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oftware - defined networking (SDN) is a promising

technology for next-generation networking and has

attracted much attention from academics, network

equipment manufacturer, network operators, and
service providers. It has found applications in mobile, data
center, and enterprise networks. The SDN architecture has a
centralized, programmable control plane that is separate from
the data plane. SDN also provides the ability to control and
manage virtualized resources and networks without requiring
new hardware technologies. This is a major shift in networking
technologies.

The ITU-T has been engaged in SDN standardization, and
the European Telecommunications Standard Institute (ETSI)
has been working on network function virtualization (NFV),
which complements SDN. The Open Network Foundation
(ONF) is a non-profit organization dedicated to promoting the
adoption of open SDN. Recently, much work has been done on
SDN to meet future network requirements.

Network virtualization creates multiple virtual infrastruc-
tures within a deployed infrastructure. These virtualized infra-
structures can be created over a single physical infrastructure.
Each virtual network can be isolated from each other and pro-
grammed to meet user requirements in terms of resource func-
tionality and capacity. This ensures that appropriate network
resources are provided to the user.

The SDN framework includes programmable control plane,
data-forwarding plane abstraction, and methods to map the vir-
tualized infrastructures onto the underlying physical network
infrastructure.

Key issues to be addressed are network resource isolation,
network abstraction, topology awareness, quick reconfigurabili-
ty, performance, programmability, management, mobility, secu-
rity, and wireless network access.

We received strong response to this call for papers on SDN
from network operators, equipment manufacturers, universi-
ties, and research institutes. Following a peer-review process,
we selected nine papers for inclusion in this special issue.

The first paper, “Network Function Virtualization Technolo-
gy: Progess and Standardization” discusses the main challeng-
es in SDN faced by network carriers. This paper also discusses
current standardization activities and research on NFV related
to SDN.

The second paper, “Service Parameter Exposure and Dy-
namic Service Negotiation in SDN Environments,” discusses
the ability of SDN to facilitate dynamic provisioning of network
services. The paper focuses on two main aspects of the SDN
framework: network abstraction and dynamic parameter expo-
sure and negotiation.

The third paper, “SDN-Based Broadband Network for Cloud
Services,” discusses how SDN/NFV will be vital for construct-
ing cloud-oriented broadband infrastructure, especially within
data center networks and for interconnecting between data cen-
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ter networks. The authors propose SDN/NFV in broadband ac-
cess to realize a virtualized residential gateway.

The fourth paper, “D-ZENIC: A Scalable Distributed SDN
Controller Architecture,” describes a solution to minimizing
the cost of network state distribution. This solution is a net-
work control platform called D-ZNEIC that supports distribut-
ed deployment and linear scale-out by trading off complexity
for scalability

The fifth paper, “Software-Defined Cellular Mobile Network
Solutions,” describes current research on and solutions for soft-
ware-defined cellular networks. It also discusses related speci-
fications and possible research directions.

The sixth paper, “SDN-Based Data Offloading for 5G Mo-
bile Networks,” describes an integrated 4G/Wi-Fi architecture

i/

evolved with SDN abstraction in the mobile backhaul and en-
hanced components that facilitate the move towards 5G.

The seventh paper, “Integrating IPsec Within OpenFlow Ar-
chitecture for Secure Group Communication,” discusses Inter-
net Protocol security (IPsec) in the context of OpenFlow archi-
tecture and SDN.

The eighth paper, “Virtualized Wireless SDNs: Modelling
Delay Through the Use of Stochastic Network Calculus,” de-
scribes a delay model for a software - defined wireless virtual
network with some theoretical investigation into wireless SDN.

The final paper, “Load Balancing Fat-Tree on Long-Lived
Flows: Avoiding Congestions in Data Center Network,” de-
scribes a dynamic load -balancing algorithm for fat tree in the
context of SDN architecture.
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Network Function Virtualization Technology:
Progress and Standardization

Huiling Zhao, Yunpeng Xie, and Fan Shi
(China Telecom Beijing Research Institute, Beijing 100035, China)

'A Abstract

Network innovation and business transformation are both necessary for telecom operators to adapt to new situations, but operators

face challenges in terms of network bearer complexity, business centralization, and IT/CT integration. Network function virtualiza-

tion (NFV) may inspire new development ideas, but many doubts still exist within industry, especially about how to introduce

NFV into an operator’ s network. This article describes the latest progress in NFV standardization, NFV requirements and hot

technology issues, and typical NFV applications in an operator networks.

'A Keywords

network functions virtualization (NFV); overlay network; virtual extensible LAN (VXLAN); service chaining

1 NFV Standardization Progress

1.1 ETSI NFV Progress
n October 2012, AT&T, British Telecom, Deutsche
Telekom, Orange, Telecom ltalia, Telefonica, and Ve-
rizon established the Network Functions Virtualiza-
tion Industry Specification Group (NFV ISG) in the
ETSI. This group will define the specifications for architecture
that supports NFV hardware and software and will create a
guide to virtualized network functions. NFV ISG will cooperate
with other standards organizations to consolidate existing virtu-
alization technologies and standards.

NFV ISG intends to leverage standard IT virtualization tech-
nology and consolidate many different types of network equip-
ment into industry - standard, high - volume servers, switches
and storage. Software with particular functions could be in-
stalled or uninstalled on hardware in various locations in a net-
work, and new equipment would not need to be installed. Bene-
fits of NFV for network operators and customers include [1]:

® reduced equipment cost and power consumption

® Jower capex and opex

® increased speed of deployment and provisioning of new net-
work services

® increased investment margins for new services

® a virtual appliance market that is open to pure software en-
trants

® encourages more innovation and new services for much low-
er risk.

NFV ISG now has 184 members, including operators, net-
work equipment vendors, IT equipment vendors, and technolo-
gy vendors. The NFV ISG has a technical steering committee
that manages four working groups and two expert groups. Dif-
ferent working groups and expert groups focus on:
® architecture for the virtualization infrastructure, including

infrastructure requirements in the computing, storage, and

network domains

® management and orchestration, including NFV platform
management functions such as network mapping for end-to-
end services, allocation and expansion of hardware resourc-
es, and VNF instance tracing

® software architecture, including the implementation environ-
ment for VNF

® reliability and availability, including resilience and fault tol-
erance through VNF load-allocation approaches and VNF in-
stance portability

® security of NFV platforms

® performance and portability, including scalability, efficien-
cy, and migration performance, from dedicated platforms to
general-purpose hardware.

In 2013, NFV ISG focused on designing high - level docu-
ments. It has released NFV use cases, requirements, architec-
ture, terminology, proof of concept (PoC), and other technical
documents as well as NFV White Paper V1.0 and NFV White
Paper V2.0. The focus of NFV ISG has shifted from identifying
requirements to defining them, and NFV ISG is attempting to
achieve feasible results by specific deadlines. In the first half
of 2014, NFV ISG has focused on PoC and is looking to collect
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and evaluate products and prototypes that satisfy NFV require-
ments. This will help promote NFV development. By the end of
February 2014, nine PoC proposals had been accepted.

Not long ago, NFV ISG also released NFV Phase 2 discus-
sion draft, which specifies the work plan for the first two years
of NFV ISG. In this draft, two points should be noted. First,
NFV ISG plans to establish an NFV steering board (NSB),
which will be a major organizational entity focused on promot-
ing NFV work. Compared with NFV ISG TSC, the NSB will
have a more rights. The NSB not only coordinates technologies,
as the current TSC does, but it also supervises the progress of
NFV ISG. Second, an ad hoc group will be established to re-
place the existing working groups and expert groups. Accord-
ing to the NFV Phase 2 plan, the objectives and tasks of this
ad hoc group will be specified by the fourth quarter of 2014,
and the ad hoc group will begin work in 2015.

1.2 Network and NFV Standardization: CCSA Efforts

The China Communications Standards Association (CCSA)
pays much attention to network and NFV standardization and
guides NFV study and application in China. Software and virtu-
alization have become important trends in the evolution and de-
velopment of future networks. These two topics are highly com-
plementary, and relevant representative technologies and proto-
cols will be the basis of future networks. However, software-de-
fined networking (SDN), NFV technologies, and the architec-
ture of future networks are all still being studied and depend
on the development of relevant technical standards.

TC1 of the CCSA focuses studies standards related to IP and
multimedia communication. A large amount of study is being
done on the virtualization of data centers, CDNs, and broad-
band bearer networks. These standards have been completed:
® scenarios and requirements of future data networks (FDNs)

(industry standard)
® general requirements of internet data center based on virtu-

alization technologies (industry standard)
® router virtualization technical requirements (association

standard)
® impacts of network edge virtualization on MAN (study sub-
ject).
Other industry standardization projects that have been initi-
ated include:
® scenarios and requirements of stream -specific state migra-
tion in cloud data centers
® orchestration scenarios and technical requirements of FDN
services based on cloud computing management platforms

® application scenarios and technical requirements of FDN -
based CDN

® application scenarios and technical requirements of FDN -
based broadband customer networks

® technical requirements of FDN-based broadband network ac-
cess Servers.

TC3 of the CCSA has established the Software Virtualization

04 | ZTE COMMUNICATIONS ~ June 2014 Vol.12 No.2

Network (SVN) Work Group and has been studying NGN key
technologies, equipment, signaling protocols, and network ar-
chitecture evolution. TC3 is a major technical work committee
for telecommunications network architecture. The design of fu-
ture network architecture and relevant technologies is within
the scope of this work group. Intelligent communications net-
work technology, which is a particular focus of TC3, is the
foundation of future networks and will profoundly affect the fu-
ture development the entire ICT network.
The CCSA TC3 SVN group, also called the Software Intelli-
gent Communications Network Work Group, studies the archi-
tecture and key technologies of future SDN and NFV networks.
CCSCA TC3 SVN undertakes relevant standardization and pro-
vides important references for development in this field.
One of the main subjects of TC3 SVN is the requirements,
frameworks, and key technologies of SDN - based intelligent
communication networks. This subject encompasses:
® general requirements of SDN-based intelligent communica-
tion networks
® perception analysis in SDN -based intelligent communica-
tions networks

® traffic scheduling in SDN-based intelligent communications
networks

® policy control in SDN-based intelligent communications net-
works

® evolution of existing networks to SDNs.

The other main subject of TC3 SVN is the requirements,
frameworks, and key technologies of network virtualization.
This subject encompasses:

® general requirements of network virtualization
® virtualized network functions

® virtualized network services

® virtualized evolution of existing networks.

TC3 SVN has also studied the requirements, frameworks,
and key technologies of future networks. It has initiated study
on the general technical requirements of SDN-based intelligent
communication networks, technical requirements of SDN -
based intelligent perception systems, control - plane platform
virtualization of core networks, and technical requirements of

SDN/NFV-based virtualized IMS.

2 Hot Technology Issues in NFV

NFV partly borrows from existing network virtualization
technologies and also incorporates new technologies, such as
software virtualization and SDN. NFV properly abstracts,
splits, and schedules network function sets and involves many
technologies. In this paper, only overlay network, virtualized
traffic scheduling, virtual cluster, and networking technologies
are discussed.

2.1 Overlay Network Technologies
Overlay network technologies are used to implement virtual-
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ization over existing network architecture, and the basic over-
lay network is not greatly changed. Thus, application bearers
can be established in the overlay network and are separate
from other network bearers. At present, overlay network tech-
nologies are mainly used for high - volume interconnection in
the internal networks of datacenters. Here, we describe main-
stream overlay network technologies.

2.1.1 Virtual Extensible LAN (VXLAN)

VXLAN [2] is an important virtualization technology and
subset of IETF standard drafts. VXLAN enables network virtu-
alization by using MAC-in-UDP encapsulation to overlay a lay-
er-2 network onto a layer-3 network. Each VXLAN is identi-
fied with a 24-bit VNI. VXLAN encapsulation enables the layer
-2 to communicate with any end point as long as the end points
are in the same VXLAN segment. These end points may not
necessarily be in the same IP subnet, so the problem of limited
MAC address capacity in switches is eliminated.

2.1.2 Network Virtualization Using Generic Routing
Encapsulation (NVGRE)

NVGRE uses the GRE tunneling protocol encapsulation, de-
fined in RFC 2784 [3] and RFC 2890 [4], to create an indepen-
dent virtual layer-2 network. In NVGRE, address learning is
implemented by the control plane, but NVGRE has previously
had no specific implementation solution for address learning
until now. Compared with VXLAN, NVGRE is defective in
terms of load sharing, i.e., NVGRE cannot implement GRE key
-based load sharing. In addition, NVGRE tunnels are end-to-
end, so the number of tunnels increases exponentially as the
number of terminals increases. As a result, the overhead for
tunnel maintenance becomes very large.

2.1.3 Stateless Transport Tunneling (STT)

STT is also an overlay technology used to create a layer-2
virtual network over a layer-2 or layer-3 physical network [5].
In technical terms, STT is very similar to VXLAN. Tunnel end
points of STT are also provided by a hypervisor vSwitch;
VNIDs of STT are also 24-bit; and STT has a multipath advan-
tage by controlling transmission source packet headers. The
difference between STT and VXLAN is that STT fragments da-
ta frames before encapsulation. Thus, the hardware accelera-
tion of network cards can be fully utilized for higher efficiency.
In addition, STT disguises STT packets as TCP/IP packets,
and TCP packet headers do not maintain TCP state informa-
tion; thus, re-transmission does not occur after packet loss. In
this way, STT tunnels are less reliable.

2.2 Virtualized Resource Scheduling Technologies
Virtualized resource scheduling technologies use SDN and
NFV to virtualize and intelligently schedule network traffic,
service functions, and other resources. Such technologies are
mainly used for virtualized traffic scheduling and service
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chaining.

2.2.1 Virtualized Traffic Scheduling

Virtualized traffic scheduling overcomes the limitation of a
distributed IP network routing by using virtualization technolo-
gies. It uses centralized route computing and traffic scheduling
to dynamically balance traffic and optimize the architecture
across the whole network. Virtualized traffic scheduling is
mainly used in IP backbone networks to determine 1) how to
define the abstraction of IP route function sets, 2) the imple-
mentation mode of centralized route decision systems, 3) the re-
liability of centralized systems, and 4) the real-time algorithms
used to compute protection paths in this mode. The current
trend for virtualized traffic scheduling is SDN and other new
technologies, e.g., adding a PCE/controller system to imple-
ment a centralized route-decision system.

2.2.2 Service Chaining

Virtual firewalls, load balancers, gateways, and other service
-processing functions in a network are called service function
points. By processing traffic at a series of service - function
points, a service chain is formed. This process is called service
chaining [6]. Unlike virtualized traffic scheduling, service
chaining focuses on server programming for controlling traffic
forwarding in a virtual network. Because it has been promoted
by SDN and NFV, service chaining has received much atten-
tion, and it is widely considered to have good prospects.

2.3 Virtual Cluster Technologies

A virtual cluster is formed when virtualization technologies
are used to logically combine network elements (NEs) or their
internal components in order to meet operational and manage-
ment requirements. Currently, the study of virtual cluster tech-
nologies is focused on homogeneous and heterogeneous virtual
clusters.

2.3.1 Homogeneous Virtual Clusters

By expanding the control plane, a homogeneous virtual clus-
ter virtualizes multiple physical devices of the same type into a
single logical device. The cluster implements resource sharing
and flexible scheduling in these physical devices through a re-
source controller. By means of pooling, the virtual cluster has a
uniform control plane and management plane and uses a
unique ID. Compared with the original physical devices, the
virtual cluster has much greater capacity and is much more re-
liable. This technology is mainly used in backbone networks to
solve the problem of insufficient single -server forwarding and
insufficient throughput in core nodes. Moreover, it can be used
for multi-service edge (MSE) pooling in IP networks and mo-
bility management entity (MME) pooling in core networks.

2.3.2 Heterogeneous Virtual clusters
A heterogeneous virtual cluster consolidates different types
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of physical devices in distributed mode. Thus, the number of
managed or configured NEs and NE types is reduced, and ser-
vice and network deployment can be made more flexible and
efficient. At present, research is focused on virtual clusters of
access control devices and switches, optical network unit
(OLT) access control devices and home gateways, and routers
and optical transport network (OTN).

3 Typical Applications of NFV

In the face of market competition, operational require-
ments, and increasing maintenance costs, network operators
have begun to explore NFV and have attempted to it to satisfy
specific service requirements in data centers, mobile core net-
works, and home networks.

3.1 Data Center Network Virtualization

Data center network virtualization [7] comprehensively
shields underlying physical network appliances in overlay
mode. In a virtualized data center network, physical network
resources are shared, and different tenants are isolated by soft-
ware or programming. Each tenant has a separate network defi-
nition, including networking, traffic control, and security man-
agement. A cloud data center resource - management platform
is connected to an SDN controller through API interfaces. By
means of programming, a multitenancy network can be flexibly
deployed, and inter - datacenter deployment is also possible.
Fig. 1 shows datacenter network virtualization [8]-[10].

Data center network virtualization does not depend on under-
lying networks so that security, traffic, and performance poli-
cies can be flexibly implemented for different tenants. The net-
work can also be automatically configured because of the pro-
gramming capabilities [11]. After overlay network technologies

‘ Cloud data center management platform ‘
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API: application programming interface
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— — — — — —

I
I
I
|

VPN: virtual private network

are introduced, however, the network architecture becomes
more complicated, and the physical network cannot perceive
the logical network. In addition, network performance is com-
promised because the logical network is controlled by software.

3.2 EPC NE Virtualization

Virtualization of evolved packet core (EPC) network in-
volves the use of a three-layer application + controller + switch
architecture. Control functions, including traffic flow and traf-
fic processing, are implemented by applications + controller
layers. The switch layer implements stream -based forwarding
functions or even integrates DPI and other traffic analysis and
processing functions. Control-plane NEs are gradually central-
ized, and a virtual control cloud is formed in the mobile core
network by converging the System Architecture Evolution
(SAE) gateway signaling plane with the MME or policy and
charging rules function (PCRF) [7]. Fig. 2 shows EPC NE virtu-
alization [12].

EPC NE virtualization unifies the network hardware archi-
tecture with the NFV technology, so that the cost will not in-
crease greatly due to increasing capacity. By separating ser-
vice control from forwarding and separating software from hard-
ware, EPC NE virtualization allows flexible service deploy-
ment and enhancement, and thus reduces CAPEX and OPEX
for network operators.

3.3 Home Network Virtualization

Home network virtualization separates control plane func-
tions and service processing functions (such as firewall, ad-
dress management, device management, and fault diagnosis) of
home gateways (HGs) and set top boxes (STBs) in home net-
works, and migrate these functions to the controller side or
cloud end after virtualization. On the HGs and STBs, only
physical interfaces and data plane layer 2 forwarding functions
are remained [7], [13]. Fig. 3 shows an application scenario of
home network virtualization.

S-GW APP | SGSN APP . P-GW APP . GGSN APP PCRF APP  MME APP

NFV: network function virtualization
PCRF: policy and charging rules function

SDN: software-defined networking
SGSN: serving GPRS support node

APP: application

GGSN: serving GPRS support node
GW: gateway

MME: mobility management entity

AFigure 1. Data center network virtualization.
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AFigure 3. A home network virtualization scenario.

Home network virtualization simplifies end - user premises.
Network operators can provide remote network fault diagnosis
without continuously maintaining and upgrading STBs and
HGs. Thus, services are more manageable, and less power is
consumed. Home network virtualization also makes service de-
ployment more flexible. Operators can deploy new hardware or
software quicker and easier so that the time to market is re-

duced [14].

4 Conclusion

NFV has succeeded in the IT industry and has entered the
operator landscape. NFV has many advantages in various sce-
narios and is a growing trend in the telecom industry.

However, NFV is still being standardized; relevant technical
standards are not yet complete and require further in - depth
study. Take service chaining for example. The functional
points and logical combination sequence of service chaining
may differ for different services. Therefore, it is general pur-
pose service chaining applications urgently need to be defined.
The content of NVF will improve as ETSI and CCSA continue

with their study and formulation of relevant standards.
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'A Abstract

Software-defined networking (SDN) is a generic term and one of the major interests of the telecoms industry (and beyond) over the

past two years. However, defining SDN is a somewhat controversial exercise. The claimed flexibility, as well as other presumed as-

sets of SDN, should be carefully investigated. In particular, the use of SDN to dynamically provision network services suggests the

introduction of a certain level of automation in the overall network service delivery process, from service parameter negotiation to

delivery and operation. This paper aims to clarify the SDN landscape and focuses on two main aspects of the SDN framework: net-

work abstraction, and dynamic parameter exposure and negotiation.

'A Keywords

software-defined networking (SDN); service parameter exposure and negotiation; network operation automation; autonomic network -

ing

1 Introduction

oftware-defined networking (SDN) has become one of

the hottest topics in the telecoms industry over the

past two years. Although the definition of SDN is con-

tested, there seems to be rough consensus within the
Internet community that SDN promises dynamically program-
mable, configurable, responsive networks for optimized, some-
what automated network service delivery and operation.

This paper gives a network provider’ s view of some of the
techniques under the SDN umbrella that may be used to intro-
duce a high degree of automation in the preliminary stages of a
typical network service lifecycle. This paper describes the dy-
namic negotiation of service parameters which, when complet-
ed, feed the computing intelligence of an SDN architecture so
that corresponding resources can be allocated and appropriate
policies can be enforced.

The ability to dynamically expose and negotiate the set of pa-
rameters that pertain to a given network service is promising
and should help introduce a high degree of automation in the
overall service-delivery procedure. This will, in turn, facilitate
the use of autonomic networking techniques. Currently, most if
not all existing network services typically delivered over an In-
ternet Protocol/Multiprotocol Label Switching (IP/MPLS) infra-
structure assume little or no negotiation besides price negotia-
tion, if any. A customer is presented with a set of services they

This work was supported in part by the EIT SOFTNETS Project.
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may want to subscribe to (e.g., a basic Internet service or VPN
service), but the service parameters are hardly detailed.

Most residential customers are unlikely to care about the
technical details that define the service they have subscribed
to as long as they can access the service with a perceived, of-
ten qualitative, QoS. Nevertheless, there are other customers,
such as corporate customers or peering network providers, who
pay attention to the quantitative definition of the service they
have subscribed to as well as the possible penalties for failure
to adhere to the terms of the contract. With these kinds of cus-
tomers, negotiation is often static. Service parameters may vary
from one customer to another and from one service to another.
There are often long negotiations between when the service pro-
duction chain kicks in (and the long - awaited order is pro-
cessed) and when the service is actually delivered.

There is therefore a need to automate the service parameter
exposure and negotiation procedure somewhat. Service parame-
ter exposure is 1) the process of capturing the service require-
ments of an application or customer and 2) presenting the bene-
fits of an underlying infrastructure to a service and customer.
Service parameter negotiation involves a customer and network
provider mapping the customer’ s service requirements with
the underlying network capabilities. We believe such an ad-
vanced procedure requires a standard template that details all
the service parameters that may be valued as a function of the
service to be delivered, which must conform to the customer’s
expectations.

In this paper, a network provider is the entity that owns and
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administers one or many transport domain(s) and is responsi-
ble for ensuring connectivity services (e.g., offering global or
restricted reachability). A customer subscribes to a service of-
fered by a provider.

The paper is organized as follows: In section 2, we introduce
SDN and the techniques we believe it encompasses. In section
3, we introduce connectivity provisioning profile (CPP) [1],
which facilitates the exposure and negotiation of service param-
eters. In section 4, we discuss Connectivity Provisioning Nego-
tiation Protocol (CPNP) [2], which is one of the candidate proto-
cols for conveying service parameter negotiation arguments be-
tween two parties (typically a customer and network provider).
In section 5, we outline additional areas of investigation that
complement the dynamic negotiation of service parameters.
These areas are SDN bootstrapping procedures and dynamic
service structuring based on ordered sets of elementary service
functions, also known as service function chaining (SFC) [3].

2 Introduction to Software-Defined
Networking

2.1 Global Framework

Networking environments generally have three planes: for-
warding, control, and management. Each of these planes sup-
ports various features, e.g., forwarding and routing, traffic engi-
neering (TE), and security and management.

These capabilities need to be configured in the switches,
routers, service platforms, etc. according to the services sup-
ported by the network and, ideally, according to the customer’
s requirements in terms of QoS, service robustness and avail-
ability, and service resiliency.

In the case of inter-provider network services, implementing
such capabilities involves exchanging (configur-

M. Boucadair and C. Jacquenet

pating devices.

® The completion of the service - parameter negotiation be-
tween the customer and the provider, which conforms to cus-
tomer’ s requirements and network resource information.
Such parameters often follow the guidelines of business de-
velopment teams. Service parameters can be negotiated ac-
cording to a specific template, such as a CPP template de-
tailed in section 3.

® The traffic forecasts that can be derived from the number of
CPP templates that need to be processed over different time
scales (a minute, a day, etc.) but which also relate to the net-
work planning policy that needs to be enforced over several
years.

® The number and the nature of the various, possibly service-
specific policies enforced by the network provider. Such pol-
icies may not only rely on the device capabilities or informa-
tion derived from the customer requirements; they may also
reflect technology-specific recommendations.

2.2 From Service Subscription to Delivery and Operation

Fig. 1 shows a service-structuring layer that is meant to doc-
ument the nature of the service, including its scope and associ-
ated parameters. This service-structuring layer is where negoti-
ation between the customer and network provider takes place
[4].

The management plane can then be seen as a substratum of
the service - structuring layer, and the management layer is
where management information is maintained. Such informa-
tion is used according to the typical ISO-defined Specific Man-
agement Functional Areas (SMFAs), i.e., fault, configuration,
accounting, performance and security management informa-
tion, and is detailed in information and data models.

The control plane is where policy and management substra-

ing) information via various protocols and interfac-
es located between the forwarding, control, and
management planes; between the customer and
network (customer-to-network interface, CNI); and
between two networks (inter-carrier interface, 1CI)
(Fig. 1).

Subsequent network operations, such as the pro-
cessing of a customer order, can be triggered by
an application. Other network operations, such as
connection of an additional site to a VPN infra-
structure, can be triggered by customer requests.
And yet other network operations can be triggered
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address, identity management oo SLS/CPP PCEP, NETCONF, etc. (depending on
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puts and includes:
® The actual capabilities supported by the partici-

AFigure 1. Three-plane representation of networking environments and related interfaces.
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tums reside. These are designed to derive the outcomes of the
CPP-formatted service parameter negotiation into policy-provi-
sioning information, such as metrics to be assigned to link in-
terfaces and constraints to be taken into account by, for exam-
ple, a Constrained Shortest Path First (CSPF) [5] algorithm for
TE policy enforcement.

Such policy-provisioning information can either be service-
or customer-specific, depending on the nature and number of
services that a customer can subscribe to.

This policy - provisioning information is then passed to net-
work devices as configuration information so that the requested
service can be delivered. The forwarding of this configuration
information may rely upon a variety of protocols that include
but are not limited to:
® Openklow, which is used exclusively to populate the for-

warding information base (FIB) maintained by network de-

vices and is now complemented by the NETCONF - based

OpenFlow Management Configuration Protocol [6]
® Path Computation Element Communication Protocol (PCEP)

[7], which is used in particular to provision VPN configura-

tion information
® Network Configuration Protocol (NETCONF) [8]
® Common Open Policy Service (COPS) protocol, which is

used in particular to support policy provisioning (COPS-PR)

(9]
® [nterface for Metadata Access Points (IF-MAP) [10]

2.3 The Deterministic Nature of Dynamic Network
Operation Procedures

In physics, determinism refers to the principle that the val-
ues of a system’s variables at a given time determine the val-
ues of the same variables at a later time.

In SDN, determinism is a key feature of dynamic, (possibly)
automated service-delivery procedures. It is expected that re-
sources and policies used to deliver and operate any given net-
work service will derive from the service parameters that have
been negotiated between the customer and network provider.

Indeed, the behavior of systems deployed into operational
networks should be predictable and controlled. The outputs
and states of those systems should be deterministic and with-
out unexpected behavior, which risks provoking chaotic situa-
tions.

From a deterministic standpoint, a high degree of automa-
tion can be introduced into a system only if automation relies
on well - known, carefully designed procedures. Such proce-
dures can be decomposed into state machines, policies, etc.,
which reflect the different behaviors of the system under vari-
ous conditions. This means that how the service/network be-
haves in certain circumstances, with particular entries, is
known in advance, and the expected result of such behavior is
predictable and deterministic.

The path to full network automation is paved with numerous
challenges. In particular, it is critically important that automa-

10 | ZTE COMMUNICATIONS =~ June 2014 Vol.12 No.2

tion is well implemented in order to facilitate testing, including
validation checks, and troubleshooting. This suggests the need
for simulation tools that accurately assess the impact of intro-
ducing high-level automation into the overall service delivery
procedure and avoid the typical “mad robot” syndrome. This
syndrome recently made some Google services unreachable.
On January 24, 2014, most Google users who subscribed to log-
in services such as Gmail, Google+, Calendar, and Documents
were unable to access those services for approximately 25 min-
utes. For about 10 percent of users, the problem persisted for
as long as another 30 minutes.

This recent event further emphasizes the need for a network
automation system that relies on deterministic behaviors that
can be used during service operation cycles. The behavior ex-
hibited under normal operating conditions should be the input
to such an automation system in order to, for example, assess
whether a service is up and running as expected. The automa-
tion system must also integrate a feedback loop to assess
whether policies are properly enforced and whether the set of
policies is consistent with service objectives. The automation
system can be pre-wired to indicate how it will react when a
problem occurs. This deterministic assessment capability can
also be implemented inside the supervision system in order to
improve fault detection.

The recent Google misadventure is a lesson that should not
be forgotten by SDN proponents who claim that service flexibil-
ity and agility come at no cost. Automation is where the com-
plexity resides, and so - called “service orchestration intelli-
gence”
number of services to be delivered, without accurate modeling

should not be solicited, regardless of the nature and

of predictable behaviors.

Fig. 2 shows the service lifecycle and control loops that
should be implemented in order to assess whether an engi-
neered service matches the service objectives, as expressed by
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‘ Designed Service ‘
Targeled Service
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ATFigure 2. The importance of control loops.
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business development teams, or customers.

Fig. 2 shows an example of the steps for delivering a service.
The challenge facing a network provider is to deliver a service
that corresponds to the “measured service” level and that ful-
fils the clauses of a targeted service. The targeted service level
is technology - agnostic; that is, it is described as a set of ser-
vice requirements that are translated into and accommodated
within an architectural and technological view during the de-
signed-service phase.

Once this is accomplished, suitable engineering rules are
written up, and the required configuration information is de-
rived. This is the engineered service stage. The advent of SDN
contributes to a high level of automation in each step of the ser-
vice lifecycle.

Completion of the service-parameter negotiation phase, or a
dedicated trigger received from an application [11], including
an internal application managed by the same provider [12], pro-
vide input to the SDN intelligence so that the corresponding
service can then be structured according to the service-specif-
ic policy-provisioning information derived from the negotiation.

Such policy-provisioning information is then translated into
device-specific configuration information. Upon completion of
these configuration tasks, the service is delivered to the cus-
tomer in a completely deterministic manner.

During service operation, certain techniques are used for
service fulfillment and assurance. In particular, monitoring
techniques are used to verify that policies are properly en-
forced and to ensure that the delivered service complies with
the outcomes of a negotiation with the customer, or what has
been requested by a customer (in the case of a subscription
mode), or what has been requested by internal business devel-
opment teams.

2.4 A Tentative Definition of Software-Defined

Networking

Fig. 1 underscores some of the current discussions related to
SDN. The so-called separation of forwarding and control
planes, beyond implementation considerations, has almost be-
come a gimmick to promote flexibility as a key feature of SDN.

Flexibility, which is heavily touted by SDN promoters, is un-
doubtedly a key objective for network providers. The ability to
adapt to a wide range of customer requests and flexibly deliver
network services is an important competitive advantage. How-
ever, flexibility is much, much more than separating the con-
trol and forwarding planes in order to facilitate forwarding deci-
sion-making processes.

Here, we define SDN as the set of techniques used to facili-
tate the design, delivery, and operation of network services in a
deterministic, dynamic, scalable manner.

2.5 Meta-Functional Domains of Software-Defined
Networking
Such a definition assumes a high level of automation in over-
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all service delivery and operation procedures. From this per-
spective, SDN techniques can be divided into the following
functional meta-domains [13]:

® Techniques for dynamic discovery of network topology, de-
vices, and capabilities along with relevant information mod-
els that are precisely document such topology, devices, and
capabilities.

Techniques for dynamically exposing and negotiating ser-

vice parameters, which are used to measure the level of qual-
ity associated to the delivery of a given service or a combina-
tion of services. These techniques are not only meant to be
used in business roles (e.g., by the customer) but also by ap-
plications and services. We assume that these triggers can
be implemented using a common information model (section 3)
that reflects the set of service-inferred policies. These poli-
cies are enforced by the network provider and ease the auto-
mation of network operations through dynamically and auto-
matically translating customer, application, and service con-
nectivity requirements to network-management actions.

Techniques used by dynamic resource allocation schemes
and policy enforcement schemes derived from service re-
quirements. These techniques include techniques for auto-
matically setting traffic engineering objectives for a given
network.

Dynamic feedback mechanisms that assess how efficiently a
given policy (or set of policies) is enforced from a service-ful-
fillment and assurance perspective. Such feedback mecha-
nisms have features such as self-tuning and autonomic ser-

vice diagnosis and repair.

Several approaches can be taken with the proposed SDN
framework: application-initiated network programming [11],
CPP - inferred [1, section 1], or path computation element -
based [7].

Here we focus on the second meta-domain mentioned above,
and discuss the benefits and stakes in dynamic service parame-
ter negotiation.

3 Exposing Network Services:
The CPP Concept

Defining a clear interface between services, including third-
party applications, and network layers has various advantages,
such as rationalizing the engineering of network infrastruc-
tures. The CPP interface is designed to expose and character-
ize, in a technology-agnostic way, the IP transfer requirements
that need to be met when invoking the IP transfer capabilities
of a provider network. These requirements are then translated
into IP/MPLS -related technical clauses that, for example, de-
fine the class of service and specify the need for recovery
means and control - plane protection. At a later stage, these
clauses are addressed by the activation of adequate network
features and technology-specific actions (e.g., MPLS-TE), Re-
source Reservation Protocol (RSVP), Open Shortest Path First
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(OSPF) or Intermediate System to Intermediate System (IS-1S)
configuration, etc.).

The CPP template is designed to capture connectivity needs
and represent and value these requirements in a standardized
way. Service- and customer-specific IP provisioning rules may
dramatically increase of the number of IP transfer classes that
need to be (pre)-engineered in the network. Instantiating each
CPP into a distinct class of services should therefore be avoid-
ed for the sake of performance and scalability. Application-ag-
nostic IP provisioning is recommended because the require-
ments and guarantees in the CPP determine which network
class of service can be used. From this perspective, the CPP is
used to design and engineer a limited number of generic class-
es so that individual CPP documents, which capture the con-
nectivity requirements of services, applications and Custom-
ers, can be easily mapped to these classes. Fig. 3 shows the
connectivity-provisioning interfaces covered by CPP: customer-
network service - network, and network - network. Services and
applications using CPP via the service -network connectivity -
provisioning interface may belong to the same administrative
entity managing the underlying network or to a distinct admin-
istrative entity managing the underlying network.

A generic CPP template facilitates 1) automation of service
negotiation and activation processes, which thus accelerates
service provisioning, 2) setting of traffic objectives of TE func-
tions and service - management functions by means of formal-
ized parameters, and 3) improvement of service and network
management systems with decision-making capabilities based
on negotiated/offered CPPs. The CPP defines the set of TP/
MPLS transfer guarantees to be offered by the underlying trans-
port network. It also defines capacity needs and reachability
scope, i.e., the set of destinations that can be reached from a
customer site, within the context of a given service. Appropri-
ate performance metrics, such as one -way delay or one - way
packet delay variation, characterize the IP transfer service.
Guarantees on availability and resiliency are also included in
the CPP. Fig. 4 shows the Routing Backus-Naur Form (RBNF)
[14] format of the CPP template.

Some important CPP clauses are described below. A full de-
scription of all CPP clauses can be found in [1].

A CPP must include the list of customer nodes, e.g., CEs, to
be connected to the underlying transport network. For each
customer node, a border link or node belonging to the connec-
tivity domain and connected to the customer node needs to be
identified. Operations appropriate to the location of the custom-
er node should be performed to retrieve the corresponding bor-
der link or “provider node” (e.g., PE). A customer node may
be connected to several provider nodes, and multiple customer
nodes may be connected to the same provider node.

The scope clause specifies the reachability of each of the in-
volved customer nodes. The scope is a unidirectional parame-
ter, and both directions should be described in the CPP. The

reachability scope is the set of destination IP prefixes that can
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be reached from the customer site. Both global and restricted
reachability scopes can be captured in the CPP. A restricted
reachability scope means that global (i.e., whole Internet)
reachability is not allowed, and only a subset of destinations
are reachable.

The QoS guarantee clause specifies performance metrics for
the quality of IP transfer experienced by a flow crossing an IP
transport infrastructure. This flow is issued by or destined for a
(set of) customer node(s). IP performance metrics can be ex-
pressed as qualitative or quantitative parameters. When quanti-
tative metrics are used, maximum or average numerical values
are provided together with a validity interval that should be in-
dicated in the measurement method.

The availability guarantee clause specifies the percentage of
time the IP performance guarantee applies. This clause can be
expressed as maximum or average. The guarantee covers QoS
deterioration, i.e., IP transfer is available but it is below the
agreed performance bounds; physical failure; or general ser-
vice unavailability.

The capacity clause specifies the capacity that needs to be
provided by the underlying network infrastructure. This capaci-
ty is bound by a given scope and IP transfer performance guar-
antees. The capacity may be expressed on a border link basis
and for both directions, i.e., incoming and outgoing. This
clause includes a traffic limit up to which quantitative perfor-
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mance is guaranteed.

The traffic - isolation clause specifies whether traffic issued
by or destined for customer nodes should be isolated when
crossing the network. This clause is translated into IP engineer-
ing policies on activating dedicated tunnels that use [Psec, or
establishing BGP/MPLS VPN facilities, or using a combination
of these. Activated tunnels or facilities should be consistent
with those used to provide guaranteed availability and perfor-
mance.

The flow-identification clause specifies which information is
used to identify the flows that need to be processed in the con-
text of a given CPP. This identifier is used for traffic classifica-
tion. A flow identifier may comprise source IP address, source
port number, destination IP address, destination port number,
DiffServ Code Point (DSCP) field, tail-end tunnel endpoint, or

a combination of these.

4 Dynamic Resource Allocation According
to Service Requirements

4.1 Connectivity Provisioning Negotiation Protocol

CPNP is designed to dynamically exchange and negotiate
connectivity provisioning parameters between a customer and
provider. CPNP is service-agnostic; that is, it can support addi-
tional services, such as storage, as well as the base connectivi-
ty service. CPNP is extensible because new methods and nego-
tiation options can be defined as required. CPNP introduces
automation into the service negotiation and activation proce-
dures and thus benefits the overall service delivery process.

CPNP negotiation cycles can be triggered by connectivity re-
quirements that are exposed by applications or explicitly re-
quested by customers. Resource allocation and TE objectives
can be derived from the outcomes of CPNP negotiation cycles.
These TE objectives can be tweaked according to customer re-
quests, available network capacity, and business development
guidelines. CPNP can accommodate both technical and busi-
ness-related requirements. It also supports various negotiation
modes, including administrative validation operations.

4.2 CPNP Functional Elements

CPNP operations involve two main functional elements:
CPNP client and CPNP server.

The CPNP client is a software instance that sends CPNP re-
quests and receives CPNP responses. A CPNP client creates a
quotation order, cancels a quotation order being negotiated,
withdraws a pre-negotiated quotation order, or updates a pre-
negotiated order.

The CPNP server is a software instance that receives CPNP
requests and sends back CPNP responses. The CPNP server
processes quotation orders, cancels a quotation order being ne-
gotiated, and handles a quotation order withdrawal.

Several models can be used to locate the CPNP client and
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server functional elements. In one model, the customer deploys
a CPNP client while the provider deploys one or several CPNP
servers. In a second model, the customer does not enable any
CPNP client, but the provider maintains a customer order man-
agement portal instead. This model assumes that the same ad-
ministrative entity, i.e., network provider, is responsible for
both the CPNP client and server. In such a model, the custom-
er initiates connectivity - provisioning quotation (CPQ) orders
via the portal, and appropriate CPNP messages are then gener-
ated and sent to the relevant CPNP server. Once connectivity
provisioning parameters have been negotiated and an order has
been placed by the customer, network provisioning operations
are initiated.

4.3 CPNP Customer Order Processing Models

There are three models for customer order processing: fro-
zen, announcement, and negotiation.

In a frozen model, the customer cannot negotiate the parame-
ters of the connectivity service provided. After consulting a ser-
vice portfolio, the customer selects the offer they want to sub-
scribe to and places the corresponding order with the provider.
On the provider side, handling the order request is quite sim-
ple because the service is not customized to the customer’s re-
quirements. Rather, it is pre-designed to target a group of cus-
tomers with similar requirements (and who therefore share the
same CPP).

In an announcement model, the provider proceeds to the an-
nouncement of a set of service templates. The customer can
then initiate a negotiation cycle using these templates and pre-
pare their request order.

In a negotiation model, the customer documents their re-
quirements in a request for quotation, which is sent to one or
several providers. These solicited providers then check wheth-
er they can meet these requirements and get back to the cus-
tomer, possibly with an offer that does not exactly satisfy cus-
tomer’ s requirements. The customer and provider then negoti-
ate, and the customer places an order.

CPNP uses announcement and negotiation-based models. In
particular, it uses a quotation order/offer/answer model where
1) the client specifies their requirements in a provisional quota-
tion order (PQO); 2) the server makes an offer that satisfies or
partly satisfies these requirements, or it declines the PQO; and
3) the client either accepts or declines the offer. Fig. 5 shows a
typical CPNP negotiation cycle.

A CPNP transaction, comprising all CPNP messages, occurs
between when the first request is sent by the client to the serv-
er and when a final response is sent by the server to the client.
This final response completes the transaction. The CPNP trans-
action is bound by a CPNP session. Because multiple CPNP
transactions can be maintained by the CPNP client, the client
assigns an identifier to each active transaction. This identifier
is denoted Transaction-1D and must be randomly assigned ac-
cording to the best current practice for generating random num-
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o T — o ent in a PROVISION request. An offered CPD is the
document included by a CPNP server in an OFFER
Quotation Order Quotation Order message. An offered CPD indicates that the server
Make an Offer Make an Offer will accommodate all (or a subset of) the clauses in a
Accept Decline requested CPD. The offer also has a validity date. If
@) b) the CPNP client accepts the offer, the offered CPD is
Client Server | | Client Server included in an ACCEPT message, and the document
Quotation Order (CPDa) Quotation Order (CPD1) is called an Agreed CPD. The Agreed CPD is also in-

Make an Offer Make an Offer cluded in an ACK message.

Decline Decline

Quotation Order (CPDb) Quotation Order (CPD2) 4.5 CPNP Client Behavior
Make an Offer Make an Offer To place a CPQ order, the CPNP client initiates a
Accept Decline local order object, which has a unique identifier
Quotation Order (CPD3) (Customer Order Identifier) that is assigned by the
© Make an Offer CPNP client. Then, the CPNP client generates a
Decline PROVISION request that includes the assigned iden-
Quotation Order (CPD4) tifier, possibly an expected response date, Transac-
Fail to Make an Offer tion-1D, and Requested CPD. The CPNP client may

(d)

include additional information elements, such as

A Figure 5. CPNP negotiation model. (a) 1-step successful negotiation cycle, (b) 1-step
failed negotiation cycle, (c) N-step successful negotiation cycle, and (d) NV-step failed ne-

gotiation cycle.

bers. Tt must not be guessed easily. Transaction-1D is used in
the validation of CPNP responses received by the client.

There is only one offer/answer stage in a single CPNP trans-
action. Nevertheless, multiple CPNP transactions can be han-
dled by the CPNP client.

The CPNP server can be configured in several order-han-
dling modes. In a fully automated mode, no action is required
from the administrator when a service is requested. The CPNP
server automatically makes decisions about received orders
and generates corresponding quotations. In another mode,
some or all CPNP server operations are subject to validation by
an administrator. This mode requires the administrator to act
on some or all requests received by the CPNP server.

The CPNP server may support the option of publishing avail-
able services, which are exposed to customers. Dedicated tem-
plates can be used for the purpose of announcing services. The
CPNP client will use these templates to initiate its CPNP nego-
tiation cycle.

Two key identifiers are used by the CPNP client and server:
customer order and provider order. The customer order identifi-
er is assigned by a CPNP client to uniquely identify an order
among existing orders. This identifier is included by the CPNP
client in all its CPNP messages. The provider order identifier
is assigned by the CPNP server to uniquely identify an order
among existing orders.

4.4 CPNP Operations

Table 1 lists the operations supported by CPNP, which uses
several kinds of connectivity provisioning documents (CPDs)
(section 3). A requested CPD is a CPD included by a CPNP cli-
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“cost” or “setup purpose” mnegotiation options. The
setup purpose clause may contain a request for con-
nectivity only for testing purposes and only for a lim-
ited period of time. The order can become perma-
nent if the customer is satisfied during the test period.

Once the request has been sent to the CPNP server, the
CPNP client sets a timer to the expiration date, which is includ-
ed in the PROVISION request. If the CPNP server has not an-
swered before the retransmission timer expires, the CPNP cli-
ent retransmits the request up to three times. If a FAIL mes-
sage is retuned, the CPNP client may decide to make another
request to the same CPNP server, cancel the local order, or
contact another CPNP server. If an OFFER message is re-
ceived, the CPNP client checks whether a PROCESSING mes-
sage with the same Provider Order Identifier has been received

from the CPNP Server. If a PROCESSING message was al-

VTable 1. Operations supported by CPNP

Operation Used By Description
Initiates a CPQ order. After receiving a PROVISION request, the
PROVISION Client server may respond with a PROCESSING, OFFER, or FAIL
message.
PROCESSING Client/  Informs the remote party tha% the message was received and the
Server  order quotation or offer is being processed
Informs the client about an offer that best accommodates the
QHEER Selier requirements in the PROVISION message
ACCEPT Client Confirms the acceptance of an offer made by the server
ACK Server  Acknowledges receipt of an ACCEPT or WITHDRAW message
DECLINE Client Rejects an offer made by the server
CANCEL Client Cancels an ongoing CPQ order
WITHDRAW  Client Withdraws a pre-negotiated connectivity provisioning order
UPDATE Client Updates an existing connectivity provisioning order
Cannot accommodate a requested PQO. This operation can also be
used to inform the client about an error encountered when
FAIL Server

processing the received message. The FAIL message includes a
code that gives more information about the error.
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ready received for the same order but the Provider Order Iden-
tifier does not match the identifier included in the OFFER mes-
sage, the CPNP client silently ignores the message. If a PRO-
CESSING message with the same Provider Order Identifier
was already received and matches the CPNP transaction identi-
fier, the CPNP client changes the state of the order to OfferRe-
ceived and sets a timer according to VALIDITY_DATE in the
OFFER message.

If an offer is received from the CPNP server, the CPNP cli-
ent decides whether it will accept or reject the offer. The
CPNP client accepts the offer by generating an ACCEPT mes-
sage, which confirms that the customer has agreed to subscribe
to the offer in the OFFER message (Fig. 6). The transaction is
terminated if an ACK message is received from the server. If
no ACK is received from the server, the client proceeds to re-
transmit the ACCEPT message.

The CPNP client can reject the offer by sending a DECLINE
message (Fig. 7). If an offer is not acceptable to the CPNP cli-
ent, it may decide to contact a new server or submit another or-
der to the same server.

The CPNP client can withdraw a completed order by send-
ing a WITHDRAW message. It can also update a completed or-
der by sending an UPDATE message (Fig. 8).

4.6 CPNP Server Behavior

When a PROVISION message is received from a CPNP cli-
ent, the CPNP server stores the Transaction- 1D, generates a
Provider Order Identifier, and runs preliminary validation

Client Server

PROVISION (Requested CPD)
PROCESSING
OFFER (Offered CPD)
PROCESSING
ACCEPT
ACK

AFigure 6. A flow of a successful CPNP negotiation cycle.

Client Server

PROVISION (Requested CPD)
PROCESSING
OFFER (Offered CPD)
PROCESSING
DECLINE
ACK

checks. Then, the CPNP server returns a PROCESSING mes-
sage to notify the client that the quotation order has been re-
ceived and is being processed. A PROCESSING message can
include an expected offer date that tells the CPNP client when
an offer will be proposed. The CPNP server runs a decision -

making process to decide which offer best suits the received or-

der. The CPNP server makes an offer before the expected offer

date.

If the CPNP server can satisfy the request, it sends an OF-
FER message to the client making the request. This message

includes Transaction-1D, Customer Order Identifier (indicated
in PROVISION), Provider Order Identifier generated for the or-

der, a Nonce, the offered Connectivity Provisioning document,

and an offer validity date (Fig. 6).

If the CPNP server determines that additional resources
from another network provider are needed to accommodate a
quotation order, it creates a child/children PQO(s) and behaves

as a CPNP client in order to negotiate a child/children PQO(s)
with the partnering providers. Fig. 9 shows CPNP messages ex-

changed in such a case.

5 Additional Paths to Automated Service

Delivery Procedures

5.1 SDN Bootstrapping

The means of dynamically discovering the functional capa-

Client Server
WITHDRAW (CPD)
PROCESSING
ACK (Empty CPD)
AFigure 8. CPNP withdrawal.
Client Server 1 Server 2
PROVISION
PROCESSING
PROVISION
PROCESSING
OFFER
PROCESSING
ACCEPT
ACK
OFFER
PROCESSING
ACCEPT
ACK

A Figure 7. An unsuccessful CPNP negotiation cycle.

A Figure 9. Inter-provider CPNP negotiation cycle.
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bilities of devices to be programmed by SDN intelligence need
to be provided. Acquiring information related to actual network
capabilities will help structuring this intelligence so that poli-
cy provisioning information can be derived accordingly.

Dynamic discovery may depend on the exchange of specific
information via an Interior Gateway Protocol (IGP) or Border
Gateway Protocol (BGP) between network devices or between
network devices and SDN intelligence in legacy networks. This
intelligence can also send unsolicited commands to network de-
vices in order to acquire a description of their capabilities and
derive network and service topologies accordingly.

SDN techniques could be used in IGP/BGP-free networking
environments; however, in such environments, SDN bootstrap-
ping still requires the following support capabilities:
® dynamic, resilient discovery of participating SDN nodes, in-

cluding the SDN intelligence, and their respective capabili-

ties. This assumes mutual authentication of the SDN intelli-
gence and participating devices. The integrity of the informa-
tion exchanged between the SDN intelligence and participat-
ing devices during discovery must also be preserved.

® dynamic connection of the SDN intelligence to SDN-capable
nodes and avoidance any forwarding loop

® dynamic enabling of network services as a function of device
capabilities and (possibly) what has been dynamically nego-
tiated between the customer and network provider

® dynamic checking of connectivity between the SDN intelli-
gence and participating nodes and between participating
nodes themselves so that a given network service or set of
services can be delivered.

® dynamic assess to the reachability scope as a function of the
service to be delivered.

® dynamic detection and diagnosis of failures so that correc-
tive measures can be taken accordingly.

Likewise, the means of dynamically acquiring descriptive in-
formation (including base configuration) of any network device
that may participate in the delivery of a service should be pro-
vided. This helps the SDN intelligence structure the services
that can be delivered in light of various factors, such as avail-
able resources and resource location.

In networking environments without IGP/BGP, a specific
bootstrap protocol may be required to support the previously
mentioned capabilities and proper SDN operation. There may
also be a need for a specific additional network with discovery
and connectivity features.

In particular, SDN design and operation in an IGP/BGP-free
environment should provide performances similar to that of leg-
acy environments that run an IGP and BGP. For example, the
underlying network should remain operational even if connec-
tion with the SDN intelligence is lost.

Furthermore, operators should assess the cost of introducing
a new, specific bootstrap protocol compared to the cost of inte-
grating the previously mentioned capabilities into existing IGP/
BGP machinery.
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Because SDN-related features can be grafted into an exist-
ing network infrastructure, they may not all be enabled at once
from a bootstrapping perspective, so a gradual approach can be
taken instead. A typical deployment example is using an SDN
decision - making process as an emulation platform that helps
network providers and operators make appropriate technical
decisions before their actual deployment in the network.

5.2 Dynamic Service Function Chaining

The current model used by network providers to offer value-
added services has reached its limits. This model relies on the
invocation of advanced service functions in addition to basic
forwarding and routing. Typical examples of such service func-
tions include: NAT, NPTv6, SSL Offload, HOST_ID injection
[15], HTTP header enrichment, cache content, and deep pack-
et inspection. Managing and introducing these advanced ser-
vice functions is hindered by the underlying physical topolo-
gies. Furthermore, the model used to deploy these service func-
tions in has a cascaded scheme. This is not optimal in terms of
capex and performance. A technique called SFC [3] is a suit-
able means of invocating a set of service functions in an order.
In reference to the SDN framework in section 2, the SDN intel-
ligence can embed the SFC structuring and orchestration func-
tionality.

6 Conclusion

Beyond the current hype surrounding SDN there is a com-
plex combination of multi-metric, service-dependent, computa-
tion algorithms, negotiation protocols, and service - modeling
languages that presents significant challenges for network pro-
viders.

From service parameter exposure to delivery, it is true that
automation; flexibility; and adaptive, self-tuning network infra-
structures have increased complexity and sometimes led to per-
formance degradation. Such impacts should be quantitatively
and qualitatively assessed by network providers.

A dynamic service-parameter negotiation approach is still in
its infancy, and various service-specific simulations and valida-
tion studies will need to be conducted to refine critical dimen-
sioning figures, e.g., in terms of the amount of traffic ex-
changed between a customer and provider during service - pa-
rameter negotiation.

Furthermore, the robustness of SDN techniques should be
analyzed and characterized. The amount of traffic to be ex-
changed between the SDN intelligence and participating nodes
and dynamic policy-enforcement schemes can lead to mad ro-
bot situations similar to that recently experienced by Google.

Predictable behavior is key to efficient service-parameter ex-
posure, negotiation, and subsequent translation into technology
-specific provisioning information. This requires strictly deter-
ministic approaches with carefully designed information and
data models, test cases, and control operations as cornerstones.
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To this end, network providers must play a key role in stan-
dardizing such tools for the sake of global consistency.
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'A Abstract

Over-the-top services and cloud services have created great challenges for telecom operators. To better meet the requirements of

cloud services, we propose a decoupled network architecture. Software-defined networking/network function virtualization (SDN/

NFV) will be vital in the construction of cloud-oriented broadband infrastructure, especially within data centers and for intercon-

nection between data centers. We also propose introducing SDN/NFV in the broadband access network in order to realize a virtu-
alized residential gateway (VRG). We discuss the deployment modes of VRG.

' Keywords
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1 Introduction

he rapid growth of internet-based IT services has

had an unprecedented influence on traditional tele-

com business models. Over the top (OTT) business-

es are replacing traditional telecom businesses.
OTT services erode the profitability of an operator’s tradition-
al voice and SMS services and force the operator to fall back
on more fundamental network businesses for revenue growth.
From January to September 2013, the revenue of China’s big
three operators grew by only 0.7% year-on-year whereas in-
come from non - voice business, dominated by mobile traffic
and fixed broadband access, rose 16.6% year-on-year. These
three operators were responsible for 95.7% of revenue growth
in China’s domestic telecom industry [1]. The number of point-
to-point SMS sent by mobile users declined sharply in 2013,
down by 13.7% year-on-year.

From the perspective of the ICT industry, the industry value
chain has significantly changed. The basic network, i.e., the
pipe, it the operator’s core and lifeline, but its value is con-
stantly declining. Concurrently, the value of terminals and the
cloud is rising fast. Industry profit continues to be captured by
IT enterprises such as Apple, Google, Facebook, and Amazon
as well as China’s Tencent, Baidu, and Alibaba.

If operator revenue increased in line with traffic growth,
then basic network operation would still be a good business.
However, nowadays there are also huge challenges and costs
associated with providing basic network service. The end re-
sult is that more traffic does not generate more revenue. On the
one hand, users and applications are demanding more in terms
of network bandwidth, and network resources are being rapidly
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consumed. On the other hand, network unit bandwidth is get-
ting cheaper, which means that network traffic is being decou-
pled from revenue. Telecom operators have two paths to sus-
tainable development: increase income or reduce costs. With
the former, a plateau in user numbers and the difficulty of inno-
vating in the application business mean that operators have to
rely more on innovation in areas such as traffic operation, open
networks, and collaborative cloud - network terminals in order
to increase network value. With the latter, the key is to continu-
ously reduce equipment, construction, and OAM costs as well
as improve resource utilization by innovating with technology
and optimizing architecture.

OTT services have created great challenges for telecom oper-
ators, and both service model and network architecture need to
be transformed in order to overcome these challenges. Here,
we propose a decoupled network for cloud services, which
greatly depend on a broadband network based on software-de-
fined networking (SDN) in order to provide flexible, dynamic
connection for customers and cloud data centers.

The rest of the paper is organized as follows: In section 2,
we explain the decoupled network architecture that supports
current cloud services; in section 3, we describe the role of
SDN in a cloud-oriented broadband network as well as some
typical SDN applications; in section 4, we discuss SDN-based
broadband access network; and in section 5, we conclude the

paper.

2 Decoupled Network Architecture for

Cloud Services
A network supports and serves various services and applica-



tions and evolves constantly in response to service demand.
There are two main trends in ICT business development: user
mobility and service end on cloud. In terms of user mobility,
smart terminals have become the main tool that people use to
access ICT services and are driving the development of mobile
Internet and the Internet of Things (IOT). In terms of service
end on cloud, ICT services are fully embracing cloud service
modes and are the impetus behind changes in network traffic
models and system architecture. Although cloud computing on-
ly appeared at the end of 2007, its philosophy and modes have
quickly penetrated all aspects of ICT service.

Cloud service is a new technological concept and also a
kind of new business thinking. Cloud services create new op-
portunities for telecom operators because they basically ex-
change computing and storage resources for network resources.
Cloud services require data infrastructure such as cloud data
centers as well as highly reliable, flexible, smart, ubiquitous
broadband networks. Operators should play a leading role in
providing cloud service infrastructure, such as data centers
and broadband networks, in order to open up new space for
growth. According to Gartner Research, in 2013, global cloud
service markets were worth $131.7 billion and grew at an annu-
al rate of 18%. This figure is estimated to rise to $244.2 billion
in 2017, with growth remaining at 15% or higher.

In the telephony era, network traffic was primarily person-to-
person traffic. In the cloud service era, network traffic is pri-
marily communication between smart terminals and the cloud
and communication between clouds. From 2000 to 2008, end-to
-end file sharing was the main source of internet traffic; howev-
er, since 2008, internet traffic has primarily been generated or
terminated by data centers. Globally, cloud computing traffic
is expected to increase 12-fold between 2010 and 2015, with
average annual compounding growth of 66% [2]. Global cloud
data traffic first reached the zettabyte level in 2012. In 2015,
one - third of data center traffic will be cloud traffic, and in
2016, two-thirds of data center traffic will be cloud traffic [2].

Cloud services rely heavily on Internet data centers (IDCs),
which are similar to telephone switches in the telephony age.
Future cloud data centers will be centers of data infrastructure,
such as server and memory, and also basic network centers.
Traditional data centers are mostly located in big cities where
there is a concentration of users and good network conditions.
However, when selecting the location of new cloud data cen-
ters, factors such as land, energy consumption, and climate
will be major considerations. The underdeveloped regions of
north and west China will become home to future cloud data
centers. That is to say, the focus when choosing IDC locations
has moved from towards energy efficiency. This will lead to a
decoupling of the user center, which encompasses information
generators and users, from the data center, which encompasses
information storage and processors. In the past, data and net-
work followed users, and the three were tightly bound. In the
traditional telephony era, networks mainly served as vehicles
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for communication between people. In the cloud service era,
user centers and data centers are separate, and a “double cen-
ter” pattern for users and data is formed. Thus, networks serve
more as vehicles for communication between users and data ap-
plications and are used for delivery of data itself. In the cloud
era, basic network services will need to take into account net-
working between virtual machines (VMs); IDC internal net-
working, including front-end service networking and back-end
storage networking; inter-networking between multiple IDCs, e.g.,
super IDC networking and edge IDC networking; and connec-
tion between users and IDCs. Flexible, dynamic, open net-
works and quick access to resources are particularly important
for cloud services. To better support cloud service develop-
ment, there must be a transformation from cloud -follows - net-
work to network-follows-cloud.

Newly decoupled network architecture contains the data cen-
ter domain and data user domain. Fig. 1 shows the connections
within and between these domains.

Here, we define the data center domain and data user do-
main and related connections.

The data center domain includes super data centers and
their connections. The main service in the data center domain
is data resource transfer and scheduling between servers and
their VMs. The data center domain usually crosses the back-
bone network. The direction of the traffic flow is fixed and cen-
tralized, and the volume of traffic can be predicted. The con-
nection between data centers can be full-mesh, ring, or star.

The user domain contains a huge number of end users. The
main service in the data user domain is web-browsing, on-de-
mand gaming and video, instant messages, and various applica-
tion services. These services have high requirement in terms of
user experience, i.e., in terms of latency, jitter, and response/
backup time.

The first type of connection is between super data centers
(super DCs), which are connected to each other via full -mesh,
ring, or star topology and high-speed fiber channels.

The second type of connection uses the operator’ s broad-
band network to deliver data or content from super DCs to
smaller data centers at the edge side of a metro network (edge

-
Super DC

First connection:
among super DC
(backbone network)

Y

(Super DC)

Data center domain

Super DC

SBCOI’ICI connection:

super DC to edge DC

~ Transport network
(backbone network) \’\’\/
= (Edge DC)—(Edge DC—(Edge DC)
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data transfer between
edge DC and data users
(metro network)

Data user domain

DC: data center

AFigure 1. Decoupled network architecture.
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DC). The edge DCs usually store part of the content that local
users have often accessed.

The third type of connection facilitates data transfer be-
tween edge DCs and end users. The traffic in this domain is
random, dispersive, and bursty. All data users first visit the
nearest edge DC in order to access commonly used content. If
this data is not in edge DCs, one edge DC requests data need-
ed by users via the second type of connection.

3 SDN in a Cloud-Oriented Broadband
Network

The proposed decoupled architecture lays the foundation for
constructing next - generation broadband infrastructure. In
cloud services, frequent migration of virtual resources depends
on flexible broadband network support. SDN is one of the hot-
test topics in ICT in recent years [3]-[5]. It is also an important
technical concept for building flexible broadband network sys-
tems. The concept of SDN originated in the OpenFlow project
conducted by Stanford University. The initial motivation for
SDN was to break the monopoly of integrated network hard-
ware and software and to enable network equipment to follow
computer open industry chain by separating hardware from
software [3]. SDN is a new type of network architecture that en-
ables programmable network control by separating the network
control plane from the transfer plane and virtualizing the bot-
tom network. SDN, as defined by the Open Network Founda-
tion (ONF), decouples network control and forwarding so that
network control becomes programmable, and the underlying in-
frastructure is abstracted for applications and network services
[6]. Narrowly defined, SDN refers to SDN based on OpenFlow
standard protocols released by the ONF. More generally de-
fined, SDN refers to various open-interface, software-program-
mable network architectures, including related standards and
technology systems proposed by the IETF, ETSI and other stan-
dardization organizations. Network function virtualization
(NFV) proposed by ETSI is another important concept support-
ed by many telecom operators. NFV uses software to imple-
ment network functions. It can run on industry-standard server
hardware and can be moved to or instantiated in various loca-
tions in the network without the need to install new equipment.
NFV is designed to break up the current network infrastructure
model, where building blocks are black boxes vertically inte-
grated by each vendor. NIV complements SDN, and the two
concepts and technologies can be combined. In short, SDN/
NFV has broken the closed, rigid network system originally
formed by proprietary network elements and reduces the cost
of network equipment. It has also simplified network OAM and
made network services more flexible.

SDN/NFV technology can be used in all layers of the broad-
band network, including for routing switch, transport, access,
and home network [7], [8], and is vital for constructing a cloud-
oriented next-generation broadband network. SDN will soon be
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used for data center internal networks, data center interconnec-
tion, virtual residential gateways, IP intelligent edges, mobile
backhaul, mobile core network, and more. SDN has broad pros-
pects and has given a profound influence on network develop-
ment.

At the current stage of technological development, the main
application of SDN is in data center networks. Cloud services
have imposed higher requirements in terms of the flexibility,
automation, and scalability of a data center network. Because
traditional data centers have a large number of internal switch-
es, network deployment strategies are complex, cross-domain
migration of virtual resources is difficult, and security is diffi-
cult to guarantee. SDN meets satisfies the requirements of data
center networks. It can also be conveniently deployed in data
centers, and the internal network environment is relatively in-
dependent. SDN switches in a data center network are good for
rapid, synchronized migration of virtual resources and are a
good network strategy. SDN switches enable closer collabora-
tion between the network and computing and storage resourc-
es, and it facilitates greater control of overall resources. SDN
may be further used for wide-area data center interconnection.
Google has successfully used SDN in this way and has set the
standard for this within the industry. Using SDN to intercon-
nect data centers significantly improves bandwidth utilization,
improves link availability, improves network scalability, and
lowers network costs. It also simplifies OAM and makes cloud
services smoother and more efficient.

More and more internet enterprises and OTT/cloud service
providers are using SDN/NFV and other emerging network
technologies to build their cloud service infrastructures. The
use of SDN/NFV and other technologies enables closer collabo-
ration between networks and cloud services. If telecom opera-
tors fail to provide flexible network services that are adaptable
to cloud services, providers of these services will rely more on
their own network facilities, and this may result in a decrease
of data traffic on the operator’ s network. Operators should be
aware that OTT is significantly affecting their application ser-
vices. The threat of OTTs to an operator’ s basic network ser-
vices should not be underestimated. For example, Google cur-
rently owns huge data centers in many countries. It has built
its own data center network and has also cooperated with opera-
tors to jointly invest in the rollout of submarine fiber cables in
the Pacific Ocean. In addition, Google has entered the US
broadband service market and launched 1 Gbps fiber access,
which has a very high price-performance ratio in numerous cit-
ies in the United States. Apple has also begun to deploy cloud
broadband infrastructure. With the expectation of catching up
with Google, Apple is preparing network infrastructure to han-
dle more cloud services and distribute more digital content. In
China, major internet companies are also arranging and build-
ing cloud service infrastructures, including cloud data centers,
content delivery networks (CDN), and related networks. In the
current environment, telecom operators have to be open and in-



novative, hasten network transformation through the introduc-
tion of new technologies, provide better network services to
meet OTT cloud service requirements, and come to a win-win
arrangement with OTT providers.

4 SDN in the Broadband Access Network

Broadband access networks are the most important part of a
broadband infrastructure. They determine customer experience
over last one mile and are also critical for the end-to-end QoE
of cloud services. Residential gateways in broadband access
are a potential area where SDN/NFV could be applied. There
are a number of issues with current fixed-access networks, in-
cluding high capes, difficulty in introducing new services, and
complex OAM. By introducing SDN technology, forwarding
and controlling planes can be separated in the access network
so that access equipment and services are decoupled. SDN ar-
chitecture can help a telecom operator build a simple, swift,
flexible, value - added access network. In future architecture,
the network access point can be simplified as a programmable
device. A unified access network control and management plat-
form can be used to realize a simple access point that does not
require configuration, that has no faults, and that is not costly
in terms of OAM. Clouding service and residential gateways en-
ables flexible service deployment and network evolution. In a
word, SDN represents a great step forward for access networks,
especially residential networks.

4.1 Residential Gateway Virtualization

Residential gateways are broadband access network interfac-
es provided by operators. Residential gateways are also the
core communication equipment between an internal home net-
work and external public network. A residential gateway is a
data processing center inside the home and connects to the ex-
ternal operator networks, where there are devices for broad-
band access and VolP services. Operators use these devices to
administrate and maintain their residential networks.

In current multiservice network architectures, the user de-
vice has complex functions. The access network and metro net-
work are usually designed as a layer-2-based Ethernet trans-
parent network. The benefit of this architecture is that it is
highly scalable and low-cost. Functions of the upper two lay-
ers, e.g., IP protocol and application/service processing, have
to be enabled in residential gateway devices. In such architec-
ture, flexible adjustment and evolution of IP layer functions is
sacrificed. Many layer-3 functions and service functions have
to be deployed at the residential gateway, which is tightly cou-
pled and restricted by the gateway.

With SDN, most layer-3 network functions are moved from
the home network to provider network and hosted in a pool of
resources. This is the function of the virtualized residential
gateway (VRG). In the provider network, the VRG realizes
third (higher) layer functionality that is usually tightly coupled
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with the physical residential gateway. At the same time, the
residential gateway can be simplified to a bridge device with
only layer 1 and layer2 functionality (Fig. 2).

A simplified residential gateway makes installation, altera-
tion, troubleshooting and replacement of residential gateway
devices easier and more cost-effective.

The VRG has had a profound influence on access and home
networks. The main advantages of VRG are standardized hard-
ware, differentiated services, automated network, simplified
terminal maintenance, quick service deployment, network re-
source savings, operator control of the home network, and inno-
vation with terminals and services.

4.2 Realizing the Virtualized Residential Gateway

4.2.1 VRG at the Access Point

VRG is deployed at the optical line terminal (OLT) with a
passive optical network (PON) upstream residential gateway
(Fig. 3). The first scheme involves adding a VRG service-pro-
cessing card on the OLT. The second scheme involves realiz-
ing VRG functions on the main control panel of the OLT.

4.2.2 VRG Deployed at the Broadband Network Gateway

Fig. 4 shows VRG deployed at broadband network gateway
(BNG). BNG nodes are less than access network points, and
the broadband remote access server (BRAS) supports the main
functions of VRG, e.g., network address transition (NAT) for-
warding. Therefore, we only need to estimate the impact on
BRAS after VRG functions are added. This scheme also simpli-

fies service procedures; for example, it cancels point-to-point

‘ Management system ‘

Virtualized residential

/ gateway function
" Virtualized residential
f hone gateway function
STB MAC
PC la Access and
yer functi
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SR: service router
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BRAS: broadband remote access server
IMS: TP multimedia subsystem
MAC: media access control

AFigure 2. Network functions in a virtualized residential gateway.
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AFigure 3. VRG deployed at an access point.
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protocol over Ethernet (PPPoE) function and procedure. Be-
cause VRG functions are maintained by a data network mainte-
nance team rather than an access network maintenance team,
this scheme affects the maintenance system.

4.2.3 VRG Independent Deployment

Fig. 5 shows VRG deployed in a metro network. The deploy-
ment location can be flexibly chosen according to require-
ments in terms of VRG processing.

This scheme does not require other equipment to be signifi-
cantly altered and supports smooth migration according to ser-
vice requirements. However, some functions, such as NAT,
may be deployed redundantly, and service processing should

be redefined.

4.2.4 VRG Distributed Deployment

Because some network nodes already have some VRG func-
tions, it is better to deploy different functions, e.g., voice over
IP (VoIP), NAT, application layer gateway service (ALG), dy-
namic host configuration protocol (DHCP), IP over Ethernet
(IPoE) and PPPoE, on different equipment. This scheme in-
volves more network devices and more complex service pro-
cessing, but risk of upgrading legacy devices can be reduced.

VRG has many advantages over traditional residential gate-
ways; however, several QoS and security issues require atten-
tion. On the one hand, some network protocols only run inside
the home network, and some services are highly sensitive to
timing and need special a QoS guarantee mechanism. On the
other hand, some local, private information may be exposed to
public network sites, and security in relation to virtualization
needs to be taken into account.

5 Conclusion

Cloud service is the future direction of ICT services. Broad-
band networks have to be transformed in order to better meet
the requirements of cloud services. In this paper, we have pro-

BRG BNG

S .
Devices O —— i:} # Backhaul \@ IP Core
QB'#J’ AN

AN: Access Network
BNG: broadband network gateway

BRG: broadband residential gateway
VRG: virtualized residential gateway

AFigure 4. VRG deployed at BNG point.
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A Figure 5. VRG independent deployment.
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posed decoupled network architecture for cloud services. SDN/
NFV is vital in the construction of a cloud-oriented broadband
network and can be applied in all layers of broadband network
for routing switch, transport, access, home network, and more.
Currently, SDN is mainly used within data center networks and
for interconnection between data center networks. SDN can be
introduced into a broadband access network to realize a virtual -
ized residential gateway, and this enables a more flexible, cost-
effective broadband infrastructure.
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' Abstract

In a software-defined network, a powerful central controller provides a flexible platform for defining network traffic through the

use of software. When SDN is used in a large-scale network, the logical central controller comprises multiple physical servers, and

multiple controllers must act as one to provide transparent control logic to network applications and devices. The challenge is to

minimize the cost of network state distribution. To this end, we propose Distributed ZTE Elastic Network Intelligent Controller (D-

ZENIC), a network-control platform that supports distributed deployment and linear scale-out. A dedicated component in the D-

ZENIC controller provides a global view of the network topology as well as the distribution of host information. The evaluation

shows that balance complexity with scalability, the network state distribution needs to be strictly classified.
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1 Introduction

penFlow [1] was first proposed at Stanford Univer-

sity in 2008 and has an architecture in which the

data plane and control plane are separate. The ex-

ternal control-plane entity uses OpenFlow Proto-
col to manage forwarding devices so that all sorts of forwarding
logic can be realized. Devices perform controlled forwarding
according to the flow tables issued by the OpenFlow controller.
The centralized control plane provides a software platform
used to define flexible network applications, and in the data
plane, functions are kept as simple as possible.

This kind of network platform is constructed on top of a gen-
eral operating system and physical server. General software
programming tools or scripting languages such as Python can
be used to develop applications, so new network protocols are
well supported, and the amount of time needed to deploy new
technologies is reduced. The great interest in this concept was
the impetus behind the founding of the Open Networking Foun-
dation (ONF) [2], which promotes OpenFlow.

The main elements in a basic OpenFlow network are the net-
work controller and switch. Generally speaking, the network
has a single centralized controller that controls all OpenFlow
switches and establishes every flow in the network domain.
However, as the network grows rapidly, a single centralized
OpenFlow controller becomes a bottleneck that may increase
the flow setup time for switches that are further away from the
controller. Also, throughput of the controller may be restricted,

which affects the ability of the controller to handle data-path
requests, and control of end-to-end path capacity may be weak-
ened. Improving the performance of an OpenFlow controller is
particularly important in a large-scale data center networks in
order to keep up with rising demand. To this end, we propose
Distributed ZTE Elastic Network Intelligent Controller (D-ZE-
NIC), a distributed control platform that provides a consistent
view of network state and that has friendly programmable inter-
faces for deployed applications.

The rest of this paper is organized as follows: In section 2,
we survey distributed controller solutions; in section 3, we dis-
cuss the design and implementation of ZENIC and D-ZENIC;
and in section 4, we evaluate the scalability of D-ZENIC.

2 Related Work

Ethane [3] and OpenFlow [1] provide a fully fledged, pro-
grammable platform for Internet network innovation. In SDN,
the logically centralized controller simplifies modification of
network control logic and enables the data and control planes
to evolve and scale independently. However, in the data center
scenario in [4], control plane scalability was a problem.

Ethane and HyperFlow [5] are based on a fully replicated
model and are designed for network scalability. HyperFlow us-
es WheelFS [6] to synchronize the network -wide state across
distributed controller nodes. This ensures that the processing
of particular flow request can be localized to an individual con-
troller node.
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The earliest public SDN controller to use a distributed hash
table (DHT) algorithm was ONIX [7]. As with D-ZENIC, ONIX
is a commercial SDN implementation that provides flexible dis-
tribution primitives based on Zookeeper DHT storage [8]. This
enables application designers to implement control applica-
tions without reinventing distribution mechanisms.

OpenDayLight [9] is a Java-based open - source controller
with Infinispan [10] as its underlying distributed database sys-
tem. OpenDaylight enables controllers to be distributed.

In all these solutions, each controller node has a global view
of the network state and makes independent decisions about
flow requests. This is achieved by synchronizing event messag-
es or by sharing storage. Events that impact the state of the
controller system are often synchronized. Such events include
the entry or exit of switches or hosts and the updating or alter-
ing of the link state. However, in a practical large -scale net-
work, e.g, an Internet datacenter comprising one hundred thou-
sand physical servers, each of which is running 20 VMs, about
700 controllers are needed [4]. The maximum number of net-
work events that need to be synchronized every second across
multiple OpenFlow controllers might reach tens of thousands.
The demand of which cannot be satisfied by the current global
event synchronization mechanisms.

3 Architecture and Design

3.1 ZENIC

ZENIC [11] is a logically centralized SDN controller system
that mediates between the SDN forwarding plane and SDN-en-
abled applications. The core of ZENIC encapsulates the com-
plex atomic operations to simplify scheduling and resource al-
location. This allows networks to run with complex, precise pol-
icies; with greater network resource utilization; and with guar-
anteed QoS.

ZENIC Release 1 with core and applications developed by
ZTE mainly supports the multi-version OpenFlow protocol. In
ZENIC Release 2, distributed architecture is introduced into D
-ZENIC; which provides a general northbound interface that
supports third-party applications.

ZENIC comprises protocol stack layer, drive layer, forward-
ing abstraction layer, controller core layer, and application lay-
er, which includes internal and external applications (Fig. 1).
The controller core and self-developed applications are imple-
mented in the C/C++ domain (Fig. 1, right). Maintenance of op-
erations and compatibility between the northbound interface
and third - party controller programming interface are imple-
mented in the JAVA domain (Fig. 1, left). This facilitates the
migration of applications from other existing controllers.

The forwarding abstraction layer (FAL) defines a unified for-
warding control interface in terms of reading and operating
state, capacity, hardware resources, forwarding tables, and sta-
tistics of the FAL. This layer also manages the derive instances
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ATFigure 1. ZENIC architecture.

of FAL devices and loads different deriver instances according
to a description of the devices. It also makes it convenient to
extend southbound protocols, such as NETCONF, SNMP, and
IR2S.

Network virtualization support is a built-in feature of ZENIC
that supports network partitioning based on the MAC address,
port, IP address, or a combination of these. ZENIC Core adopts
a 32-bit virtual network identify, with which maximum 2% virtu-
al networks may be supported theoretically. All packets and
network states belonging to a specified virtual network are
identified, labeled, and sent to an assigned controller.

Each virtual network is isolated from other virtual networks
by default, and bandwidth may be shared or reserved. For com-
munication between virtual networks, interworking rules
should be configured by the network administrator through the
standard northbound interfaces. To simplify configuration, ZE-
NIC provides a default virtual network that enables intra- and
inter-virtual network communication.

The controller core functions are responsible for managing
network and system resources. This includes topology manage-



ment, host management, interface resource management, flow
table management, and management of the network informa-
tion created by the physical or virtual topology and flow tables.
The core functions include not only maintaining the state of
network nodes and topology but acquiring the location and
state of hosts. In this way, a complete network view can be pro-
vided so that further decisions on forwarding and services can
be made. Fabric network management is a core function that
decouples the access network from the interconnected net-
works. The core functions include managing Internet packet
formats, calculating the complete end-to-end path, and map-
ping the forwarding policies to corresponding Internet encapsu-
lation labels. Upper applications only make decisions on loca-
tion and policies of access interfaces inside the SDN control
domain. ZENIC supports Internet encapsulation formats such
as MPLS and VLAN. In the next stage, VXLAN and GRE will
also be supported.

3.2 D-Zenic

To support large-scale networks and guarantee performance,
ZENIC Release 2 has a distributed controller architecture and
is re-named D-ZENIC (Fig. 2). The architecture features two
critical approaches to reducing overhead in state synchroniza-
tion of distributed controllers. In the first approach, the distrib-
uted controller reduces message replication as much as possi-
ble. In the second approach, controller states should synchro-
nized according to the user’s demands. Only a necessary and
sufficient state should be replicated.

The controller cluster includes a controller manager and one
or more controller node(s). Here, the controller manger is a log-
ical entity which could be implemented on any controller node.
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inquires about the source/destination addresses of the flow in
the distributed network, chooses a path for the flow (based on
the locally stored global switch topology), and issues the corre-
sponding flow tables to the switches along the path. The con-
troller also provides communication across the nodes, includ-
ing data operation and message routing for the application.

The controller manager, which manages the controller clus-
ter, is responsible for configuring clusters, bootstrapping con-
troller nodes, and providing unified NBI and consistent global
data. The controller manager is also responsible for managing
the access of the controller node. When a controller node joins
or leaves the cluster, the controller manager initiates cluster
self-healing by adjusting relationship between specified switch-
es and controller nodes. The controller manager node has a hot
standby mechanism to ensure high availability.

In D-ZENIC, the switch should conform to OpenFlow Proto-
col 1.3 [12]. The switch establishes communication with one
master controller node and, at most, two slave controller nodes.
It does this by configuring Openklow Configuration Point
(OCP) on the controller manager. If the master controller fails,
a slave requests to become the master. Upon receiving notifica-
tion from the controller manager, the switch incrementally con-
nects to another available controller.

In D-ZENIC, underlying communication between controller
nodes is facilitated by a message middleware zeroMQ [13]. Ze-
roMQ) is a successful open-source platform, and its reliability
has been verified in many commercial products.

3.4 DB Subsystem Based on DHT
In an SDN, a switch sends a packet in message to the con-
troller when the flow received by the controller does not match

3.3 Controller Cluster Management
In a D-ZENIC system, an improved one-

Controller
cluster

hop DHT algorithm is used to manage the
distributed controller cluster. Each control-
ler manages a mnetwork partition that con-
tains one or more switches. All OpenFlow
messages and events in the network parti-

tion, including the entry and exit of switch- V-topology
es, detection of link state between switches, Host
and transfer of flow requests by these switch- Flow

es, are handled independently by the con-
nected controller.

The controller synchronizes messages
about changes of switch topology across all
controllers in the network so that these con-
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AFigure 2. D-ZENIC deployment.
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any forward flow entry. The controller then decides to install a
flow entry on specified switches. This decision is made accord-
ing to the current network state, which included network topol-
ogy and source/destination host location. In D-ZENIC, the net-
work state is divided into global data and distributed data ac-
cording to requirements in terms of scalability, update frequen-
cy, and durability.

Global data changes slowly and has stringent durability re-
quirements in terms of switches, ports, links, and network poli-
cies. Other data changes faster and has scalability require-
ments in terms of installed flow entries and host locations.
However, applications have different requirements in different
situations, e.g., because the link load changes frequently, it is
important to the traffic engineering application.

The DB subsystem based on DHT is custom-built for D-ZE-
NIC. This subsystem provides fully replicated storage for glob-
al data and distributed storage for dynamic data with local
characteristics. Furthermore, for higher efficiency and lower la-
tency, the basic put/get operation is synchronous for global da-
ta and asynchronous for distributed data. The DB subsystem
based on DHT provides the following basic primitives: 1) Put,
for adding, modifying, or deleting an entry that has been decen-
tralized; 2) Get, to find a matched entry with specified keys; 3)
Subscribe, applications subscribe change event about topolo-
gy, host, flow entry, etc.; 4) Notify, to notify subscribers of any
changes to an entry, and 5) Publish, to push an entry to all con-
troller nodes.

3.5 Application Service Implementation

The application deployed on top of D-ZENIC has a consis-
tent network state, so there is no difference in its core code.
For example, a joining switch and its port list are automatically
inserted by a Put operation and then published to all controller
nodes. A host entry is inserted by a Put operation and then
stored into three controller nodes selected using the DHT algo-
rithm. The information of switches, links and hosts would be
equally consumed by application services on each controller
node.

The steps for processing a basic L2 flow are shown in Fig. 3.
Of particular note is the use of the DB subsystem based on
DHT.

4 Performance Evaluation

In D-ZENIC, each switch connects to one master controller
and two slave controllers simultaneously. According to the
OpenFlow specification [12], the master controller fully con-
trols the switches, and the slave controller only receives parts
of asynchronous messages. However, slave controller does not
need to consider asynchronous events from its connected
switches in D-ZENIC because the slave controller can get all
switch states from the DB based on DHT. A flow request from
a switch is handled locally by its connected master controller,

26 | ZTE COMMUNICATIONS = June 2014 Vol.12 No.2

Si, Switch send a OF Packet_In message to Controller A

|

S,, Controller A learns source MAC from packet, and use put operation insert
host entry into DB if necessary and be stored on controller nodes A/B/C
dispersedly.

S5, Controller A gets destination host location by Get operation. Here Get
operation is a remote query normally.

S., Controller A computes a path for this flow request and Then installs flow
entries on switches of path The installtion request are sent to controllers on path
by send operation in proper sequence and use Put operations insert these flow
entries.

S5, Switch on path forward flow packet by installed flow entries.

AFigure 3. Basic L2 flow implementation in D-ZENIC.

and the performance of the controller is affected by the cost of
data synchronization across controller nodes. D-ZENIC has
near-linear performance scalability as long as the distributed
database in the controller nodes can handle it.

In a general Internet data center [4] comprising ten thou-
sand physical servers, there may be 20 VMs running on each
server. Each top of rack (TOR) has 20 servers connected, with
10 concurrent flows per VM [14]. This will lead to 200 concur-
rent flows per server; that is, there will be 2 million new flow
installs per second. The flow entry count is about 200 on the
software virtual switch, or 4000 on the TOR switch for per-
source/destination flow entry in the switch. Actually, the count
of the flow entry will increase tenfold because the expiration
time of the flow entry is longer than the flow s lifetime.

Theoretically, the total memory consumed by a controller is
bounded by O(m(Hn+F)+TN), where H is the number of
host attributes, which include ARP and IP at minimum; F is
the number of flow entries on all connected switches to each
controller; T is the number of topology entries, which include
links and ports of all switches; N is the number of controller
nodes; 72 is the count of data backups in DHT; and n is the in-
dex table number of host attributes. Here, m = 3 and n = 2.
The amount of CPU processing power consumed by a control-
ler is given by Om(pXHXn+gXF)+rxTXN), where p, g,
and r denote the frequency of updates of the host attribute,
flow entry, and topology entry, respectively. We estimate the
capacity of an individual controller node according to the scale
of controller cluster in Fig. 4. Assuming that an individual con-
troller can handle 30,000 flow requests per second, the data
center previously mentioned should require 67 controller
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A Figure 4. Capability of a single controller node according to the scale
of the controller cluster.

nodes. If D-ZENIC is deployed, about 2350 extra operation re-
quests per second will be imposed on each controller node, i.
e., the processing capacity of individual controller node will
fall by 7.83%, and another four controller nodes will be re-
quired. We could improve performance by optimizing the dis-
tribution database model.

S Conclusion

Central control and flexibility make OpenFlow a popular
choice for different networking scenarios today. However, coor-
dination within the controller cluster could be a challenge in a
large-scale network. D-ZENIC is a commercial controller sys-
tem with near - linear performance scalability and distributed
deployment. With D-ZENIC, a programmer does not need to
worry about the embedded distribution mechanism. This is an
advantage in many deployments. We plan to construct a large
integrated test-bed D-ZENIC system that has an laaS platform,
such as OpenStack. This will allow us to thoroughly evaluate
the scalability, reliability, and performance of D-ZENIC.
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Software-Defined Cellular Mobile Network Solutions
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'A Abstract

The emergency relating to software-defined networking (SDN), especially in terms of the prototype associated with OpenFlow, pro-

vides new possibilities for innovating on network design. Researchers have started to extend SDN to cellular networks. Such new

programmable architecture is beneficial to the evolution of mobile networks and allows operators to provide better services. The

typical cellular network comprises radio access network (RAN) and core network (CN); hence, the technique roadmap diverges in
two ways. In this paper, we investigate SoftRAN, the latest SDN solution for RAN, and SoftCell and MobileFlow, the latest solu-
tions for CN. We also define a series of control functions for CROWD. Unlike in the other literature, we emphasize only software-

defined cellular network solutions and specifications in order to provide possible research directions.

'A Keywords

SDN; cellular network; radio access network; core network; OpenFlow

1 Introduction

oftware - defined networking (SDN) is a compelling

technique that has spurred innovative experiments

and the evolution of computer networks. It has

gained more and more recognition in both academia
and industry. SDN gives network designers greater flexibility
to separate the control plane, which decides how traffic is han-
dled, from the data plane, which forwards traffic according to
decisions made by the control plane [1]. SDN architecture
makes the network programmable and facilitates the designing
of new protocols. The control plane communicates with the da-
ta plane via a well-defined API in order to direct packet-for-
warding. A good example of such an API is OpenFlow [2],
which was developed at Stanford University and is a milestone
in SDN. Before OpenFlow, there was a dynamic tension be-
tween those who envisioned a fully programmable network and
those who envisioned a more pragmatic network for practical
applications.

Researchers started to apply SDN in other fields, such as
wireless networking. Both OpenRoads [3] and OpenFlow Wire-
less [4] were developed at Stanford University. The core idea of
these platforms is to make wireless networks open by flattening
out some vertical wireless networking techniques. A program-
mable data plane is created so that subscribers experience
seamless handover in a heterogeneous network. However, an
open policy does not take into account the specifications of dif-
ferent access techniques, i.e., differences between WLANs and
cellular networks, and does not take into account explicit com-
mercial requirements. Gradually, two areas of research
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emerged: software-defined WLAN and software-defined cellu-
lar networks. A typical WLAN solution is Odin [5].

Cellular networks, the main topic of this paper, initially had
a relatively complex structure. They are used to guarantee QoS
and generate revenue for operators. Before flowing to the Inter-
net, traffic first passes through radio access networks (RANs)
and then through core networks (CNs). A RAN comprising us-
ers and base stations is generally responsible for radio-related
services, such as radio resource mapping and interference man-
agement. A CN lies between the base station and Internet and
provides packet- or traffic-related carrier service, such as traf-
fic classification and authorization. To facilitate programmabili-
ty in cellular networks, it is necessary to address the unique-
ness of the network [6].

SoftRAN [7], as its name suggests, is an SDN prototype de-
signed to address the challenges in a RAN. Typically, interfer-
ence management in an LTE mobile network is distributed by
coordinating between cells. By separating the control plane
from data plane and building a central controller, interference
can be effectively migrated between cells. By comparison, the
evolution of CN has been more complicated and challenging
because fine-grained packet handling can also cause new prob-
lems with scalability. SoftCell [8] and MobileFlow [9] are two
recent attempts to counter this.

In this paper, we articulate three leading SDN solutions for a
cellular network: SoftRAN, SoftCell and MobileFlow. These
have been developed over the past two years and have guided
new research and applications. We also introduce connectivity
management for energy - optimized wireless dense networks

(CROWD) [10], which is a collaborative project funded by the



FEuropean Commission under the Seventh Framework Pro-
gramme (FP7). CROWD has a series of control functions that
can be mapped into the actions in physical networks. We also
discuss challenges related to the evolution of software-defined
cellular networks and discuss our recent work.

2 Background

2.1 Software - Defined Networking and OpenFlow

SDN can be viewed in two ways: 1) separation of the control
plane from data plane and use of a single software-control pro-
gram to control multiple data planes, and 2) abstraction of net-
work control in terms of forwarding, specification, and distribu-
tion [11]. SDN enables flat, flexible data planes with high-level
control planes.

The SDN layers are shown in Fig. 1. The north part of the ar-
chitecture refers to the part above the controller and includes
the policy layer and application layer. The south part of the ar-
chitecture refers to the programmable switches (e.g., Open-
Flow). The controller is the brain of the SDN, which obtains in-
formation about global resources and network state from south
interfaces and makes abstract and global decisions. The con-
troller can be taken as a network operator system, and alterna-
tives include NOX [12] and Floodlight [13].

One of the best-known south - part interfaces is OpenkFlow
switch, whose protocol has been standardized by the Open Net-
working Foundation (ONF). OpenFlow is supported by many
vendors, including HP, NEC and IBM, and associated switches
are available on the market. By separating the control plane
from the data plane, OpenFlow provides new possibilities for
innovation. The main components of OpenFlow are the flow ta-
ble and security channel (Fig. 1). The flow table monitors and
forwards packets. If the property of the packet matches exist-
ing flow entries in the flow table, actions for that entry are per-
formed on the packet. If there is no match, the switch delivers
the packet to the security channel and communicates with the
controller through the OpenFlow protocol. Finally, the control-
ler determines how to process the packet and updates the entry
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eNode implemented as a site or base station. The eNodeB con-
nects to MME over the control plane (Fig. 2, solid line) and S-
GW over user plane (Fig. 2, dashed line). The eNodeB and
MME communicate with each other via the X2 interface in or-
der to manage intercell radio resources and coordinate inter-
cell interference.

In CN, the mobility-management entity (MME) is the control-
plane node. Its functions include connecting and releasing
bearers to and from a terminal. The serving gateway (S-GW) is
the user-plane node that connects the CN to the RAN. The S-
GW acts as a mobility anchor for mobile management and pro-
vides statistics for charging. The packet data network gateway
(P-GW) is the edge node that connects the CN to the Internet.
The P-GW allocates an IP address for a particular terminal.

3 Solutions of Soft-Defined Cellular
Networks

3.1 RAN Solutions

The RAN ensures limited resources are used effectively in
radio-related functions. The RAN allocates resources and man-
ages interference, handover, and load - balancing. Currently,
the control plane in a RAN is distributed and coordinates inter-
cell interference through message exchange over X2 interface.
This is not optimal partly because distributed coordination al-
gorithms generally require iterative and periodic updates of ra-
dio resource allocation decisions, and this is hard to get right
at scale [7]. SoftRAN boosts the utility by separating the con-
trol plane from base stations and forming a high-level central
controller.

SoftRAN conforms more to the second SDN concept men-
tioned in section 2.1: abstraction. Base stations in a geographi-
cally nearby area are abstracted as a big virtual station that has
a global view of underlying base stations and controls their be-
havior. SoftRAN defines resources in terms of time, frequency,
and base stations. The central controller in the big station de-
termines what spectrum and transmit power will be used at the
sites of underlying base stations. The control signaling is de-

in the flow table.

2.2 Architecture of an LTE Cellular Network
A typical mobile network comprises two main

OpenFlow protocol

Application layer A A

nocnodocn

parts: RAN and CN. The RAN is responsible for radio
-related functions, such as scheduling, radio resource

Controller
Policy layer

and interference management, coding, and multiple
antenna schemes. The CN is responsible for authen-

tication, charging, and establishing end-to-end con-
nections [14]. Isolating these functions from the RAN

is beneficial to integrating a CN with multiple RANs.

Mobile terminals directly connect to the RAN (Fig.

Security
Controller (e.g.NOX, Floodlight) — channel
x Flow
Programmable switches table
Host B
S OpenFlow switch A

2, right). A flat architecture with only one node, an
eNodeB, is used in LTE. The eNodeB is a virtual

AFigure 1. SDN layers (left) and OpenFlow architecture (right).
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Internet

P-GW

replace the P - GWs. Finally, operators cannot
adopt equipment from different vendors.

SDN is a good solution for abstracting the con-
trol plane. Evolving cellular networks towards
SDN presents new challenges, such as inade-

RAN: radio access network ~ MME: mobility-management entity

S-GW: serving gateway

quate scalability. SoftCell and MobileFlow help
overcome such challenges.

3.2.1 SoftCell
The central idea of SoftCell is to decentralize

A Figure 2. CN architecture (left) and RAN architecture (right).

fined by the API and exchange between controller and under-

ling base stations via the backhaul.

There are latency problems in the backhaul, and wireless
channel conditions may vary rapidly. To address these chal-
lenges, SoftRAN also defines a local controller within base sta-
tions. This local controller is responsible for decisions that do
not affect neighboring sites. Following this principle, some
functions are separated and specified; specifically, handovers
and downlink transmit power in each channel are arranged by
the controller because these have implications for nearby sites.
The allocation of a resource block, i.e., a minimum assignable
resource unit in LTE, is noticeable. In the downlink, resource
blocks can be allocated within base stations because the trans-
mit power has been specified. Downlink resource block alloca-
tion is mainly used because it is adaptable to channel varia-
tions; however, uplink transmit power is controlled by users in
order to counter path loss, and the central controller has no
knowledge of the uplink transmit power. In the uplink, re-
source block allocation dominates in the central controller.

We present the architecture of SoftRAN in Fig. 3. A special
component is RAN information base (RIB) containing global
network state. It includes a weighted interference graph where
the weight stands for the average channel conditions between
the nodes. Flow Records stores flow-related information such
as buffer state. Preferences indicate operator”’s appetite for dif-

ferent flows.

3.2 CN Solutions

In mobile communications, CN is unique in that it supports
fine-grained service. Such support depends heavily on custom-
ized policies based on a wide variety of subscriber attributes
and application classes [8]. These data services are usually pro-
vided by a P-GW, which integrate network functions such as
content filtering, traffic optimization, firewalls, and lawful inter-
ception [15]. However, combining all these functions on the da-
ta plane in a P-GW may make a network inefficient, rigid, and
complex. First, all traffic will be forwarded through P-GWs re-
gardless of whether it is device-to-device traffic with latency re-
quirements or video traffic with service - rate requirements.
This increases delay and congestion. Second, if an operator
wants to cancel an unneeded function in a P-GW, they have to
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the functions of a P-GW, offloading them to a se-

rious of switches and middle - boxes, both of
which have particular functions and application requirements
and are controlled by a central controller. In keeping with the
rationale of devolved responsibility, components between a
base station and the Internet become low-cost, general equip-
ment. The core network of SoftCell merely comprises middle-
boxes, which act as transcoders, web caches or firewalls; ac-
cess switches, which classify fine-grained packets from users;
core switches, which include gateway switches that connect to
the Internet and forward packets at high speed; and the control-
ler, which makes global decisions [8]. Thus, this architecture
(Fig. 4) is flatter and cheaper than a traditional LTE CN archi-
tecture. In the SoftCell architecture, there are no special P -
GWs or S-GWs (Fig. 2, left), and the control-plane prototype is
implemented on top of Floodlight [12].

To enable this architecture and fine-grained policy, the au-
thors of [8] define service policy on top of the controller. This
concept is similar to the policy layer in Fig. 1. A service policy
designates which traffic (in predicate) should be handled in
what way (in action). In Table 1, the first clause indicates that
video traffic deriving from a user with a gold billing plan must
first pass through a firewall before going to the transcoder. The
second clause indicates that M2M signaling should be given
high priority when passing through a firewall in order to ensure
low latency.

Because there are too many different combinations of ser-
vice requirements for different classes of traffic (e.g., QoS
classes, device types, etc.), a data explosion may occur in the
flow table. To resolve this issue, SoftCell leverages the aggre-
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RAN: radio access network  API: application programming interface

AFigure 3. SoftRAN architecture.
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gating multidimensional information as well as traditional loca-
tion- and tag-based routing. Another issue to be addressed is
the asymmetry of the architecture, i.e., A CN usually connects
to hundreds of or even thousands of base stations while only de-
ploying a few gateway switches that connect to the Internet.
Moreover, base stations only deal with the packets of a limited
number of active users whereas gateway switches process the
packets from the Internet, and the volume of data is usually
large. Similarly, if we classify packets on both edges, the laten-
cy will be large on the side closest to the Internet. SoftCell ad-
dresses this issue by a concept called “smart access edge,
dumb gateway edge.” In other words, SoftCell classifies pack-
ets in access switches when a user invokes a flow and embeds
associated messages in the head of the packet. Finally, the au-
thors [8] highlight the problem of dynamics, which a special
problem in wireless networks. This problem is solved by de-
ploying a local agent or local controller to form a hierarchical
control structure. Actually, this problem can be solved by intro-
ducing SoftRAN in a complementary way.

3.2.2 MobileFlow

MobileFlow emphases evolution and provides a blueprint for
software-defined mobile networks. It also separates the control
plane from the data plane, which is a concept inherited from
SDN. MobileFlow has a new entry for supporting the special
functions of a mobile network, such as network layer (L.3) tun-
neling and flexible charging. It can also be integrated into
OpenFlow networks for basic packet forwarding. A new control-
ler is abstracted in order to manage new entry-based networks,
and an OpenFlow controller is introduced to control underlying
OpenFlow networks.

In Fig. 5, the noticeable enablers are MobileFlow forward-
ing engine (MFFE) and MobileFlow controller (MFC). MFFEs
include all mobile network tunnel processing capabilities.
MFFEs also act as wireless access nodes that operate in paral-
lel with existing eNodeBs in order to manage radio bearers, e.
g., the one near the RAN. MFFEs have more mobile - related
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functions than normal switches, such as OpenFlow switches,
and are much simpler than a P-GW or router. MFFEs can
guarantee QoS and customized services. MFFEs are controlled
by an MFC, which is similar to an OpenFlow controller (Fig.
1). MobileFlow also defines a lightweight protocol between the
MFC and MFFEs. To support the properties of an existing LTE
network, MobileFlow also defines a mobile network application
(MNA) north of the control plane. This integrates the functions
of existing entities, such as P-GW, S-GW, and MME. More-
over, MobileFlow uses OpenFlow networks. In Fig. 5, the blue
flow goes directly to the Internet through an OpenFlow switch.
Such a flow can be offload traffic without QoS requirements.
The orange flow passes through a set of MFFEs to a specific
service.

Finally, the authors of [8] design a prototype to verify the
flexibility of the MobileFlow architecture and show how exist-
ing mobile networks can evolve through a software-defined ar-
chitecture.

3.2.3 SoftCell vs. MobileFlow

Here, we turn from what SoftCell and MobileFlow support
to what they address. Both are based on SDN and provide flexi-
bility and possibilities for new innovation. Both have separate
control plane and data plane. Because they both have a soft-
ware - defined or programmable structure, their architectures
can readily be integrated or changed. For example, we can
combine MFFEs and OpenFlow switches in MobileFlow: some
of these new combined switches will act as access switches
and others will act as core switches in SoftCell. An OpenFlow

VTable 1. A service policy
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2 App=M2M signaling [HighPriority, Firewall]
Internet
Legacy Legacy
PCW SGW
- = OpenFlow
MEHE swilch &
3
=
- :
= e % | ] MFFE OpenFlow g
= = E Sl switch ;
Els 8| = 2
£|= £ =
3 © -, =
o = - 2.
: “.| MFFE OpenFlo =)
: | switch
Legacy
MME
RAN
MFC: MobileFlow controller ~ MFFE: MobileFlow forwarding engine

A Figure 5. MobileFlow architecture.
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controller can be merged with an MFC to form a super control-
ler in SoftCell.

SoftCell addresses new challenges in software-defined archi-
tecture whereas MobileFlow addresses evolution, i.e., coexis-
tence with and gradual replacement of legacy entities. Mobile-
Flow is designed to benefit operators. The authors of [9] sug-
gest that operators start to deploy MFFEs, which can operate
with legacy equipment via, for example, GTP/PMIP tunnels,
and try out new services in the software-defined part of the mo-
bile network.

3.3 Control-Plane Functions in CROWD

CROWD is an SDN project in Europe. At present, the focus
of CROWD is the design of control functions in control plane
and the mapping of these functions to the north- or south-end
APIs. This ultimately affects physical actions within a network.

CROWD addresses issues in dense heterogonous networks
with multiple integrated access networks, such as LTE (macro
and small cells) and Wi-Fi. In such networks, there are chal-
lenges in terms of mobility, interference, handover, and energy
consumption. To help overcome these challenges, CROWD de-
fines a series of control functions in an SDN-based architec-
ture. These functions are valuable for future cellular networks.
A CROWD controller has a two-tier design comprising a CRC
for global control and a CLC for local control. The functions of
these two controllers are listed in Table 2 and Table 3 [10].

4 Discussion

Software-defined RAN requires a hierarchal control archi-
tecture where the local controller can adapt to variable channel
conditions. SoftRAN divides the control responsibilities be-
tween a high-level controller and local controller. However, to
leverage this principle, researchers also need to analyze more
specific cases, i.e., dynamic traffic (full buffer or non-full buf-
fer).

Moreover, in the RAN information base contained within the
high -level controller of SoftRAN, weighted interference maps
are used to abstract the interference relationship between
cells; however, practical interference environments are more
complex. To describe the interference space distribution and
its dynamics, a multi - dimensional interference status space
needs to be constructed. Both weighted interference maps and
multi - dimensional interference status space reflect the physi-
cal interference conditions through abstraction and are the in-
put for radio resource management. This modulus can be infor-
mally regarded as the combination of interference management
and radio resource management. Because these functions are
implemented in the high-level controller with latency consider-
ations, performance can be improved through prediction or by
supporting cognitive interference - management schemes based
on strategies, Q-learning, interference transfer, and avoidance.

The CN still seems to have a long way to go. Even if SoftCell
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VTable 2. Functions of CRC

CRC Applications

topology and network element . .
discovery and monitoring power-cycling, long-term clustering
scovery g

controller placement and lifecycle
management

long-term adaption of radio parameters,
long-term clustering

power-cycling, traffic-proportional

backhaul management . h
& backhaul reconfiguration

CRC: CROWD regional controller

VTable 3. Functions of CLC

CLC Applications

elCIC, access selection, load balancing,

monitoring/filtering WLAN oplimization

network discovery elCIC, access selection, load balancing, D2D offloading
power control setting elCIC

access selection setting access selection, load balancing, D2D offloading
scheduling policy control elCIC, D2D offloading
ABSF control elCIC

content management D2D offloading
relay management access selection, D2D offloading
AP packet retention control AP cooperation
Wi-Fi parameter setting WLAN optimization

subframe synching

elCIC, D2D offloading

D2D: Device to Device
CLC: CROWD Local Controller

elCIC: enhanced Inter-cell Interference Coordination

and MobileFlow have some implementation possibilities, opera-
tors can still not be persuaded to replace their legacy struc-
tures. After all, these solutions are in the proof - of - concept
stage, and from SoftCell in particular, there are many new chal-
lenges in software-defined cellular networks. Thus, it is better
to use an evolving compatible architecture, such as Mobile-
Flow, at this stage. Meanwhile, researchers need to pay more
attention to the uniqueness of and challenges associated with
software-defined CN as it relates to SoftCell.

One of our research interests is to figure out the effective in-
terference characteristics approaches, as mentioned previous-
ly. We are also concerned about the packet-scheduling prob-
lem in software-defined cellular networks. By providing fine -
grained services, the packet may be labeled with the require-
ments of multiple resource types. For example, one packet
needing one CPU time unit and 10 KHz bandwidth to be pro-
cessed may be labeled with <1,10> as resource profile. Those
packets with a multi-resource profile will be delivered to par-
ticularly functional middle-boxes (Fig. 4).

5 Related Work

In the last two years, there have been many surveys on SDN.
In [16] and [17], the authors mainly focus on wireline net-



works, present the architecture of SDN, and present the devel-
opment of each component. OpenFlow is referred to as a spe-
cial topic in [18]. The progress of SDN in wireless networks is
referred to in [11] and [19]. In [11], the authors divide the tech-
nique roadmap into wireless WLANs and cellular networks. Al-
though [11] gives a brief and clear introduction of SDN in wire-
less networks, it does not elaborate on and compare methods in
cellular networks. To the best of our knowledge, this paper is
the first work to look into software - defined cellular networks.
We describe the latest approaches in this field and provide in-
sights into these approaches.

6 Conclusion and Open Research Areas

In this paper, we have presented state-of-the-art SDN solu-
tions for cellular networks. Specifically, we have elaborated
SoftRAN, which is the latest SDN solution for RAN. SoftRAN
has a hierarchical control structure, i.e., the high-level control-
ler makes decisions based on global information, and the local
controller can adapt to variable channel conditions. SoftRAN
is based on the principle of dividing control responsibilities be-
tween a high-level controller and local controllers. SoftCell and
MobileFlow are CN-related SDN solutions. We have compared
these approaches and provided insight into the design of soft-
ware-defined cellular networks. We have also discussed our re-
cent work in this direction and expect to invoke some new
ideas on software-defined cellular networks.

There are still many research areas that can be exploited.
Mobile networks tend to be dense and large - scale. Although
SoftCell and CROWD address some issues, their performance
in particular cases is still unclear. To increase capacity, a dis-
tributed massive MIMO system is necessary in the future. SDN-
enabled cross-layer MIMO is attractive, especially for the con-
figuration of different beamforming matrixes. Another interest-
ing area is combined use of different access techniques. Exist-
ing solutions are still in the proof-of-concept stage.
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' Abstract

The rapid growth of 3G/4G enabled devices such as smartphones and tablets in large numbers has created increased demand for

mobile data services. Wi-Fi offloading helps satisfy the requirements of data-rich applications and terminals with improved multi-

media. Wi-Fi is an essential approach to alleviating mobile data traffic load on a cellular network because it provides extra capaci-

ty and improves overall performance. In this paper, we propose an integrated LTE/Wi-Fi architecture with software-defined net-

working (SDN) abstraction in mobile backhaul and enhanced components that facilitate the move towards next-generation 5G mo-

bile networks. Our proposed architecture enables programmable offloading policies that take into account real-time network condi-

tions as well as the status of devices and applications. This mechanism improves overall network performance by deriving real-

time policies and steering traffic between cellular and Wi-Fi networks more efficiently.

'A Keywords

mobile data offloading; LTE/Wi-Fi interworking; policy derivation; network selection; software-defined networking; dynamic poli-

cies; 5G mobile networks

1 Introduction

n 2013, mobile phones overtook PCs as the most com-

mon Internet access device worldwide, and by 2015,

more than 80% of handsets sold in mature markets will

be smartphones [1]. According to forecasts, global mo-
bile data traffic will grow 13 -fold between 2012 and 2017,
which is three times faster than fixed IP traffic [2]. Mobile net-
work operators will carry the bulk of Internet traffic in the fu-
ture, but they face significant challenges in addressing needs
associated with increased traffic demand. To meet this de-
mand, mobile operators are investing in more network capaci-
ty. Scarcity of spectrum is forcing such operators to deploy
smaller cells and utilize unlicensed spectrum, such as Wi-Fi.
Availability of built-in Wi-Fi on smartphones and unlicensed
spectrum makes Wi-Fi a natural solution for accommodating
increased traffic and maintaining the quality of users’ connec-
tions.

To this end, mobile data offloading, which refers to the use
of complementary network technologies to deliver data original-
ly targeted at mobile/cellular networks, has already become a
key solution for meeting traffic demands [3]-[5]. Various plat-
forms, including opportunistic communications, have been con-
sidered for mobile data offloading [6]. Furthermore, mobile net-
works must support various applications, such as voice and
streaming, as well as best-effort services on a single IP-based
infrastructure. Each of these converged services has quality of
service (QoS) requirements, in terms of latency, packet loss
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and data rates, that must be met through efficient allocation of
wireless network resources and cannot that be met only by pro-
visioning the network. One of the main challenges in data
offloading is making real-time decisions on offloading the flows
and services/applications of different users while taking the
condition of available networks and QoS needs of flows into ac-
count. In this regard, previous research has focused on provid-
ing seamless movement between different access networks dur-
ing data offloading [7]. Dual stack mobile IP has also been con-
sidered to enable simultaneous use of two interfaces [8]. All
the technologies involved in mobile data offloading from the
LTE network are ready for deployment and, in fact, can be de-
ployed by operators. However, we lack efficient offloading tech-
niques and decision-making criteria.

The mobile networks architecture proposed for 4G/LTE pro-
vides easier management compared with earlier architectures
because it separates signalling plane functions, such as mobili-
ty management, policy-making, and charging. Despite this, to-
day’s 4G/LTE architecture is not yet as flexible or programma-
ble as it could be. For example, the 4G/LTE network can pro-
vide QoS guarantees and differentiated services to the user
through policy-charging and rules function (PCRF) nodes. Poli-
cy and charging control (PCC) ensures that the user has guaran-
teed QoS for a particular subseription and service type. To-
day’ s PCCs are user-aware and application-aware but do not
have awareness of network congestion.

We propose placing the policy control closer to the wireless
access and deriving policies according to radio network infor-
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mation as well as previously used user and application informa-
tion. This can significantly improve mobile data offloading. We
propose an abstraction layer based on software - defined net-
working (SDN) [10] that integrates network resource manage-
ment (NRM) with radio resource management (RRM) and en-
ables programmable, dynamic policy functions.

The remainder of this paper is organized as follows. In sec-
tion 2, we give an overview of current LTE/Wi-Fi interworking
architecture. In section 3, we discuss network selection and re-
lated challenges. In section 4, we give details of the proposed
interworking modification for better QoS. In section 5, we pres-
ent the policy derivation and offloading mechanism. In section
6, we conclude with a summary of programmable data offload-
ing policies.

2 Cellular and Wi-Fi Interworking

Architecture

The goal of mobile data offloading is to dynamically redirect
selected traffic towards the lower-cost RAN. 3GPP has been
developing new standards and architectures to support the si-
multaneous use of different cellular access networks, such as
LTE and femtocells, as well as non-3GPP access networks,
such as Wi-Fi. 3GPP standardization covers the native integra-
tion of trusted and untrusted non-3GPP IP access network into
the EPC [6]. This standard treats Wi-Fi RAN as valid an ac-
cess network as any other 3GPP RAN and enables operators to
use standard - based EPC components to integrate different
types of access networks. It also facilitates interoperability be-
tween these networks. Such integration ensures a good level of
inter-operability between different access types.

In this paper, we focus on trusted non-3GPP access network
architecture, i.e., Wi-Fi access network architecture, which is
owned by the cellular operator. S2¢ and S2a are the two inter-
faces that provide control and mobility support between non-
3GPP access network and packet gateway (P-GW). They also
forward Wi-Fi traffic to the EPC (Fig. 1). S2¢ provides mobili-
ty and control support between user equipment (UE) and P -
GW over the non-3GPP access network. S2a provides control
and mobility support between the trusted non-3GPP access net-
work and P-GW. The serving gateway (S-GW) serves between
the LTE and mobile access gateway (MAG) of Wi-Fi and re-
ports to the PCRF. The S-GW also sets bearer QoS parameters.
Moreover, eNodeB, S-GW and P-GW are involved in other con-
trol plane functions, such as location update and mobility, in
coordination with the mobility management entity (MME).

Access network discovery and selection function (ANDSF)
is an entity within an evolved packet core (EPC) of the system
architecture evolution for 3GPP mobile networks. ANDSF
helps UE to discover non-3GPP access networks, such as Wi-
Fi for data communication, in addition to 3GPP access net-
works and provides the policies used to access these networks.

When combined with ANDSF, the Mobility over GPRS Tunnel-

Subscriber &

application

awareness
HSS

MME

Policy control and
WAG -
entorcement
S2¢
ANDSF S-GW
Wi-Fi APs - Jid
S14 eNodeBs rl
S2c
UE
ANDSEF: access network discovery and PCRF: policy charging and rules function
selection function P-GW: packet gateway
HSS: home subscriber server RRM: radio resource management
MME: mobility management entity S-GW: serving gateway
NRM: network resource management UE: user equipment

PCEF: charging enforcement function ~ WAG: wireless application gateway

AFigure 1. 3GPP architecture for the non-3GPP IP access integration
into the EPC.

ing Protocol based on S2a enables an operator to benefit from
controlled automatic network discovery and selection for the
user. This results in a seamless user experience. ANDSF uses
a standard S14 interface to communicate information and poli-
cies to the UE. This information is organized within nodes of a
managed object that contains several nodes, including nodes
for discovery information, intersystem mobility policies, and in-
tersystem routing policies. S14 is the only standard interface
for ANDSF, and any interaction between the ANDSF server
and other network elements is outside the scope of current
3GPP standards.

These new measures in the standard enable seamless hando-
ver and traffic steering so that users have continuous data ser-
vice as they roam between cellular, small cell, and Wi-Fi net-
works. Hence, users can benefit from secure, transparent ser-
vices regardless of the types of access technology.

3 Network Discovery and Selection

Wireless networks are becoming increasingly heterogeneous.
In addition, more mobile devices are capable of simultaneously
operating on multiple technologies, i.e., 3G, 4G and Wi-Fi ra-
dio. Given this, selecting the best network for a user at any giv-
en time and location is crucial for optimizing the access of that
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user. The main consideration in any network-selection strategy
is network -based information, which informs decisions on net-
work selection and traffic steering, as well as the different ways
of distributing this information to devices. Information from
traffic - steering policies, the real - time network condition of
both cellular and Wi-Fi networks, and subscriber profiles are
all necessary for optimal network selection. In addition, the de-
vice itself contains important information, such as battery us-
age, radio conditions and relative motion, which should be con-
sidered when making a decision. Thorough consideration of all
these parameters makes network selection a very complex prob-
lem. In this section, we discuss the possibility of including vari-
ous decision criteria.

3.1 ANDSF

ANDSF was defined in the recent 3GPP standards as a
framework for issuing policies to a device where traffic routing
decisions between a cellular and Wi-Fi access network are be-
ing made. The device periodically determines the validity of
policies in terms of location and time of the day. Many opera-
tors are interested in using ANDSF for policy - based network
selection and traffic steering. A few of these operators, such as
Telefonica, are already trialing the ANDSF server solution. Al-
though ANDSF provides a standard framework for distributing
flexible, operator - defined network - selection information and
policies, it does not capture additional information in an opera-
tor’ s network, e.g., network condition, which could be useful
to derive dynamic policies and communicate them with the de-
vice. The key issue in this framework can be addressed by im-
plementing an ANDSF client in devices [11]. This client com-
municates with an ANDSF server in the network and distrib-
utes ANDSF policies to the device so that networks can be dy-
namically selected and traffic steering decisions can be made
[9]. Deriving appropriately dynamic policies and distributing
them to the ANDSF client enables an operator to steer traffic
between Wi-Fi and cellular networks, create better user experi-
ence, and better utilize radio resources.

3.2 Challenges

One of the most important aspects of efficient network selec-
tion is the current network condition of all available access net-
works. For example, the real -time load on the radio link of a
cell site significantly impacts the QoS of a given user and can
influence the selection of that access network. The 3GPP stan-
dard allows user-subscription-dependent policies for ANDSF;
however, there is no standardized interface between ANDSF
and the user’ s subscription/profile information, i.e., between
ANDSF and the home subscriber server (HSS). In fact, 3GPP
enables ANDSF to communicate with the UE via S14 inter-
face. The data obtained from the UE is mainly the UE’s loca-
tion and device type [10]. This information is rather static, but
various other dynamic data can significantly affect efficient net-
work selection.
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Operators are pursuing solutions in which more dynamic cri-
teria are used in the selective offloading of traffic between all
available RANs. On the user side, network - selection criteria
that are of interest to the operator include user subscription lev-
el and user profile, which includes usage history or caps. Net-
work - driven criteria include different types of Wi-Fi access
network, e.g., trusted, public or private, and venue information.
Despite this, ANDSF policies are static because ANDSF does
not receive any input except that from the UE via the S14 inter-
face. In other words, existing ANDSF policies do not take into
account either network condition, such as load and congestion,
or UE conditions.

We argue that policies based on an awareness of network,
application, and user-profile at the ANDSF can significantly
improve both network utilization and user experience. To de-
rive dynamic policies, first we need to determine what type of
information must be considered, how to collect and capture
this information, and how to derive policies and communicate
them to UE for efficient network selection. In the next section,
we discuss the challenges related to designing a policy entity
that has an awareness of network, application, and user profile,
and we present one solution based on it. Our solution is a cen-
tralized solution that is, in fact, one way of realizing SDN. An
alternative way could be a fully distributed user - centric ap-
proach, where the UE collects data and selects a network. We
will exploit this family of solutions in our future work.

4 Programmable Data Offloading

We envisage a policy entity that can receive the network, ap-
plication, and user-profile information; derive the policy, and
distribute it to the ANDSF server in the network. Complexity
arises from the fact that the network, application, and user-pro-
file data are available at different parts of the end-to-end com-
munication path. For example, the UE is the only entity aware
of effective radio condition, throughput over existing connec-
tion, active applications, pending traffic, and battery levels.
We design a centralized architecture, where policies are driven
at a central controller within the network architecture. Here we
describe how data is collected and policies derived.

4.1 Decision Criteria and Policy Control

In the architecture in Fig. 1, the policy and charging enforce-
ment function (PCEF) in the P-GW enforces policies and maps
service data flows to the bearer that is to be mapped to the un-
derlying transport network. The PCRF is an LTE policy manag-
er that uses operator policies, network information, and user
profile stored in the HSS to make decisions according to a set
of pre-defined rules and functions. The PCRF is also responsi-
ble for QoS authorization, i.e., authorizing the treatment of
each traffic flow. Today’s policy controls have awareness of us-
ers and applications but not congestion within the network
[12]. Fine-grain control on various entities in the mobile net-



Special Topic KN

SDN-Based Data Offloading for SG Mobile Networks

Mojdeh Amani, Toktam Mahmoodi, Mallikarjun Tatipamula, and Hamid Aghvami

work is crucial so that operators can allocate resources and
cheaply maintain and expand the network. It is also important
for employing dynamic policies, i.e., for managing the traffic
and selectively offload the traffic between different access net-
works according to the current network condition.

When managing traffic, the policy enforcement point can ei-
ther be the core network or access network. At the core, poli-
cies are enforced in the P-GW, which has deep packet inspec-
tion (DPI) functions. This is similar to today’ s architecture
(Fig. 1). Service information does not have to travel at all, and
the DPI engine can store subscriber information from the poli-
cy controller. This enables congestion and location to be esti-
mated. The central solution described here requires simple in-
tegration of the DPI engine into the policy controller. On the
other hand, congestion information is extremely dynamic, i.e.,
it changes rapidly and by the time values sent from RAN are
received by the P-GW, the information is no longer valid. Vari-
ous studies show that bad decisions were made 40% of the
time when outdated congestion information was used.

Moreover, estimation based on current traffic is not possible
for the DPI engine because:
® The policy controller lacks a feedback mechanism. Simple

questions such as “Is 1 Mbps for P2P is enough or are we

over penalizing?” cannot be answered.

The policy controller only has a general indication of re-
duced throughput, which may occur as the result of poor cov-
erage or congestion. Only the RAN can differentiate be-
tween these two causes.

Quite often, a RAN is shared between different operators, or
perhaps the operator is using multiple access points. In
these cases, the policy controller cannot see all traffic pass-
ing through congested cells.

Cell capacity depends on the coverage of individual sub-
scribers and varies, even with weather conditions. There
may be additional reserved bandwidth for future bearers
with guaranteed data rate or other similar cases that affect to-
tal cell capacity. In other words, cell capacity varies over
time, and the policy controller receives no information about
the variations in capacity of the congested cells.

One alternative for addressing these challenges is to move
the policy enforcement point to where congestion occurs so
that we do not need to transfer dynamic information anywhere.
In this way, the scheduler continuously prioritizes data packets
and subscriber sessions. The scheduler has perfect knowledge
about the location of the user, traffic, and real congestion con-
ditions at the location. Then, the policy controller takes service
information from the DPI function and changes QoS parame-
ters such as traffic handling priority, maximum bit rate, guaran-
teed bit rate, or QoS Class Identifier (QCI). In LTE, there it is
also possible to create a dedicated bearer for a specific traffic
flow requiring differentiated QoS treatment at the policy - en-
forcement point. This architecture (Fig. 2) makes network man-
agement more complex. It is still not clear where the policy
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AFigure 2. SDN-controlled network selection.

control should be located in order to increase efficiency but
not significantly increase complexity.

4.2 SDN Controller and Mobile Data Offloading

As discussed earlier, deriving real - time policies for selec-
tive offloading of different services/applications according to
the dynamics of network is potentially complex. A programma-
ble interface similar to that in SDN facilitates offloading by pro-
viding end-to-end communication between network elements
and by pushing corresponding forwarding rules to local ele-
ments, i.e., eNodeB and P-GW. In our proposed architecture,
the control - plane functionality of the gateways is decoupled
and located at the SDN controller as applications. The gate-
ways run local control agents. The SDN - controller derives
offloading policy functions and rules by combining information
from the RRM and PCRF applications. The radio network con-
dition, defined by wireless condition and traffic load, is mea-
sured frequently by the local control agents. This enables an
operator to monitor traffic in real time, provide per-subscriber
QoS through programmable application modules in the SDN
controller, and derive forwarding rules accordingly. These poli-
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cies and forwarding rules are periodically sent to the local con-
trol agents in the access network and are forwarded to the UE.
The LTE and Wi-Fi interworking architecture, including SDN
controller and interactions with local control agents are shown
in Fig. 2. The two main parts of this architecture are the SDN
controller and logical control agents.

The SDN controller in this architecture is an abstraction
model that runs programmable applications modules, such as
RRM and PCRF. The PCRF application module has subscrib-
er and application information, and the RRM application mod-
ule collects radio access network conditions, such as traffic
load and cell capacity. The SDN controller combines the infor-
mation from these application modules in order to derive a sin-
gle set of policies and rules that are sent periodically to the lo-
cal control agents.

To address the scalability issue and challenges raised in sec-
tion 3.2, we propose local control agents in the network gate-
ways, i.e., P-GW, S-GW and WAG as well as in the RAN.
These local control agents should have some measurement and
control capabilities that are authorized by the SDN controller.
For example, the agents that run on the gateways can measure
QoS parameters, such as delay and resource utilization, and
compare the traffic counters with the threshold. These agents
can then notify the SDN controller when the threshold has
been exceeded. To communicate back with the controller, an
interface similar to OpenFlow [14] is required at the local
agents. This also enables the agents to exercise simple control,
such as changing the weight or priority of a queue, when the
traffic counter exceeds the threshold.

5 Policy Derivation and Offloading
Mechanism

5.1 Policy Derivation

In order to derive policies, network load information, signal
threshold, and operator policy are combined in the SDN con-
troller. This section explains the parameters that are consid-
ered when deriving policies in a few different scenarios.

5.1.1 Network Load

In a scenario where the operator controls both a cellular and
Wi-Fi networks in a given area and the cellular network is not
congested, the operator may prefer to serve customers via the
cellular network. As the load on the cellular network increases,
potentially impacting user experience, the operator may want
to start steering some of the traffic towards the Wi-Fi network.
As the cellular network becomes even more congested, the op-
erator may want to steer even more traffic towards the Wi-Fi
network. This policy can be made even more effective if the
condition of the radio on the cellular network is taken into ac-
count. For example, cell-edge users experiencing the worst ra-
dio conditions on the network can be steered towards the Wi-
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Fi network first. Also, when the cellular network is congested,
the operator who controls both the cellular and Wi-Fi networks
may want to steer users experiencing poor cellular radio from
the cellular network to Wi-Fi. As the cellular network becomes
more congested, the operator may want to steer more users to-
wards Wi-Fi. Even when the cellular network is not congested,
some users may experience poor radio on the cellular network
but have access to a Wi-Fi network with acceptable quality
and load. In this case, the operator may want to serve that
user s traffic via Wi-Fi instead of the cellular network. Addi-
tionally, the exact thresholds at which certain users are steered
to Wi-Fi depend on the distribution of eNBs and Wi-Fi access
points (APs) in the network as well as the instantaneous distri-
bution of UEs in the vicinity. Thus, the mapping between load
level and the signal strength at which a user is steered to Wi-
Fi is not static.

5.1.2 Signal Strength

A signal strength threshold can also be included in the poli-
cy to ensure the correct users are steered towards Wi-Fi while
others are kept on the cellular network. For example, when the
cellular load is 70% , the signal strength threshold may
be — 108 dBm, but when cellular load is 88% , the signal
strength threshold may be =105 dBm [15]. This signal strength
threshold

indicates a minimum received signal strength below which
UEs should attach to available and acceptable Wi—Fi APs.
Specifically, the UE compares experienced signal strength
with the signal strength threshold of the received policies via
ANDSF and then selects a network. An operator can first move
UEs with poor cellular radio to Wi-Fi APs in a smart way that
takes into account the cellular network load as well. Further-
more, the signal strength threshold may be combined with
thresholds provided by operator policies, e.g., in a case where
different policies are defined for different types of users. Alter-
natively, the operator might simply want to introduce different
tiers of service. For example, the operator policy might seek to
steer heavy video users to Wi-Fi while keeping subscribers
who complain about Wi-Fi service on the cellular network.

5.1.3 Random Generated Value

Steering large numbers of UEs between cellular and Wi-Fi
APs may dramatically affect instantaneous network conditions.
For example, if a large number of users were steered towards
Wi-Fi, the load on the cellular network would be reduced. This
reduction could cause those same UEs to try and reselect the
cellular network because it is now a much more desirable ac-
cess network than before. Because all the users move back to
the cellular network, the load increases and causes users to be
steered back towards Wi-Fi. Thus, UEs ping-pong between the
cellular and Wi-Fi networks as long as this process continues
[15]. To avoid the ping-pong effect, a calculated integer can be
included in the policy along with load level and signal strength
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threshold. This calculated integer is used to steer a subset of
targeted UEs together rather than all targeted UEs at once.
Therefore, a random integer a is generated in the range of 0-10
and is distributed in the policy. Furthermore, each UE gener-
ates a random value b in the same range. If b < @ and other con-
ditions are satisfied, then a given UE is steered towards the
Wi-Fi AP; otherwise, the UE stays on the cellular network. In
this way, a given fraction of the targeted population is steered
towards Wi-Fi at any given time. The operator can control this
fraction by random distributed values. In the case of different
service tiers for different user types, more than one calculated
value can be distributed, and each value is targeted at a specif-
ic class of user with similar service needs.

5.2 Offloading Mechanism

The local control agents in the RAN and access gateways
collect information, such as drop rate, utilization and traffic
load, periodically and report it back to the SDN controller. The
SDN controller combines this information with the operator’ s
policies and subscriber’s profile in the PCRF, derives the poli-
cies and forwarding rules, and communicates these policies
and rules to the local control agent in ANDSF via an interface
similar to OpenFlow [13]. Each mobile device is expected to
have a connection manager (CM) [14], which is a functional
component that takes ANDSF policies and user preference as
input and combines them with the local conditions of UEs in
order to offload and steering traffic (Fig. 3). The ANDSF dy-
namic policies include but are not restricted to a variety of pa-
rameters, such as operator policies, cellular and Wi-Fi condi-
tions (e.g., traffic load), Wi-Fi quality (including packet loss,
RTT and throughput), user subscription profile, time of the
day, and location. The local condition of a UE includes move-
ment of the mobile device relative to one or more APs, mobile
battery usage, and application requirements (e.g., service conti-
nuity and throughput). The relative movement of a device to-
wards an AP can be calculated within the device. There are a
number of ways of performing this calculation, such as extrapo-
lation via the rate of change in AP signal strength measured by
the UE or estimation by the device according to implementation
-dependent mechanisms. The policies are prioritized, and each

Subscriber
profile,

application

ANDSF policies Connection Network selection

manager
S14 (CM)

UE: user equipment  ANDSF": access network discovery and selection function

A Figure 3. UE architecture.

is validated according to the local condition of the UE. The CM
selects the network and steers traffic according to a valid poli-
cy. The simplest mechanism may include only two policies,
one for when cells are congested and another for when cells are
not congested. Both policies would be sent to the UE for use
when in a valid area at a designated time of the day and would
be updated by the ANDSF only when there is a change in con-
ditions, such as long-term busy hour. Another example could
be providing different cellular network traffic load thresholds
to the UE according to the type of subscriber. One such thresh-
old, Cellular_Load_Max, is for heavy-streaming users, and an-
other threshold can be specified for high-priority users. There-
fore, operators can obtain a desirable outcome by defining a
policy upon triggering of congestion in a cellular network so
that heavy-streaming users are moved to Wi-Fi before high-pri-
ority users.

Supporting per-UE or per-cell policies does not mean that
the new ANDSF policies should be pushed to UE whenever it
changes location or that unique policies need to be maintained
for a large number of cells. The frequency with which these pol-
icies are updated can be adjusted according to significant
changes in network condition and availability of communica-
tion resources between the controller and access networks.
Hence, during busy hours, a new policy derivation is triggered
when a cell is congested. This derivation is based on the re-
ceived data. The offloading mechanism here offers 1) dynamic
policies because NRM and RRM are converted to software ap-
plications, 2) robust network - selection mechanism because a
precise network condition, such as congestion in the backhaul,
is captured, 3) efficient network selection because user prefer-
ence and application requirements are taken into account, and
4) simplicity because the control plane functions are abstract-
ed and communication between them is simplified.

6 Conclusion

Wi-Fi has become an increasingly popular access mode en-
abling wireless carriers to meet the capacity demands of mo-
bile data users. The amount of traffic carried over Wi-Fi net-
works has grown dramatically in recent years and is projected
to continue to grow in the years to come. To address the issues
related to growing demand, we explore state-of-the-art Wi-Fi/
cellular integration and propose a modified architecture that
enhances key aspects of this integration and facilitates evolu-
tion towards 5G mobile. Such aspects include network discov-
ery and selection, traffic steering, and the effect of policies and
rules on traffic steering. In this paper, a programmable policy
function derivation mechanism is proposed and enabled
through the use of an SDN controller in the mobile backhaul.
Our proposed mechanism takes into account real-time network
condition as well as existing user and application information
in order to control offloading policies and efficiently accommo-
date traffic on cellular or Wi-Fi access networks. We couple
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network resource management with radio resource manage-
ment in the form of application modules at the SDN controller.
This enables us to derive offloading policies that optimize both
cellular and wireless resources.
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'A Abstract

Network security protocols such as IPsec have been used for many years to ensure robust end-to-end communication and are impor-

tant in the context of SDN. Despite the widespread installation of IPsec to date, per-packet protection offered by the protocol is

not very compatible with OpenFlow and flow-like behavior. OpenFlow architecture cannot aggregate IPsec-ESP flows in transport

mode or tunnel mode because layer-3 information is encrypted and therefore unreadable. In this paper, we propose using the Secu-

rity Parameter Index (SPI) of IPsec within the OpenFlow architecture to identify and direct IPsec flows. This enables IPsec to con-

form to the packet-based behavior of OpenFlow architecture. In addition, by distinguishing between IPsec flows, the architecture

is particularly suited to secure group communication.
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1 Introduction

s an attempt to embrace the future Internet and its

tendency towards software-defined networks (SDN),

OpenFlow suggests a move into programmable rath-

er than configurable network deployments. This re-
sults in faster innovations through software change rather than
infrastructure adaption [1]. OpenkFlow works well on the prem-
ise that the control plane can be separated from data plane on
network packet forwarders and brought into an OpenFlow con-
troller (a server) with centralized network management. All net-
work elements, including routers and switches, are now simple
packet forwarders with no complexity. Starting initially with
campus networks, data centers such as Google are now exten-
sively reinforced with this evolving architecture [2].

On the other hand, end-to-end security of communication at
the IP level is guaranteed by the IPsec framework [3]. As the
word “framework” implies, IPsec is not directly limited to any
specific security algorithm or technology. Subsequently, the
level of security can be tuned by different open standards and
combinations to fulfill various immunity requirements of the
production environment. Virtual private network (VPN) as a so-
lution for providing a logical channel between two peers over a
public and probably insecure network relies on the IPsec for
its immunity. Small - office home office (SOHO) scenario or dif-
ferent sites of a corporation which are geographically spread
out are other possible use cases to apply VPN remedy over IP-

sec.

Point-to-point tunnels between two VPN gateways used to
be exploited to carry authenticated as well as encrypted traffic
from one site to another. However, group domain of interpreta-
tion (GDOI) [4]-[6] with IPsec at its core goes even further so
that secure communication between various sites called group
members (GM) is now possible without any tunnels between
these branches.

[Psec as an algorithm-independent framework addresses the
confidentiality by encryption as well as the integrity with the
aid of hashing as the main security objectives while allows for
authenticating the origin of the traffic. Regardless of the core
network and its elements, the tunable IPsec protocol with huge
install base is simply provisioning the necessary security ser-
vices for both end entities. Nonetheless, security gained
through IPsec is per-packet. This is not deployable to leading
future Internet designs such as OpenFlow architecture with
flow - based behavior. OpenFlow aims to aggregate different
packets into flows and process these flows rather than individu-
al packets. Openklow, however, cannot uniquely identify IPsec
flows and aggregate/direct these flows accordingly. We provide
the ability to distinguish between IPsec flows in order to inte-
grate secure group communication into the OpenFlow architec-
ture. Our ultimate goal is to address this deficiency within
OpenFlow by our proposed method. We propose using a securi-
ty parameter index (SPI) of IPsec within the OpenFlow archi-
tecture to uniquely identify and direct IPsec flows.
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The rest of the paper is structured as follows. In section 2,
we discuss briefly four basic elements used later for our pro-
posed method. This is needed specifically to clarify ambigui-
ties especially those pertaining to a complex protocol like IP-
sec. The clarification emphasizes characteristics which form
the cornerstone of the method in section 3. Subsection 2.1 ex-
plores OpenFlow and abstracts the ideas behind this evolving
architecture. Subsection 2.2 sanitizes the required features of
IPsec itself. The establishment of the secure channel through
internet key exchange (IKE) is discussed in 2.3. Subsection
2.4 briefly covers GDOI basics as a cryptographic protocol for
group key management for secure group communications. The
proposed method is discussed in detail in section 3. Section 4
elaborates on the main use case for the proposed method here
which is secure group communication conforming to GDOI
standard and its integration into the OpenFlow. Section 5 con-
cludes this paper.

2 Background

2.1 OpenFlow Architecture

OpenFlow improves network programmability and enables
packets to be forwarded at a speed approximating the line-rate.
This speed is possible due to minimized complexity stemming
from the separation of the control plane from data plane [1]. To
reduce system complexity, OpenFlow considers all network ele-
ments, including routers and switches, as simple, hardware -
based packet forwarders. Complexity is thus shifted to the ap-
plication layer, where software on the OpenFlow controller (a
server with sufficient resources) makes various decisions and
informs forwarders of the outcomes of these decisions. These
outcomes are disseminated as flow-tables across the packet for-
warders and define various pairs (match, action). This means
that for each incoming packet, if there is a match in the flow-ta-
ble of the local device, a special action is performed. Three
standard actions are Forward, Encapsulate, and Drop. Forward
makes the OpenFlow-enabled device act as a router/switch at
the line-rate. If no match is found or if the packet is the first in
a new, undefined flow, it is encapsulated and forwarded to the
OpenFlow controller, where decisions subsequently are made.
The packet can also be discarded through a drop action.

The network operating system (NOX) is a programmable in-
terface that facilitates network management by providing an en-
vironment for running applications sitting on the OpenFlow
controller. The OpenFlow controller communicates with the
packet forwarders through the OpenFlow protocol over a se-
cure SSL/TCP channel. With the aid of this open OpenFlow
protocol, different routers’ and switches’ flow - tables can be
programmed in a scalable manner. Entries in each flow-table
on every OpenFlow packet forwarder are associated with differ-
ent actions while statistics are being collected. Fig. 1 (a) de-
picts the separation of the control plane from data plane in
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OpenFlow architecture in addition to the flow-table structure.
For instance, if the destination 1P address of the incoming
packet is equal to 1.1.1.1, the packet is forwarded to a given
port. If it has 848 (UDP port for GDOI protocol) as the value
for the source port, it will be encapsulated and then forwarded
to the controller for further investigation. If the packet is [Psec
encapsulating security payload (ESP) packet with type equal to
50, it will be dropped.

The first generation of OpenFlow packet forwarders, called
“OpenFlow spec v1.0 conforming switches”, defines flow head-
er fields which encompass some features of each incoming
packet as illustrated in Fig. 1 (b). When a packet arrives, its
header is firstly checked against the Match field and if the
header matches any row in the flow-table, the corresponding
action is performed. Any combinations amongst these demon-
strated 10-tuple can be utilized to define and aggregate flows
accordingly. These flow header fields are then exploited in or-
der to specify matches in flow-tables for each incoming packet
and perform the corresponding action. However, OpenFlow is
currently unable to distinguish between IPsec flows. The au-
thors in [1] emphasize the header fields of “OpenFlow spec
v1.0 conforming switch” as the initial and standard header
fields with which every OpenFlow switch must comply. This is
substantial since later on we introduce our new flow header
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A Figure 1. (a) reveals the internal structure of OpenFlow architecture.
In (b), flow header fields defined for “OpenFlow spec v1.0 conforming
switches” (first generation OpenFlow packet forwarders) are shown.
OpenFlow is currently unable to “distinguish between” IPsec flows.
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fields for the OpenFlow interface which is [Psec-aware and al-
so backward compatible to “OpenFlow spec v1.0 conforming
switch” header fields.

2.2 IPsec

Working at the network layer, IPsec protects the traffic be-
tween peers by provisioning encryption as well as authentica-
tion from Layer 3 to Layer 7. On the other hand, all the current
layer-2 technologies enable the IPsec framework function over
them. The IPsec framework comprises five components. Avail-
able algorithm choices facilitated for each of these components
result in different security solutions with each combination to
satisfy various needs.

The first component highlights the [Psec protocol and can
support either authentication header (AH) or ESP (protocol
type 50 for ESP and 51 for AH).

Each IPsec protocol operates either in transport or tunnel
modes. The encapsulations of the IP packet secured by IPsec
with AH/ESP in both transport and tunnel operation modes are
depicted in Fig. 2. Both protocols share provisioning authenti-
cation and integrity security services. Nevertheless, confidenti-
ality is not considered in AH. This is crucial to differentiate
segments of information which are encrypted and thus unread-
able from other readable segments which can be meaningful
for the third party in the middle of the conversation (i.e., open-
flow switch or controller). The second component demonstrates
the choice for the encryption/decryption algorithm which per-
tains to the confidentiality service. As with every cryptographic
system, the longer the key, the harder it is for an attacker to
break into the IPsec communication. The third component en-
sures that the IPsec communication is not tampered with in
transit and thus provides integrity. The fourth component facili-
tates authentication of the endpoints in secure communication
via [Psec. The last building-block specifies the Diffie-Hellman
(DH) algorithm group according to different needs. DH is a
public key exchange mechanism that enables both communi-
cating parties to come up with the same key over an unsecured

channel. The driven shared key is used by peers for symmetric
encryption as well as hashing through message authentication
code (MAC) in the second and third components of IPsec, re-
spectively.

In IPsec with AH, a message digest is formed by applying
the hashing function to the original IP header and data payload
utilizing the shared key. The digest then constructs a new AH
header, which is injected into the original packet. The same
calculation is performed in the receiving party to find the exact
match of hashes. Nonetheless, all the data is transmitted in
plaintext. Not considering any encryption mechanism leads to
having all the layer-3 information in plaintext and therefore
routable. However, the original IP header is also encrypted and
unreadable when ESP is in tunnel mode. As we see later, this
information in plaintext is immensely valuable for our method
to differentiate various IPsec flows. Despite AH, in IPsec with
ESP, encryption makes payload and the ultimate transmitters’
identifications meaningless to eavesdroppers. Both the IP
header and data payload are encrypted in this mode. This is fol-
lowed by appending a new ESP header (as well as ESP trailer)
and ESP authentication fields, including relevant encryption
and authentication data to the original packet.

In Fig. 2, IPsec in transport mode merely considers the en-
capsulation of the data payload and transfer control protocol
(TCP)/user datagram protocol (UDP) data (layer-4 and above).
Nonetheless, tunnel mode suggests that the whole IP datagram
is encapsulated within a new IP packet. On the other hand,
while secure communication between gateways demands tun-
nel mode of the IPsec solution, transport mode facilitates host-
to - host immune transmissions. While in AH, the original IP
header remains unencrypted, and thus leaves the routing in-
tact, the original TCP/UDP header is encrypted in ESP. Both
protocols in different modes have their SPI in plaintext within
the ESP/AH header. SPI differentiates various ongoing conver-
sations at the receiving party.

2.3 Internet Key Exchange

The key exchange mechanism

[ in IPsec is accomplished
o Original IP HDR AH HDR TCP/UDP HDR Data (1) Transport mode thI‘OUgh IKE version 2 pI‘OtOCOl
[7]. The key exchange process

New IP HDR AH HDR Original IP HDR | TCP/UDP HDR Data ‘ (2) Tunnel mode with IKE flnally leads to the con-

r = . — struction of security association
Original [P HDR ESP HDR TCP/UDP HDR Data ESP Trailer authentication (3) Transport mode (SA) for IPsec. To establish an

ESP) IPsec connection, IKE involves
New IP HDR ESP HDR Original [P HDR | TCP/UDP HDR Data ‘ ESP Trailer authfnstilj:ation (4) Tunnel mode two phases. During these phases

HDR: header

TCP: transfer control protocol

AH: authentication header
ESP: encapsulating security payload

UDP: user datagram protocol

a set of messages is communicat-
ed, either in main mode or ag-

gressive mode, resulting in the

A Figure 2. IPsec packet encapsulations with AH and ESP in both tunnel and transport modes; fields in red
are encrypted and thus known only to end entities (i.e., not any third party in the middle of conversation in-
cluding OpenFlow switch or controller). It is also noteworthy that both protocols in different modes have their

SPI in plaintext within the ESP/AH header.

establishment of a secure chan-
nel between the peers. Phase 1
enables peers to agree on the se-
curity proposals generally as
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well as the shared secret key and authenticate each other. Up-
on finalizing a secure tunnel in phase 1, phase 2 negotiates the
custom security parameters between peers. On completion of
phase 2, an SA is formed in a unidirectional manner. Each SA,
as a logical connection, defines the way that the traversing traf-
fic will be processed. Subsequently, the same security process-
ing applies to the traffic associated with every SA.

Because a single SA specifies only two parties in a unidirec-
tional manner, each party holds a security association data
base (SADB) comprising multiple SAs, where each SA is asso-
ciated with a different peer. SPI comprises an arbitrary 32-bit
value utilized by a receiving party to differentiate the SA to
which an incoming IPsec packet is associated. For a unicast
communication, SPI on its own can specify an SA. Other pa-
rameters, such as the type of IPsec protocol can come along
with SPI to highlight a unique SA. However, [8] emphasizes
that the sufficiency of SPI on its own to determine an individu-
al SA to which inbound traffic will be mapped or necessity to
exploit other parameters in conjunction with SPI is a local mat-
ter. As we will see later, SPI can fall into a domain large
enough to uniquely identify an SA. The following tuple illus-
trates the parameters any combination of which can be used to
construct the primary key for SADB locally:

{SPI, IPsec Protocol Type (AH/ESP), Peer IP Address,
Transform Set, Secret Key, SA Lifetime}

A combination of the elements in the vector above will
shape SADB and determine various SAs stored on each peer.

2.4 GDOI

Group Encrypted Transport VPN solution[6], [9]-[10] with
GDOIL its heart is deemed to provide revolutionary and ultimate
technology that reduces complexity and overheads pertaining
to the need for scalable as well as secure transport remedy for
always - on and dynamic connectivity of extremely integrated
network sites spread over diverged domains. Any-to-any net-
work connectivity is guaranteed to be end-to-end encrypted,
authenticated and globally scalable for all applications namely
voice, video and data with both unicast as well as multicast
traffic. In other words, with the advent of GDOI architecture,
the arduous obstacle of complexity pertaining to manageable
as well as scalable VPN solutions for an abundance of fully-
meshed sites (not only two endpoints) is not out of the question
anymore[11].

GDOI as a cryptographic protocol for key management is
based on IKE. While IKE ensures pairwise security associa-
tions between various peers, GDOI utilizing IKE phase 1 be-
tween each GMand a key server (KS) ends up with a single and
common SA between all the GMs. Additional to pair-wise SAs
with IKE phase 1, GDOI also “interprets” IKE to come up
with a single SA for the group security domain. In other words,
as the foundation of the GET VPN solution, GDOI defines IKE
Domain of Interpretation (DOI). Utilizing UDP port 848, GDOI
messages create, delete, and maintain SAs established be-
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tween authenticated and authorized GMs. KS rekeys the group
before current keys downloaded at the time of registration by
GMs expire. As Fig. 3 reveals, regardless of what the core net-
work " s technology is (WAN, MPLS, OpenFlow, etc.), each GM
initially exchanges a GDOI Register message with KS which
leads to downloading required keys and policies via bidirec-
tional arrows. KS at some point in time before current keys ex-
pire pushes Rekey message which entails new policies as well
as keys to given GMs via unidirectional arrows. In this way, en-
crypted multicast/unicast conduits are established amongst all
GMs, not merely two endpoints, to communicate without any
tunneling in place.

Tunnel-less but secure communication with GDOI for Trans-
port VPN requires GMs to first dispatch registration queries to
KS. With the aid of GDOI, KS authenticates and authorizes the
given GM and sends back keying materials in addition to the
[Psec policy needed for secure GM-to-GM(s) unicasting/ multi-
casting back to the given GM.

3 Proposed Method and Discussion

3.1 Integration of IPsec within OpenFlow Architecture
Increased control gained through custom forwarding of
OpenFlow does enable different flows to be processed in differ-
ent ways. OpenFlow is advantageous from this wide range of
definitions for flows of any combination of header field defined
for “OpenFlow spec v1.0 conforming switch” in section 2.
A can highlight a flow. However, when it comes to end-to-

KS

IP Cloud, private
WAN, MPLS, ATM
or frame relay

GDOI register messages from GMs to KS and subsequent
downloading of IPsec SA and keys

GDOLI rekey messages including new policies and keys

Tunnel-less encrypted multicast/unicast communications
- /

ATM: asynchronous transfer mode
GDOL: group domain of interpretation
GM: group member

KS: key server
MPLS: multi-protocol label switching
WAN: wide area network

A Figure 3. Upon downloading IPsec policies and keys from KS, GM is
now registered with the “IPsec SA for the group” and can exchange uni-
cast/multicast traffic securely with other GMs laying away the KS.
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end IPsec transmission, OpenFlow is unable to detect encrypt-
ed IPsec headers, which is discussed in section 2.2, and thus
cannot aggregate them into a flow. The only exception is when
OpenFlow filters the incoming packets to find a match for the
IPsec protocol type, which is not sufficient to uniquely identify
a flow because various but irrelevant entities might dissemi-
nate [Psec traffic for each other. Encrypted packet headers in
IPsec act as a deterrent so OpenFlow switch treats them as a
distinct flow [12]. With the standard header fields of “Open-
Flow spec v1.0 conforming switch” today, the [Psec ESP-en-
crypted packets cannot be processed based on layer 4 and
above information in both transport and tunnel modes. Open-
Flow architecture also cannot deal with decrypting layer-3 in-
formation for IPsec with ESP in tunnel mode if any boundary
packet forwarder peels the new IP header off before processing
further for original layer 3 discovery and then delivery (when
VPN tunnel terminates one hop before). To sum up, OpenFlow
architecture is unable to aggregate flows of IPsec with ESP in
both transport and tunnel modes because layer-3 and above in-
formation is encrypted and therefore unreadable for OpenFlow
interface. Our method tries to find the distinguishing factor for
uniquely identifying IPsec flows and directing these flows ac-
cordingly in order to replace the packet - based behavior of
OpenFlow architecture towards IPsec with flow-based behav-
ior. We argue that through our proposed method, in the Open-
Flow environment we can overcome the abovementioned obsta-
cles in the core network.

Fig. 4(a) shows the baseline scenario in which A tries to es-
tablish a secure communication with B via [Psec. It is possible
that A acts as a remote access server which serves many cli-
ents or shares files with them via IPsec communication (can be
KS in GDOI-like implementation). R,, Rs, R4 and Rs form the
core network elements in which Openklow architecture is em-
ployed. R; and Rs can be thought of as security-aware gateways
between which IPsec tunnel mode is constructed. In the trans-
port mode of IPsec, they can be seen as local routers while end
hosts address immune communication directly.

The dashed arrows indicate the conduits for the OpenFlow
controller to securely talk to OpenFlow switches across the
core network by OpenFlow protocol. Without our proposed
method, IPsec packets from endpoint A to B in the figure
reaching R, cannot be treated as a flow and should be sent to
the OpenFlow controller one by one for decision - making if
they are encrypted with ESP (unreadable layer 3 and above in-
formation). This will degrade network performance and impose
a huge processing burden on the Openklow controller within
the core network. This is because each IPsec packet is treated
with packet-based behavior by being encapsulated and sent to
the OpenFlow controller for decision-making one by one. Our
goal is to aggregate IPsec packets associated with each secure
communication and forward them as flow satisfying arbitrary
routing policies of the core network for instance. This might be
the case if in an attempt to assign a specific physical route

which highly considers security countermeasures and thus is
more trustworthy for the IPsec communications (or other traffic
engineering tasks such as seeking more available bandwidth),
[Psec flows are separated from other flows and then forwarded
through this route. Another use case as we will discuss is when
more than two endpoints as group members participate in se-
cure group communications over IPsec via GDOL.

Fig. 4(b) shows that R, through our method will eventually
separate [Psec flow from other incoming traffic sent by R,
such as http, and direct it via capable and highly trustworthy R,
-to-R;-to-Rs links to Re as the egress point. In packet-based be-
havior of OpenFlow architecture, encrypted packets must be
encapsulated and then traverse the OpenFlow controller one
by one for further processing. Nevertheless, we aim to aggre-
gate [Psec traffic at R, and treat it as a flow without involving
the OpenFlow controller’s resources for processing each pack-
et individually. Specifically, while the problem was that when
packets are encrypted using ESP, the flow identifiers are en-
crypted and hence cannot be used to distinguish flows, we pro-
pose using the SPI of IPsec within the OpenFlow architecture
as the distinguishing factor for uniquely identifying [Psec flows

Core network @

Controller

(a) S 1Psec packet (Packet-based behaviour)

Core network @

Controller

(b) IPsec flow (Flow—based behaviour)

NOX: network operating system

A Figure 4. (a): Each IPsec packet is treated with packet-based behavior
by being encapsulated and sent to the OpenFlow controller for further
decision making one by one. (b): Flow-based behaviour through our pro-
posed method, aggregation of given IPsec traffic along with its separa-
tion from other IPsec traffic in the core network have been accom-
plished.
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and directing these flows accordingly.

The functionality of our design is irrespective of IPsec
modes or protocols. This makes the remedy flexible enough to
cope with all four different encapsulations (Fig. 2). However,
because the security database (SDB) construction on the Open-
Flow controller is slightly different in transport mode than in
tunnel mode, we bring two scenarios here for different modes.
The design needs to consider the fact that network elements in
the core network are simple packet-forwarders that are security
-unaware (backward compatible to “OpenFlow spec v1.0 con-
forming switches”). In other words, we cannot expect any cryp-
tographic processing on these OpenFlow switches. They are on-
ly capable of finding a simple match for each incoming packet
against their flow-table and taking a particular action, like for-
warding, and subsequent packets of the same match according-
ly to treat them as a flow.

However, this flexibility acquired through the simplicity of
OpenFlow architecture cannot distinguish “between” IPsec
flows, which is now needed to adapt to secure group communi-
cation in GDOI-like architecture for instance. This is due to
the fact that the distinguishing factor (if residing in layer-3 or
above) is encrypted in the ESP protocol. Each incoming packet
encrypted by IPsec with ESP needs to be forwarded to the
OpenFlow controller if any information above the IP layer is re-
quired for flow-table match-finding.

3.2 Considerations for ESP in Transport Mode

In section 2.3, the first set of messaging between end-devic-
es forms the secure channel over which the transmitters com-
municate. Once the agreement by end - devices has been
reached (IKE phase 2 finished), SAs are established separately
for each direction by A as well as B and stored locally in their
SADBs. Here, we consider IKE negotiations between end-
points irrespective of the proposed method because SAs need
to be constructed prior to treating secure IPsec communication
as a flow. Once SAs are established via IKE, the first IP data-
gram containing the actual secure data onwards can be han-
dled with the proposed design as a flow. Finding a match for
header fields listed in Fig. 1b for IPsec on an OpenkFlow switch
and forwarding based on that fails because end-to-end secure
communication ensures that the transmission is unreadable to
any entity in the middle when it is ESP for layer-3 and above
[12]. On the other hand, these fields are considered as assets
accessible only to end-entities who might be reluctant to share
them with third parties. The OpenFlow controller initially de-
termines each flow with the aid of the first packet of the com-
munication. This is reasonable because in the beginning, the
flow-table has no entry of the flow information before launch-
ing the communication. Nevertheless, for [Psec flows, the rele-
vant information is an asset (secret) and thus only both ends
have access to it. Because SAs are formed in each direction,
each end device is responsible for sharing the required infor-
mation (here SPI) with the OpenFlow controller prior to travers-
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ing the actual flows. Another approach is to let the controller it-
self infer the SPI because the controller can intercept all [Psec
session setup traffic and learn the SPI used between hosts.
The SPI acts like a cookie for IPsec where for A-to-B secure
communication (two ends, not a group), B firstly determines
the SPI value for A-to-B SA and announces it via IKE to A who
then carries it in its header field (either AH or ESP header) of
[Psec packet(s) to B in plaintext. Consequently, in theory, ei-
ther A as the data originator should share the received SPI
specified by B to the OpenFlow controller or the controller it-
self infers it directly by intercepting IKE messages.

Upon establishing each SA, the end - device populates its
SADB table locally with the relevant security related informa-
tion. So far, only A and B in Fig. 4 are aware of the security
credentials pertaining to IPsec communication between one an-
other. Each SA in each direction can be associated with an SPI
number. Subsequently, 2% different SAs can theoretically be
established and differentiated between two end-hosts on each
site. The SPI is the same for different sequence numbers of
the same IPsec communication in a unidirectional manner, and
this makes it an appropriate candidate as well as a distinguish-
ing factor among various flow header fields in the design (with
more than two entities, SPI also remains the same within a
group domain in GDOI). To sanitize it more, bear in mind that
[Psec is an immune communication from one sender to another
receiver in a one-way direction in which the relevant SA is as-
sociated with an SPI carried within AH/ESP headers in plain-
text. As a result, for the receiving party, this SPI determines
the corresponding SA and thus how the IPsec packet (and re-
sultant flow) will be processed based on the security policy al-
ready agreed on mutually via IKE.

Back to Fig. 5(a), we suggest that B shares the SPI with the
OpenFlow controller either through in-band (if controller inter-
cepts IKE messages and infers SPI base on them) or out-of -
band channels for secure transmission A-to-B before dissemi-
nating the actual data. A might have big data and be willing to
transmit it in a secure manner to B for instance. The dashed
blue arrow reveals the process of handing out the SPI to the
OpenFlow controller. Our method requires a SDB on the Open-
Flow controller. This SDB contains security related informa-
tion for IPsec communications. The amount of security creden-
tials shared with the OpenFlow controller is in the end-host’s
hands. However, our design emphasizes that for flow-based be-
haviour towards IPsec within OpenFlow architecture, SDB
should be populated with SPI at least. In IPsec transport mode,
original layer 3 information is also added. Upon sharing SPI
with OpenFlow controller by B, the OpenFlow controller must
perform an existence check against SDB looking for the an-
nounced SPI. If duplicated SPI coexists, the OpenkFlow control-
ler should use original layer 3 information as complementary to
SPI to uniquely identify the IPsec conversation and update the
packet forwarders on the way accordingly. Next, we introduce
our new flow header fields for OpenFlow interfaces on the
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switches which contain the new field “SPI” in tuple below in
addition to that already mentioned Fig. 1b: {Forwarding Port,
VLAN ID, Source MAC, Destination MAC, Ethernet Type,
Source IP, Destination IP, IP Protocol, Source TCP, Destina-
tion TCP, SPI}

The SPI in plaintext is carried within AH/ESP headers.
Therefore, OpenFlow switches are able to detect it directly.
The addition of the SPI header field is backward compatible
with OpenFlow spec v1.0 conforming switches and does not
deem that network elements have any cryptographic capabili-
ties and thus is scalable at the minimum cost.

In a similar way to Fig. 5(a), with Fig. 5(b), A, B and C form
a group for secure communication in multicast from A to both
B and C with the same method in a GDOI-like manner. The
group is associated with SPI = 123 and OpenFlow forwarders
are updated accordingly. R, now forwards the incoming pack-
ets with SPI = 123 to both R; and Rs to form the IPsec flow for

the group under the common SA.

3.3 Considerations for ESP in Tunnel Mode

The main difference is that in tunnel mode the original layer
3 information is itself encrypted. Consequently, the OpenFlow
controller stores new IP source and destination information in

addition to SPI within its SDB at the minimum. This informa-
tion is needed in case the same SPI has been already installed
within SDB and thus more information is required to uniquely
identify an IPsec flow. In our scenario, the OpenFlow control-
ler now makes the decision to forward IPsec flows fulfilling its
local routing policy and goals by updating appropriate switches
* flow-tables while the end to end security is still guaranteed.
However, in addition to other header fields, SPI will now also
be included for determination of IPsec flows.

To sum up, as the flow header fields defined for OpenFlow
spec v1.0 conforming switches indicate in Fig. 1(b), some origi-
nal flow identification information such as TCP/UDP headers
become unavailable with IPsec ESP encrypted traffic for in-
path OpenFlow switches to identify/distinguish. With the aid of
SPI, which is unencrypted but authenticated in ESP Tunnel
Mode, for example, we propose that in-path OpenFlow switch-
es should not only read SPI but can also differentiate [Psec
flows accordingly. Using SPI information for classification re-
quires the architecture to embed a mechanism to notify the con-
troller of updates on the SPI values through either in-band or
out-of-band mechanisms, such as interpreting IKE negotiations
(this can be done prior to actual end-to-end secure communica-
tion or through interpreting the first packets of a given IPsec
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flow by the controller). No matter which, the controller using
this mechanism needs to update in-path OpenFlow switches of
the given SPI so that it can be read and interpreted for the
broad range of intended flow definitions, presuming that our
new flow header fields are in place for OpenFlow interfaces on
the switches which contain the new field called “SPI” (in addi-
tion to the ones defined for Openklow spec v1.0 conforming
switches displayed in Fig. 1(b)).

Besides the merits achieved by integrating [Psec flows into
OpenFlow architecture such as secure group communications
based on GDOI standard as discussed in section 4, classifying/
policing/shaping [Psec flows let us meet different end-to-end
QoS goals in networks as [12] also points out. For instance, us-
age of SPI within our proposal here enables the OpenFlow
switch to perform class-based queuing (CBQ) whereby crypto-
graphically protected traffic among different applications, us-
ers (or groups), user affiliations and so forth can be distin-
guished with an improved level of granularity. Remember that
CBQ also accomplishes priority queuing where the preference
with which the flows are serviced (can be reliant on service lev-
el agreements (SLAs) between different domains for instance)
as well as the amount of the queued traffic for them are deter-
mined.

4 Use Case: Secure Group Communication
Based on GDOI

Traditionally, point-to-point tunnels between VPN gateways

were used to carry authenticated and encrypted traffic from
one site to another (two ends). For secure group communica-
tion with GDOI, encryption/authentication is separated from
transport. The merit of this is that secure communication be-
tween various sites (more than two) is possible without any tun-
nels between these branches. This does open the door also for
the OpenFlow architecture in the core network eliminating any
need for erypto functionality to address transport requirements.

In Fig. 6 (left), we tried to emulate through Cisco infrastruc-
ture [13] GDOI between three nodes, namely, R, R; and R,
(can be thought of as A, B and C in Fig. 5(b)) as the GMs. R2,
R; and R, with assigned IP 10.0.0.1/24, 10.0.0.2/24 and
10.0.0.3/24 (all on one subnet), respectively, form a group look-
ing for secure communications through GDOI. R1 will play the
role of KS in there. It is likely that the OpenFlow controller
serves as the KS. SW1 will represent the core network, which
is OpenFlow equipped with our method to respect distinct IP-
sec flows. GDOI can operate over all the core technologies
and therefore must remain infrastructure-independent. The ob-
jective here is to eavesdrop on the SW1 after proper GDOI im-
plementation between Rz, R; and R, via Wireshark to infer the
SPI associated with this group domain. Wireshark Flow Graph
(Fig. 6). captures all the encrypted communications on the sub-
net within the group (10.0.0.0/24) after GDOI implementation
showing that all the group members share the same SPI for IP-
sec ESP for the group domain communications. SW1 is re-
quired to respect our method through the ability to “distin-
guish between” IPsec flows using SPI in order to integrate the

ESP: encapsulating security payload
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A Figure 6. Left: baseline scenario in GNS3; R,, R; and R, are willing to form a group based on GDOL. Right: Wireshark Flow Graph highlights the
captured SPI. The same SPI is used amongst all the group members for secure group communications after proper GDOI implementation.
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notion of secure group communication within SDN. Despite
AH, in IPsec with ESP, encryption makes payload and the ulti-
mate transmitters’ identifications meaningless to the eaves-
droppers. This highlights the main use case for our method
within OpenFlow. R,, R; and R4 were already coded for multi-
cast OSPF as well as PIM to generate some multicast traffic be-
fore and after GDOI implementation to highlight the role of
this IPsec-based group control protocol. As Fig. 6 (right) re-
veals, upon finishing GDOI implementation, all the communi-
cations originating from GMs (R,, R; and R,) destined for any
multicast address including 224.0.0.5 (for multicast OSPF) or
224.0.0.13 (for PIM multicast) are secured with IPsec ESP
while all the communication within this group domain is shar-
ing the same SPI.

S Conclusion and Future Work
In this paper, we have addressed the deficiency for inter-

working of OpenFlow with IPsec in both IPsec tunnel as well
as transport modes. OpenFlow architecture cannot aggregate
flows of IPsec with ESP because layer-3 and above information
is encrypted and therefore unreadable. In this paper, we have
proposed using the SPI of IPsec within the OpenFlow architec-
ture in order to uniquely identify IPsec flows and direct these
flows accordingly. This replaces packet - based behavior of
OpenFlow architecture towards IPsec with a flow-based behav-
ior and removes the obstacle of encrypted flow identifiers. We
also proposed new flow header fields for OpenFlow switches/in-
terfaces which contain SPI for switching IPsec flows. Sharing
SPI with the OpenFlow controller will not jeopardize the immu-
nity of end-to-end [Psec conversation because they are already
in plaintext. The proposed method facilitates the ability to dis-
tinguish between IPsec flows in order to integrate secure group
communication into the OpenFlow architecture. The main use
case where identifying “between” IPsec flows can be useful is
when secure group communication is required in a similar way
to GDOLI architecture as discussed.

We will carry out further works on simulating the proposed
method in order to evaluate its scalability as well as the perfor-
mance in the next step based on [14].
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' Abstract

Software—defined networks (SDN) have attracted much attention recently because of their flexibility in terms of network manage-

ment. Increasingly, SDN is being introduced into wireless networks to form wireless SDN. One enabling technology for wireless

SDN is network virtualization, which logically divides one wireless network element, such as a base station, into multiple slices,

and each slice serving as a standalone virtual BS. In this way, one physical mobile wireless network can be partitioned into multi-

ple virtual networks in a software—defined manner. Wireless virtual networks comprising virtual base stations also need to provide

QoS to mobile end-user services in the same context as their physical hosting networks. One key QoS parameter is delay. This pa-

per presents a delay model for software—defined wireless virtual networks. Network calculus is used in the modelling. In particu-

lar, stochastic network calculus, which describes more realistic models than deterministic network calculus, is used. The model en-

ables theoretical investigation of wireless SDN, which is largely dominated by either algorithms or prototype implementations.

'A Keywords

wireless software defined networks (SDN); wireless network virtualization; QoS modelling; upper bound delay; stochastic network

calculus

1 Introduction

oftware—defined networks (SDN) have attracted much

attention recently because they enable flexible net-

work management [1], [2]. The bulk of research on

SDN has focused on wired networks and OpenFlow
[3], [4], but there is an increasing tendency to introduce SDN
into wireless networks [5], [6]. SDN brings to wireless networks
the same benefits it brings to wired networks, e.g., separation
of control and forwarding planes, but it also creates some ra-
dio—specific issues [5].

One of the key enabling technologies of SDN is network vir-
tualization. Wireless mobile network virtualization enables
physical mobile network operators (PMNO) to partition their
network resources into smaller slices and assign each slice to
an individual virtual mobile network operator (VMNO). These
virtual networks are the managed in a more dynamic, cost-ef-
fective way. We call these virtualized individual networks vir-
tual wireless networks (VWNs). VMNOs pay the PMNO using
a pay-as-you-use model. Wireless network virtualization has
its real-world bearings in mobile cellular networks. Wen et al.
summarise some current trends and perspectives in wireless
virtualization [7].

The purpose of network virtualization is to provide services
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to end users. To satisfy user requirements and abide by the ser-
vice-level agreement with the customer, virtual network opera-
tors need to provide quality of service (QoS) in their networks.
One important QoS metric is network delay, which is critical
for real-time services such as voice. In this paper, we address
the delay requirements of different services (flows). A key is-
sue is how a PMNO allocates resources to an individual VM-
NO in order to satisfy service delay requirements within the
VMNO. Guarantee that this delay requirement will be met in a
VWN is a challenge to mobile network operators [14],[15].

Before allocating or scheduling resources, it is essential to
understand the behaviours of virtual networks, especially in
terms delay bounds. Although much work has been done on
modelling physical wireless networks themselves, little has
been done in the way of modelling virtual networks. Some ini-
tial work in this area can be found in [8], but the network being
considered is a mesh network. Furthermore, this model does
not differentiate physical networks from virtual networks.

As in [9], we partition a physical network node, such as a
base station, into multiple slices. This partitioning can be car-
ried out in a dynamic manner using software, i.e., supporting
software-defined radio networks. Each slice represents a virtu-
al network node.

The predominant theoretical bases for network modelling



Special Topic KN

Virtualized Wireless SDNs: Modelling Delay Through the Use of Stochastic Network Calculus

are probability theory and queue theory. In this paper, we use
a new modelling tool called network calculus, which is a set of
recent developments that enable the derivation of performance
bounds in networking [10], [11]. Applications of network calcu-
lus are wide-ranging and include QoS control, resource alloca-
tion and scheduling, and buffer and delay dimensioning [10].
We have previously researched the use of network calculus in
wireless sensor networks [12]. Our recent work [13] extends on
this, moving into the new area of wireless network virtualiza-
tion but using deterministic network calculus. Deterministic
network calculus cannot describe service flow distribution or
characteristics and thus cannot realistically model real - world
scenarios. In this paper, we go one step further and use sto-
chastic network calculus, which enriches the expressiveness of
the service flow and is thus a more realistic modelling tool.
The technical aim of this paper is to propose a delay model
for VWN under a more realistic service flow model using sto-
chastic network calculus. This paper makes the following main
contributions:
® [t mathematically describes the different roles of a typical
VWN system using stochastic network calculus.

® [t describes a delay model for the above virtual wireless net-
work by expressing network delay in its upper bound and in
a closed -form manner. The proposed model can help ana-
lyze delay guarantee for per-flow granularity.

We do not consider a particular networking technology, such
as Wi-Fi or LTE-A. The proposed model is generic enough to
be applicable in any network.

2 Related Work

SDN, represented by OpenFlow, has been successful for in-
novating on network operations and service provisioning. It al-
so reduces complexity in terms of network configuration and
management. Costanzo et al. identify the benefits of SDN for
wireless and mobile communications, although their exemplar
is a wireless personal area network [6].

Network virtualization is a strong enabler of wireless SDN
because it provides a flexible, efficient way of deploying cus-
tomized services on a shared infrastructure [14], [15]. Recent-
ly, wireless virtualization has attracted attention because of it
benefits in several scenarios [9], [16], [17].

A lot of research has been done on wireless network virtual-
ization [9], but there is a lack of formal modelling of wireless
virtual networks. System modelling can be a useful means of
studying the fundamental features of a system. In this paper,
we aim to fill this gap by providing a model for virtualized wire-
less networks. In particular, we focus on one important feature
of virtual networks: network delay.

There are various approaches to delay-aware resource con-
trol in wireless networks. Tao et al. investigate the resource-al-
location problem in a multiuser OFDM system with both delay-
constrained and non-delay - constrained traffic [18]. However,
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they do not discuss the affect of the delay mechanism on perfor-
mance. Another approach is to convert average delay con-
straints into equivalent average rate constraints using queuing
theory [19], [20]. These approaches are linked to a particular
resource - allocation or packet - scheduling algorithm and are
thus specific to the corresponding algorithms. We provide a
more generic model of wireless virtual networks that is agnos-
tic to resource-allocation algorithms and specific network tech-
nology. In our recent work [13], we describe a more expressive
network-modelling tool, called stochastic network calculus.

Stochastic network calculus is used to analyze performance
guarantee in information systems [21], [22]. It has its founda-
tions in the min-plus convolution and max - plus convolution
queuing principles, and it has tremendous potential in dealing
with queuing-type problems. It complements classical queuing
theory [21]. In [22], Ciucu et al. discuss sharp bounds in sto-
chastic network calculus. Stochastic network calculus has can
be used to compute per-flow queuing system metrics in a uni-
fied manner for a large class of scheduling algorithms. Further-
more, the per-flow results can be extended in a straightforward
manner, from a single queue to a large class of queuing net-
works that are amenable to convolution-form representation in
an appropriate algebra.

Here, we summarize representative work in which network
calculus is used to model QoS parameters, in particular, delay.
In [23], network calculus is used to compute the delay of indi-
vidual traffic flows in feed - forward networks under arbitrary
multiplexing. In [24], the maximum end-to-end delay is calcu-
lated, again for feed-forward type networks. In [25], Schmitt et
al. propose an analytical framework for analyzing worst - case
performance and to dimension resources in a sensor network.
In [26]-[28], the authors present research on the deterministic
performance bound on end-to-end delay for self-similar traffic
regulated by a fractal leaky bucket regulator in an ad hoc net-
work [26], wireless sensor network [27], and wireless mesh net-
work [28]. Working with the concept of flows and micro-flows,
Zhang et al. [12] use arrival curves and service curves in net-
work calculus to propose a two-layer scheduling model for sen-
sor nodes. The authors develop a guaranteed QoS model that
includes upper bounds on buffer queue length, network delay,
and effective bandwidth. In [29], Azodolmolky et al., describe
the functionality of the SDN switch and controller and present
an analytical model, based on network calculus theory, for de-
lay and queue length boundaries of the SDN switch and buffer
length of the SDN controller and SDN switch. In [6], Costanzo
et al. present a complete SDN for wireless personal area net-
works and call it software-defined wireless network (SDWN).

3 Description of System Model

Fig. 1 shows a virtual wireless network with virtual queue,
the benefit of which is described in [13]. Each slice is allocat-
ed a virtual queue in the hosting physical network or network
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node. All these virtual queues share the data rate capacity of
the physical network node, i.e., the physical BS under the con-
trol of a scheduler. The scheduler takes into account the QoS
requirements of the slices when scheduling resources. Each
slice, denoted Si, S, ..., S., represents a virtual base station.

Fig. 1 highlights the following two key elements in a virtual-
ized network: physical BS and virtual BS (i.e., slice). Each
slice represents a virtual mobile network (VMN) and has a
slice ID. A slice is used by many end users, i.e., ui, w2, us**+ w,.
A user is physically represented by a mobile node in the net-
work and may have multiple flows, i.e., Fii, Fi., F.i, F.... For
example, the smart phone may be used to check emails while
listening to music online. Here, email and music each repre-
sents a flow F,.. The biggest differentiator between flow types
is the delay requirement. Voice flow has more stringent delay
requirements than non-real time emails. A flow represents a
session, and each flow has an ID.

Fig. 1 shows the relationship between the four key elements
in a WVN: physical BS, virtual BS, users, and flows. Packets
from different users and of the same type (e.g., real -time) are
denoted U: and are put into the same queue in a slice. A leaky
bucket source model is used to regulate the flows of each slice
queue because this model is simple and practical. A leaky
bucket regulator is applied to each slice queue to both regulate
the flows so that non-rule flows can be controlled in certain
conditions. A flow regulated by the leaky bucket regulator is
given by envelope a(t) [12]:

alt)=r-t+b, Vi=0 1)

where b is the burst parameter, r is the average arrival rate,
and ¢ is time.

4 Proposed Upper Bound Delay Modelling

Using Stochastic Network Calculus
In this section, we describe the above wireless SDN system
using stochastic network calculus. Then we deduce the delay

upper bound for this wireless SDN model. Detailed information
about stochastic network calculus can be found in [21], [22],
and network calculus in general is described in [10]. Notations
used in this paper are listed in Table 1.

4.1 System Description Using Stochastic Network Calculus

We model the wireless SDN presented in section 3 using sto-
chastic network calculus. The process of the model is as fol-
lows: First, a flow enters a virtual BS and is regulated by a
leaky bucket regulator (1). The arrival curve is denoted o(t).
Second, we assume a first come, first served (FCFS) strategy
for a queue. This is reasonable because the packets in the
same queue are of the same service type. Other more compre-
hensive queuing strategies may be applied here as well. Final-
ly, the aggregated flows from a slice are scheduled in the same
way that a generalized processor sharing (GPS) server would
schedule them in a physical BS [30]. The system is further ex-
plained as follows:
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VTable 1. Notations
r average arrival rate of flows
b burst parameter of flows
a(t) arrival curve of a flow passing through a physical BS
B(t) service curve ofphysical BSs
Bi(t) service curve of slice 7
i weight of slice 7

p network bandwidth utilization
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AFigure 1. Virtual wireless network and its roles.
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The parameters in (2) to (5) are shown in Table 1. The flows
of the slice i obtain the bandwidth weight. The sum bandwidth
of the slices is, at most, the total bandwidth of the physical BS.
Each slice entering the physical BS has a certain service curve
that is not only decided by the total service curve of the physi-
cal BS scheduler but also the arrival curve of the slice.

4.2 Proposed Delay Model
Proposition 1: In an interval [0, ¢], the least stochastic upper
delay bound of physical BSi can be computed using

PeD,()=d] < nf{{exp{ ~8e,pR-(1~T+d)}

th
lr,£l+b

Sl e d) ©
Tk 1{rlk(z+d)+b

(expé‘iﬁ Rk d)+h,))- )+1}}

(exp{d, e +b,)f - 1)+ 1}

The symbol Pr{Di(t) = d;] represents the probability that the
delay of the flows passing through the slice ¢ is greater than d.
When the value of the right side of (14) is at the minimum, we
obtain parameter 8. The other parameters are shown in Table
1. Service rate and latency are the two key parameters of the
physical BS; the former is equivalent to the network band-
width, and the latter is the maximum service delay of the physi-
cal BS.

Proof: We can derive (7) from (2) and (3):

Biro=3610= 3,60+ 260=
N )
Zfﬁj(l) + Z[ ,LLJ Bl(l)J = Z{B’(l) + ;Bl(t)
From (7), we have
B0)= a{ﬁ@-p - Zﬁjm) ®
g, = \fu’
where zMj

From (10) and (17) in [31], we obtain

r..°t

ik
it

E[exp{ﬁai_k(t)}] < '(exp{ﬁai’k(t)} - 1) +1 9)

Q

~

Substituting (5) into (9) gives

°t

Elexp{a,()}] < HL:I; i -(exp{éai’k(t)} - 1) + 1} (10)

k=1
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Then, using Chernoff’s Bound Theorem gives
Pr[XBx] Sexp{—Sx}‘E[exp{tsX}], Vé6=0 (11)
Using network calculus [10] gives

D,(t)< sup{inf{d, =0

s=0

() <B(t+d)}} (12)
From (12), we get the following:

Pr[D.(t)=d]=Pr[a,()=B,t+d)| (13)

Substituting (4) and (8) into (13), we get

Pe[D,()=d] < P{ai(t) > a{ﬂ(t +dyp- zaj(; " di)j
(14)
< Pr{ai(t) + gizaj(z +d)=e.pB(t+ d,.)}

We can derive (6) from (9), (10), (11) and (14).

5 Numerical Results and Analysis

5.1 Network/Flow Parameter Setup

The two-level model shown in Fig. 1 and described section 3
is used for all physical base stations. The service curves B(t) of
the physical base stations are given in (8). Slices 1 to 3 are de-
noted A(z),
the evaluation results. We assume that A(f) contains three
flows: Ai(t), Ais(t), Ais(t); we assume that As(f) contains two
flows: A2.(t) and A,(t); and we assume that As(f) contains one

A(t) and As(), respectively, and are used to show

flow: As,(t). Here we assume that every flow is regulated by the
leaky bucket regulator a(t) (1). Without loss of generality, we
specify the reservation of bandwidth weight for each slice ac-
cording to the size of the flows. The bandwidth weight w; of the
slices, the average arrival rate ;. , and the burst parameter b,
of the six flows are shown in Table 2.

In terms of evaluation, we investigate network delay as a
function of both flow arrival rate and service rate of the physi-

cal BS.

5.2 Network Delay

Figs. 2, 3, 4 and 5 show the impact of the same set of vari-
ables, i.e., d, R, T and p, on Pr[D = d] of a virtual slice. Figs.
6, 7, 8 and 9 show, respectively, the curved surface of the up-
per bounds on the delay probability as a function of a) the de-
lay and service rate, b) the service rate and latency, c¢) the ser-
vice rate and network bandwidth utilization, and d) the latency
and network bandwidth utilization for slice 1.

Fig. 2 shows the delay probability curves as a function of de-
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lay. Pr{D = d] of Ai(¢), Ax(t) and As(t) decreases slightly and lin-
early in relation to d and is almost insensitive to d when traffic
for each flow is relatively small. In Fig. 2, if d = 0.52, Pr[D =
d] of Ai(t), Ax(t) and As(¢) is 0.1414, 0.0645 and 0.0134, respec-
tively. If d = 0.56, Pr{D = d] of Ai(t), Ax(t) and As(r) is 0.1224,
0.0527 and 0.0098, respectively. Fig. 3 shows how Pr[D = d]
decreases as R increases and how Pi{D = d] approaches 0 for
all slices. This exponential trend suggests network bandwidth
is critical to Pr{D = d]. In Fig. 3, if R = 20, Pr[D = d] of Ai(¢),
As(t) and As(r) is 0.6628, 0.5744 and 0.4176 respectively. If
R =100, Pi[D = d] of Ai(), Ax(t) and As(z) is 0.1269, 0.0555

VTable 2. Parameters of the Three Slices and Their Flows

Burst Tolerance

Avg. Arrival Rate

Slices A:(t)  Weight w;  Flows A..(t) 1 (Kbis) bx(Kb)
1 240 400
Ait) 045 2 320 360
3 400 260
1 450 420
As(t) 0.35
2 350 360
A1) 0.20 1 700 550
0.16
—— slicel
0.14 —@— slice2
: —A— slice3

0.08

PD>d]

0.06

0.04

0.02

0.50 0.52 0.54 0.56 0.58 0.60
Delay (ms)

AFigure 2. Pr[D= d] vs. delay for R=100, 7= 0.001, £=0.025, p=1.
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0.7
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AFigure 3. Pr[D = d] vs. service rate for d=0.55, T=0.001, £=0.025, p=1.
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and 0.0106, respectively.

Fig. 6 shows the joint impact of d and R on Pr{D = d] of A,
(¢). Pr[D = d] increases as both R (network bandwidth) and d
decrease. The impact of R on Pr[D = d] is more obvious than
that of d. Fig. 4 shows how Pr[D = d] increases in relation to T
(maximum service delay). Pr[D = d] starts slow but increases
much more significantly as T increases and the network be-
comes more loaded or even congested. This trend applies to all
slices, and the heavier the slice load, the more obvious the
trend is. In Fig. 4, if T = 0.1, Pr[D = d] of Ai(t), Ax(t) and As(t)
is 0.1812, 0.0918 and 0.0234, respectively. If T = 0.5, Pr[D =
d] of Ay(t), Ax(t) and As(z) is 0.7649, 0.7034 and 0.5741, respec-
tively.

Fig. 7 shows the curved surface of Pr{D = d] as a function of
R and T. Pr{D = d] decreases as R increases and T decreases.
Fig. 5 shows how the effect of p on Pr{D = d] is roughly the
same as that of R on Pr[D = d] (Fig. 3).

Fig 8 shows the joint effect of p and R on Pi{D = d], and
Fig. 9 shows the joint effect of p and T on Pr{D = d]. The joint
effect of p and R is complex: Pr[D = d] increases as R decreas-
es (Fig. 3) and decreases as p increases (Fig. 5). Pr[D = d] in-

1.0 -

ool slicel
. —@— slice2
08F  —&— slice3

0.7 -
= 06
g 0.5
& 0.4

0.3

1
0.1 0.2 0.3 0.4 0.5 0.6 0.7
Latency (ms)

AFigure 4. Pr[D= d] vs. latency for R=100, d=0.55, t=0.025, p=1.
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0.1

0 Il Il
0 0.2 0.4 0.6 0.8 1.0

Bandwidth utilization

AFigure 5. Pr[D = d] vs. bandwidth utilization for
R=100,7=0.001, d=0.55, £=0.025.
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AFigure 6. Pr[D= d] of Ai(¢) vs. delay and service rate for
T=0.001, £=0.025, p=1.
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AFigure 7. Pr[D = d] of A(¢) vs. service rate and latency for
t=0.025,d=0.55p=1.

creases as T increases and decreases as p increases (Fig. 9).

In summary, the parameters of the flow regulators and ser-
vice curves in the physical BS and virtual BS play an impor-
tant role in modelling guaranteed delay. In particular, Pr[D =
d] decreases as d decreases; Pr[D = d] decreases as R increas-
es; Pr[D = d] decreases as p increases; and Pr{D = d] decreas-
es as T decreases. To improve network performance and guar-
anteed delay in an SDN, certain mechanisms can be used to re-
duce Pr[D = d]. These mechanisms may involve rational sched-
uler parameters, such as network bandwidth and maximum ser-
vice delay.

6 Conclusion and Future Work

In this paper, we have proposed a simple but realistic model
for describing the upper bound delay of a wireless virtual net-
work in the context of SDN. The model takes into account ser-
vice flows, which represent service types, and virtualized net-
works, as presented by slices. In particular, we have used a fin-
er system modelling and performance analysis tool, called sto-

AFigure 8. Pr[D= d] of A(t) vs service rate and bandwidth utilization
for T=0.001, £=0.025, d=0.55.

Pr{D>d]

PR 02 (me)

0°=0 Latency

AFigure 9. Pr[D= d] of A(¢) vs. latency and bandwidth utilization
for R =100, £=0.025, d=0.55.

chastic network calculus, to describe the proposed model. We
also deduced closed-formed formulas for the upper bound de-
lay. In future work, we will propose a scheduling algorithm
based on the above QoS model. Another area of future work is
to extend the model to include other network parameters, such
as throughput.
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'A Abstract

In a data center network (DCN), load balancing is required when servers transfer data on the same path. This is necessary to

avoid congestion. Load balancing is challenged by the dynamic transferral of demands and complex routing control. Because of

the distributed nature of a traditional network, previous research on load balancing has mostly focused on improving the perfor-

mance of the local network; thus, the load has not been optimally balanced across the entire network. In this paper, we propose a

novel dynamic load-balancing algorithm for fat-tree. This algorithm avoids congestions to the great possible extent by searching for

non-conflicting paths in a centralized way. We implement the algorithm in the popular software-defined networking architecture

and evaluate the algorithm’s performance on the Mininet platform. The results show that our algorithm has higher bisection band-

width than the traditional equal-cost multi-path load-balancing algorithm and thus more effectively avoids congestion.

'A Keywords

data center network; software-defined networking; load balancing; network management

1 Introduction

n a data center network (DCN), a large number of serv-

ers are connected together by high - speed links and

switches [1]. A traditional DCN architecture typically

has a multi-rooted tree topology. Usually, such archi-
tecture has a two-tier or three-tier data-switching structure that
can accommodate tens of thousands of servers. However, with
the emergence of new services in recent years, the limitations
of traditional tree-based DCNs have been exposed. These limi-
tations include poor scalability, low link utilization, and re-
source slicing. To overcome these limitations, DCN architec-
tures such as fat tree [2], PortLand [3] and BCube [4] have
been proposed. Of these, fat tree is the simplest, easiest to de-
ploy, and most used.

In the fat tree, routing tables are configured statically [2]. Al-
though the algorithm for managing table configuration distrib-
utes flows evenly over multiple links, the network becomes un-
balanced when forwarding for an increasing number of applica-
tions. When the network becomes unbalanced, several flows
compete for the same links while other links remain idle. Also,

This work is supported by the National Basic Research Program of China
(973 Program) (2012CB315903), the Key Science and Technology
Innovation Team Project of Zhejiang Province (2011R50010-05), the
National Science and Technology Support Program (2014BAH24F01), 863
Program of China (2012AA01A507), and the National Natural Science
Foundation of China (61379118 and 61103200). This work is sponsored by
the Research Fund of ZTE Corporation.

the traffic in a DCN comprises many small, transactional -type
remote procedure call (RPC) flows and only a few long-lived
flows, which require the majority of the bandwidth. If long -
lived flows collide on some links, network performance is great-
ly reduced.

This problem is compounded by the unpredictability of data-
forwarding demands because multiple DCN applications ran-
domly request a path at runtime. Because of dynamically
changing data flows, the routing in a DCN cannot be changed
in time to avoid congestion. Current work on this problem
shows that performance can be improved by spreading flows
onto multiple paths on every node in a distributed way. Howev-
er, this does not equate to optimal load balancing across the en-
tire network. Software - defined networking (SDN) has a great
advantage in that it provides a global network view and can op-
timize the network by controlling the data plane in a very cen-
tralized way.

SDN [5] separates the control plane from the data plane in
traditional routers. The data plane still remains in network de-
vices and is responsible for forwarding packets at high speed.
The control plane is passed to the SDN controller and controls
the underlying network.

Thus, the underlying network infrastructure is abstracted from
applications, and network state and intelligence are logically
centralized in the SDN controller. This provides researchers,
enterprises, and carriers with unprecedented network program-
mability, automation, and control and enables them to build
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highly scalable, flexible networks that can rapidly adapt to
changing business needs. In other words, we can control the
network from a global perspective according to the information
maintained by the SDN controller.

SDN creates new opportunities to balance the load of a
DCN. Because of the distributed nature of a traditional net-
work, previous research on DCN load balancing has focused on
each network node, but not enough consideration has been giv-
en to load balancing across the entire network. However, SDN
enables centralized control, and the SDN controller can view
several aspects of the entire network, e.g., topology, flows, and
link utility. This is an advantage when balancing the load
across the DCN.

This paper describes an improved fat-tree architecture and
dynamic load-balancing algorithm (FTLB). The algorithm regu-
larly collects flow information from edge switches and uses the
network view stored in the SDN controller to compute new
paths for large flows whose paths conflict with other flows’
paths. Then, FTLB tells the switches to modify relevant flow ta-
ble entries to route large flows through new paths. Our goal is
to better balance the load on fat tree by allocating non-conflict-
ing paths for long-lived flows and preventing these paths from
colliding on the same physical links.

We evaluate FTLB by emulating a fat-tree DCN topology on
Mininet. This topology comprises 128 hosts. We use three com-
munication patterns to generate synthesized data traffic in a
DCN. The experiment results show that FTLB improves the bi-
section bandwidth by up to 50% that which is possible using
the traditional equal-cost multipath (ECMP) approach.

The rest of the paper is organized as follows: In section 2,
we describe the fat - tree architecture and improved fat - tree
based on SDN; in section 3 we propose the FTLB algorithm for
load balancing; in section 4, we evaluate the experimental re-
sults; in section 5, we discuss related work; and in section 6,
we conclude the paper.

2 Architecture

Fat tree is a new DCN architecture proposed by Al-Fares in
2008 [2]. It is based on Clos topology [6] and provides full
bandwidth for communication between any two in a DCN. Fig.
1 shows a k-ary fat tree. The architecture comprises edge
switch layer, aggregate switch layer, and core switch layer. A
k-ary fat tree contains k pods, each of which contains £/2 k-
port edge switches and k/2 k-port aggregate switches (Fig. 1).
Each edge switch use k/2 ports to connect to k/2 servers, and
the remaining k/2 ports connect to k/2 aggregate switches in
the same pod. Similarly, £/2 ports of each aggregate switch con-
nect to k/2 edge switches, and the remaining £/2 ports connect
to core switches. Because the total number of aggregate switch
uplink ports equals the total number of core switch ports, the
number of k-port core switches is (k/2)’. Each core switch has
one port that connects to each pod; that is, the i-th port of each
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core switch connects to pod i.

In the fat-tree, the routing tables distribute flows evenly be-
tween aggregate and core switches so that the bisection band-
width is maximized. To do this, the routing tables use a two-lev-
el match: the main routing table uses a prefix match (i.e., left-
handed, /m prefix masks of the form 1"0"™), and the secondary
routing table uses a suffix match (i.e., right-handed, /m suffix
masks of the form 0*™1"). Each entry in the main routing table
has a potential pointer to a secondary routing table of (suffix,
port) entries. A prefix match terminates if it does not contain a
pointer to a suffix match. If the prefix-matching search yields a
non-terminating prefix, then the matching suffix in the second-
ary routing table is found and used. Prefix matching is used by
edge and aggregate switches to route flows destined towards
the pod they stay in. Suffix matching is used by edge and aggre-
gate switches to spread the flow between aggregate and core
switches according to current switch ID and destination host
ID. Core switches only use prefix matching to route flows to
corresponding aggregate switches in the destination pod.

The advantage of the fat tree is that all the network devices
are identical, and cheap commodity parts can be used for all
the switches in the architecture. Furthermore, the fat tree can
be rearranged and is non-blocking. This means that link utiliza-
tion is relatively high. In addition, a k-ary fat tree can accom-
modate k'/4 servers if we use 48 -port switches. This means
that fat tree can contain 48 pods, each of which contains 24 ag-
gregate switches and 24 edge switches. Therefore, the whole to-
pology can contain 27,648 servers, and fat tree is relatively
scalable.

Fat tree provides different paths for the communication be-
tween any two servers. However, because of the limited num-
ber of core switches and static routing tables, performance may
deteriorate when several flows compete for the same link re-
sources, and some links may remain idle. Therefore, we need
to make full use of the multiple paths between any two servers
and improve the routing algorithm in order to dynamically bal-
ance the network load.

In the existing DCN, the load - balancing methods tend to
make use of local link information and therefore are only capa-
ble of partial load balancing, not overall network load balanc-
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ing. However, the SDN controller has an overall view of the
DCN, so we can combine DCN with SDN to create a fat-tree ar-
chitecture based on SDN (Fig. 2). The architecture in Fig. 2 is
different from traditional fat-tree architecture in that it has a
centralized SDN controller, called OpenFlow controller (OF

OpenFlow controller

Core layer

Pod 0 Pod 1

AFigure 2. New fat-tree architecture based on SDN.

controller) [7], and OpenFlow switches are used as network de-
vices. Each OpenFlow switch connects to the OpenFlow con-
troller through a secure channel using transport layer security
(TLS). An OpenFlow controller uses a standard interface pro-
vided by OpenFlow switches in order to update the flow tables
on those switches and control the forwarding behavior of the
underlying network. Further, the OpenFlow controller can ob-
tain statistics and other information, such as topology and port
status, from underlying networks to form a view of the whole
network.

3 FTLB Algorithm

Several studies have shown that Internet traffic is character-
ized by a few large, long-lived flows consuming most of the
bandwidth, as well as many small, short-lived flows [8], [9].
The method of routing large, long-lived flows can significantly
affect network performance and bisection bandwidth; there-
fore, we need to handle such flows in a special way. Large
flows always exist in a network for a long time and have a rela-
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ber of paths. Thus, the load is split between multiple paths. In
addition, the mapping of the new flow to the selected path is
written to the flow mapping table, and subsequent packets be-
longing to this flow are forwarded along this selected path so
that packets do not need to be reordered [10]. However, when
using ECMP to select flow paths, several large, long - lived
flows can collide on the same links, creating a bottleneck in
the network and decreasing network bisection. Therefore, large
flows need to be scheduled in order to avoid collision and in-
crease throughput.

Fig. 3 shows a network with four large flows. Flow A and
flow B use the same link between aggregate switch 1 and core
switch 1 when forwarding packets to core switch. Flows C and
D are aggregated on core switch 3 and use the same link be-
tween core switch 3 and aggregate switch 8 when forwarding
packets to the destination. In other words, flows A and B col-
lide with each other on some links, and flows C and D collide
with each other on some links as well. Assuming that the link
bandwidth is 100 Mbps and there are collisions between flows,
for each of all four flows, its rate is clinched to 50 Mbps, and
the bisection bandwidth is also halved. If we schedule flow A
to go through core switch 2, and if we schedule flow D to go
through core switch 4, all the flows will have full bandwidth,
and network bisection bandwidth will be improved.

The proposed FTLB algorithm has three basic steps: 1) the
OF controller regularly detects large flows in the network; 2)
the OF controller decides which large flows should be sched-
uled and computes new paths according to the network view
stored in the OF controller; 3) the OF controller sends OFP-
FC_MODIFY messages to corresponding switches to deploy
the new paths.

There are two methods for detecting large flows: push and
pull. With the former, whenever counters in a flow entry reach
the threshold, the switch sends an OpenFlow message to the
controller to report a new large flow. With the latter, the Open-
Flow controller sends an OpenFlow message to edge switches
to periodically retrieve the counters of flow entries. If the value
of a counter is greater than the threshold, the flow is marked as
large.
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have been detected. The algorithm makes full use of the multi-

ple paths between any two servers [11] and, to the greatest pos-

sible extent, allocates non-conflicting paths for different large
flows. The specific method is as follows:

1) All flows are forwarded according to the fat-tree routing algo-
rithm. If a flow does not match any entry in the flow table, it
is forwarded to the controller, which computes a path for it.
At the same time, new flow entries are inserted into the flow
tables. FTLB can only act on large flows, and the paths of
new flows are computed with the original routing algorithm.

2) When large flows have been detected, FTLB selects those
flows that should be scheduled according to overlapping in-
formation between the large flows. If the original path of a
large flow does not overlap the path of others, then it should
not be scheduled. In this case, we only need to mark the
links on the flow path, which means these links have been
allocated. For example, if we detect four large flows once,
we should only schedule flows B and D, and flows A and
flow C do not need to be scheduled (Fig. 3). This decreases
the overhead of FTLB.

3) According to the fat -tree architecture, the large flows of
which the source and destination are not in the same pod
with k*/4 paths. In addition, each flow is only forwarded by a
core switch. Therefore, in order to make the large flows do
not conflict; we can search k*/4 different paths according to
core switches for every large flow that should be scheduled.
A path is allocated to a large flow if all links on the path
have not been allocated.

4) Large flows of which the source and destination are in the
same pod but do not correspond to the same edge switch
pass through aggregate switches instead of core switches.
Therefore, we only need to search the corresponding paths
of k/2 aggregate switches. If there is a path whose links have
not been allocated, it is allocated to current large flow.

5) If FTLB cannot find a non-allocated path for a new large
flow, it also searches the corresponding path of every core
switch or aggregate switch to find a path that can be allocat-
ed to the minimal number of flows.

6) When a large flow disappears, i.e., when the flow entry of
the large flow’ s new path has timed out, the OpenFlow
switch will send a flow-removed message to the controller,
which then unmarks the links belonging to the large flow.
Deploying a new path is the last step of FTLB. The Open-

Flow controller sends an OFPFC_MODIFY message to the rele-

vant edge of the new path and aggregates switches in order to

modify corresponding flow entries. Packets of the large flows
are then transported through these new paths.

FTLB computes new paths for large flows by searching paths
that correspond to aggregate or core switches. The time to de-
cide whether a path meets the requirements is given by O(1)
because a path contains a maximum of four links. For each
large flow, the number of paths that FTLB needs to search is
O(K’) at worst and O(1) at best. Thus, for n large flows, the time
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taken by FTLB is O(nk’) at worst.

4 Implementation and Evaluation

To determine the feasibility of the proposed FTLB algo-
rithm, we use the Mininet platform to emulate a network with
many large flows. Here, we introduce the experimental scenari-
os and analyze the results.

4.1 Experment Platform

Building a real physical network for experimentation is not
ideal because network devices, such as routers and switches,
are expensive, and the platform cannot be easily reused. This
is a serious waste of resources. The control plane is integrated
within the router, making it difficult to develop and test new al-
gorithms. Also, the platform is relatively small, so traffic on
platform lacks authenticity.

Mininet [12] is a process - virtualized network experimental
platform based on Linux Container and proposed by Nick McK-
eown of Stanford University. We can use Mininet to build com-
plex network compared favorably with real network hardware
environment to experiment our new ideas based on OpenFlow.
More importantly, the experimental code can be seamlessly mi-
grated to the real network environment. Therefore, we use Mini-
net as our experiment platform to validate FTLB algorithm.

4.2 Experiment Scenario

We use an 8 -ary fat-tree architecture that contains 128
hosts, 32 edge switches, 32 aggregate switches, and 16 core
switches. The switches in fat tree are OpenFlow switches, and
the network is controlled by an OF controller.

The performance metric is bisection bandwidth [13], which
is the maximum transmission rate through a section if the net-
work is halved by section and the number of nodes in each half
is equal. The bisection bandwidth can give an indication of
overall network performance—the larger the bisectional band-
width, the better the transmission of the network.

Because there are no DCN traces, we need to create a group
of communication patterns [2]:
® staggered prob (pEdge, pPod). A host sends packets to 1) an-

other host in the same subset with probability pEdge; 2) an-

other host in the same pod with probability pPod; and 3) to
any host not in the same pod with probability 1-pEdge-pPod.
® random. A host sends packets to any other host in the net-
work with equal probability.
® siride(i). A host with index m sends packets to host with in-
dex (I + m) mod n, where n is the total number of hosts in
the network.

In DCN, traffic comprises many small, transactional - type
RPC flows, e.g., search results, and a few long-lived flows, e.g.,
backups and MapReduce tasks. To simulate traffic in DCN, ev-
ery host generates new flows of different length at a Poisson
distributed start time, and the length is exponentially distribut-
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ed. The send rate of every host is updated continuously accord-
ing to transmission control protocol (TCP) slow-start and addi-
tive increase multiplicative decrease (AIMD). If it is in slow-
start stage, the send rate is doubled in every tick. When the
send rate reaches its threshold, it is halved and moves to the
congestion - avoidance stage, where the send rate is increased
by addition.

4.3 Evaluation

In our experiment, every host constantly measures the in-
coming bandwidth. Each experiment lasts 60 s, and we mea-
sure the average bisectional bandwidth in the middle 40 s. We
performed each experiment three times for staggered prob, ran-
dom, and stride communication patterns. The average was tak-
en as the result of each experiment. Figs 4, 5 and 6, show the
performance of ECMP algorithm and FTLB algorithm using
three different communication patterns.

Fig. 4 shows that FTLB performs better than ECMP. When
Staggered Prob is (0.8, 0.2), the two algorithms perform similar-
ly because only 20% of flows whose source and destination are
in the same pod but not in the same subnet need to be sched-
uled. However, when the number of flows sent to the same sub-
net decreases and the number of flows that need to be sched-
uled increases, ECMP performance declines sharply. FTLB is
therefore very effective for scheduling large flows.

In Fig. 5, the difference in performance between ECMP and
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FTLB is relatively large because the number of flows whose
source and destination are not in the same subnet is in the ma-
jority. The first three groups of data are generated using com-
pletely random communication pattern whereas the last three
groups of data are generated using a bijective random commu-
nication pattern. In a bijective random communication pattern,
two hosts send packets to each other. If the two flows moving in
the opposite direction between the two hosts are both large
flows, they can be scheduled to the same path using FTLB.
Thus, link resources can be used more efficiently. Therefore,
the performance of FTLB using bijective random communica-
tion is slightly better than that using a completely random com-
munication pattern.

As the Stride parameter increases, the number of flows that
should be scheduled also increases, and FTLB becomes more
efficient than ECMP (Fig. 6).

From the experimental results, we see that FTLB effectively
schedules large flows to different paths to avoid network con-
gestion whereas ECMP cannot schedule flows as dynamically
because is it static and has local characteristics. Therefore,
FTLB provides higher average bisection bandwidth than EC-
MP.

5 Related Work

The several DCN architectures that have been proposed can
be classified into the switch-centric architectures and the serv-
er-centric architectures [14]. In the former, switches are used
to interconnect the network of servers and have routing intelli-
gence. Such architectures include fat tree [2], Monsoon [15],
and PortLand [3]. In the latter, servers with multiple network
interface card (NIC) ports have routing intelligence. Such ar-
chitectures include BCube [4], DCell [1], and MDCube [16].
However, these switch-centric and server-centric approaches
lack a means of universal control in order to avoid link conges-
tion.

Researchers also have explored load - balancing algorithms
for fat tree (e.g., load balancing algorithm based on packet, EC-
MP) in a multipath environment. However, these algorithms
are implemented on every fat-tree node and have local fea-
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tures. Thus, they cannot provide universal load balancing for
fat tree. Load-balancing algorithms based on packets can pro-
vide improved bisection bandwidth by using round robin or def-
icit round robin. However, this causes packets to be reordered.
ECMP selects a flow path according to the hash of several
packet header fields, but the selected path cannot be changed,
and several flows can be hashed onto the same path.

Our dynamic traffic - aware algorithm improves the perfor-
mance of a fat-tree architecture by taking into account the char-
acteristics of DCN flows and using the universal network view
stored in the controller.

6 Conclusion

In this paper, we have proposed a novel FTLB algorithm for
fat tree. This algorithm schedules large flows in DCN by apply-
ing SDN to the fat-tree architecture. A universal view of active
flows and network resources is stored in SDN controller. By us-
ing this information in the SDN controller, FTLB is more effec-
tive than a static load - balancing algorithm. With FTLB, net-
work resources can be more efficiently utilized, and the perfor-
mance of fat tree can be improved. We decrease the overhead
of our algorithm by limiting flows that should be scheduled to
large flows that will send more bytes across the network.
Through experimentation, we observe that FTLB always outper-
forms ECMP and provides better bisectional bandwidth than
ECMP.
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X'/ Abstract

Cloud computing systems play a vital role in national securi-
ty. This paper describes a conceptual framework called dual-
system architecture for protecting computing environments.
While attempting to be logical and rigorous, formalism meth-
od is avoided and this paper chooses algebra Communication
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1 Introduction

loud computing relies on shared resources to

achieve coherence and economy of scale. It is simi-

lar to a utility, such as an electricity grid, over a

network. The foundation of cloud computing is con-
verged infrastructure and shared services.

Transitive trust is key to the controlling ability of the Trust-
ed Computing Platform (TCP). The Trusted Computing Group
(TCG) states that if the information system starts from an initial
root of trust, and every time the transition of the right of con-
trol, the trust will be transferred to next components by integri-
ty measurement, thus the platform computing environment is
always credible. The trusted platform module (TPM) is a kind
of SOC chip and is the root of trust for TCP. For TPM, opera-
tion systems and applications are all objects that need to pre-
cede the integrity measure because of external needs. So when
a new module is loaded in the internal storage, first the kernel
of the OS takes charge of determining whether the module is
credible. If the loaded module is credible (such as a driver),
the kernel of the OS allows it to be loaded. Conversely, if it is
not credible, the kernel of the OS refuses to load it. The Transi-
tive trust transmission models presented by TCG are usually

BIOS — OS Loader — OS Kernel, finally is passed on to the
kernel load area of OS. Using a Linux platform, Sailer [1], [2]
fulfilled credible transmission of executable code from OS to
applications. Maruyama [3] explored credible transmission
mechanism from Grub to OS. Huang Tao [4] showed how to ful-
fill the credible guide on a server platform. Research on transi-

tive trust is now being conducted by European OpenTC, NG-
SCB of Microsoft, and Intel’s LT technic [5]-[7].

2 Application Description
The traditional Von Neumann cloud computing architecture

lacks a security mechanism. The TCG has attempted to resolve
this problem and has made several breakthroughs by adding
trusted hardware [8]-[11]. However, there four are still four is-
sues in terms of essential information system security assur-
ance:

1) Lack of a reasonable security architecture. The current trust-
ed computing single architecture does not separate the trust-
ed computing base from OS. Hence, the architecture can be
violated and does not provide adequate protection. There are
several dual-system architectures that are based on attribute
values and have a passive protection mechanism. The trust-
ed computing function is called passively by the application.
Once the security loopholes are attacked there are no restric-
tions on those illegal usages.

2) Lack of a trusted-resource sharing methodology. With multi-
ple applications sharing the same trusted resources, dynam-
ic calling of the trusted services may lead to the potential
conflicts, deadlocks, dispatching problems.

3) Lack of information flow security mechanism among applica-
tions in the current OS. An application can easily be called
by others, enabling free flow of unnecessary information.
This may cause unexpected circulation of information.

4) Lack of verification mechanism between security attributes
and practical engineering. The abstract model and real sys-
tem are different from observation perspective. Security attri-
butes in formalized models are highly conceptual abstrac-
tions. The real system lacks transition and explanatory meth-
odology. Consequently, there is a disconnect between prac-
tice and theory.

This paper proposes a credible security system architecture
to achieve trusted computing core function on OS level to sup-
port initiative credible monitoring. This architecture builds a
credible software base. The base is logically relatively indepen-
dent to manage credible resources and computing process by
virtual methods. It also supports credible mechanism of moni-
toring application resource processing behavior by active inter-
cepts on system level.

The features trusted assurance in a dual system are entirely
different from those in a single system. We design its functions
with initiative control mechanism, credible computing service
mechanism and other related auxiliary mechanism. We also
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take the function of initiative measure control of Trusted Plat-
form Control Moduel (TPCM) and the double system idea of
Trusted Base’s Operation System (TBOS) into the basic frame-
work for dual system initiative credible security. The model is
shown in Fig. 1. Compared with the Trusted Software Stack
(TSS) norm of TCG, this system increases credible access,

TSB deploys host stuck point (HSP) during the system call ser-
vice, intercepts the information of applications, and sends this
information to TSB to be measured and assessed. The HSP gets
the context of application object from the host, gathers credible
related information and access - control - related information of
application, and changes over to TSB by the system switch in-
terface. TSB then processes credible measure

Trusted software base Host system and credible control according to the informa-
tion. TSB executes credible - measure operation
v Application 3 according to credible - measure policy: 1) It de-
(Ao;[t'::l Tm;tviﬁ:gz;'ce Application 2 termines the credible attribute of related objects
center center Application 1[Application according to the measurement and credible -
I} . . . . .
S;:;Zn judgment policy and then writes it to the credi-
U Trusied T layer ble context of the object stored in TSB. 2) It de-
environment fm‘l Safiim el . .
___ _ application 3 PR termines the mode of control according to the at-
- Eﬁx:ﬂ[ ol B tribute of system action, credible attribute of re-
v 2! \ . . .
I_application 2 | ] - lated object and credible control policy. Then,
= = 5 indin, : :
Trusted I\ Trusted: poimg TSB executes credible control operation. The
environment for | | | \ oine | . K
application 1 | | LY pipe computing result is returned to the host system
[ i ! Systems by HSP. The access control strategies executed
\ . 1 Y y g
\ l, [ _Slwi}d’ < Visible in TSB are common discretionary access control
\ . 1 1ntertace resource .
0 5 : strategies and mandatory access control strate-
1 g . . . . . . .
P/ gies. This security policy is totally in an environ-
g4 TrusFed ind d f the h d th
! e ment mdependent of the host system, and the
yi Binding privileged core process in host system will not
M t i . i . . .
s easuremen s interfere with the operation in TSB. In this way,
the security issues discussed before are solved.
y
d t 11 Control . . .
Judgement 1 Coniro TSB also offers credible computing function.
R . . .
E— esolz;i; After judgment, an application that needs the
ysica . . . . .
Trusted resource of credible service sends the information the credi-
hardware resource lication 1 . .
application ble service need to TSB by HSP. TSB config-
ures exclusive virtual credible service environ-
Visible flow: |:> Trusted service flow: —> Active control flow: <—— . e . . .
ment for it by building credible pipelines, and

AFigure 1. Trusted assurance of dual system architecture.

credible computing framework, credible data base, credible re-
source management, and more. It also includes what is present-
ed in TSS, such as the synchronous access to TPCM, capability
of hiding the structuring command stream to applications, and
the management of credible hardware resource of TPCM.

The trusted software base (T'SB) and host system are logical-
ly separated, and they are combined by the system switch inter-
face. For the applications of the host system, application-visi-
ble accessing resources are virtual resources by system calls.
They really access the physical resources that are mapped
from the application level to the source level. Therefore, we
put the stuck point in the process of the access of virtual re-
sources, which logically switch the information to the judgment
of TSB and then fulfill the virtual resources access. However,
for the applications, the flows happen in TSB are unaware. We
call the flows transparent to applications.

TSB has initiative measure control function. Because appli-
cations use virtual application resource (VAR) by system call,
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sends the computing results to the application

by HSP.

3 Architecture Design

3.1 Security Approximation Conditions Based on
Non-Interference Attributes

We give the security approximation conditions in non-ideal
state; just the approximation attributes of system.

Definition 1. B(BC aS) is supposed as all the visible oper-
ations to system for a certain user. The user can only see the
trace shown by his window B(BE&aS), which we call the part
of (teTS) confined to window B, mark as ¢TB . And,

()1BA()

(<€>/\L)'{'Bé i;i;/\ (ITB) ifeeB

(1)

otherwise

Definition 2. All the trace of s user B can see is called the



projection of S on B, mark as S(OB :

SOB L {t'}‘BIt IS TS} (2)
And
SOaS=7S

SOf b={( )} R

Definition 3. The deduction extent of S after user B’ s sur-
vey [ is defined as:

inferS B 14 {trSitB=1}  ifBCaSNleSOB )

All the ¢t in 7 S that contents ¢ B =/ can reflect the extent of
deduction to system S that B makes. And,

infer S {aS}l = {1}

infor${ }{ )= ®

If the user is S, then the observing window is all the sys-
tem alphabet, so the observing window and system behavior
correspond, and the user deduce the behavior of system. The
observing window is blank {} otherwise if the user cannot ob-
serve the system, and then the user cannot deduce anything.

For example, the alphabet A of system S = {a, b}, S first exe-
cutes event a, then executes event b, finally ends. So:
SAq—b—STOP . The trace is TS= {< >,<a>,<a,b>} , the pro-
jection of @, b on S is SOa= {< >,<a>} , SOb= {< >,<b>} , then

a, b can get deduction from each window is:

infer $ {a}( )={( )} infer S {b}( )={( )-{a)}
infer S {a}<a> = {<a>,<a,b>} infer S {b}<b> = {<a,b>}

So user a in system S cannot deduce whether and when event b

6)

occurs from window {a}.

We give system Q as A ={a,b} and the action of system Q as
QLuX((@—X)O(b—>STOP)). The trace of Q is
Q={a}*Ut\(b)lte {a}* the projection of a, b on R is
0Qa={a}*, QOb= {< >,<b>} , 50 a and b can get deduction

from each window is:
infer Q {a}l={L,IN(b)} foreach le{a}*
infer Q {b}( )={a}* Y
infer Q {b}(b)={t A (b)lt € {a}*}
So users in system Q cannot deduce how many times an

event occurs by window {b}, but only knows event a will occur
after b occurs once.

3.2 CSP Description of Non-Interference

Because process algebra Calculus of Communicating System
(CSP) has completely formalized descriptive approach to what
process may do and what process has already done, it is very

Research Paper KN

Formal Protection Architecture for Cloud Computing System
Yasha Chen, Jianpeng Zhao, Junmao Zhu, and Fei Yan

easy to combine with non -deducible model, express security
policy such as “system will never divulge information,” and
make real modeling and confirmation to security attributes of
system by this formalized description. The object CSP focuses
on the behavior model of a guest in the system, just CSP pro-
cess. Each process is related to a component. The alphabet in
CSP shows all the events completed by a process. The trace
shows each event that the process has already done and can be
recorded one by one.

The sets of all the events a process can provide at original
state in certain environment is given by X, and the environ-
ment has the same alphabet is marked as P. Now put P in the
environment. If P is deadlocked at the beginning of execution,
X is a rejection set of P. This kind of rejection set is given by
refusals(P) . To an uncertain process, at some point the process
may refuse the execution of an event because of an uncertain
choice. If a process cannot execute all the events it can exe-
cute, we call this process the certain process.

The rejection set of a process is given by SF[[P]] , which is

defined as
SF”:P]] = {(s,X)ls etracesP)\Pls | NXe refusals(P/s)} (8)

where P/s is P after event in the execution trace s.

P executes all the event sequences recorded by trace s, and
then refuses to do more things. We define it as an impasse
(s,X) , and use CSP to describe the stable failures model.

Theorem 1: If Ya,a' etraces (S) makes a= ,a’
initials (S/a)(\ L=initials (Sla’)(\ L
refusals (Sla)tL = refusals (S/a’)tL
Then Vb,b etraces (S) , satisfies
b= ,b":SF[S/b]tL=SF[SIb]TL'.

sTA is the set of trace s limited in event set A, just the set of
trace without all the events that do not belong to A.

Theorem 1 shows that, if the traces that contain (1) and (2)
are of equal value, S can still receive or reject the same event,
and then s contents the attribute of noninterference in L.

Proof: The way to prove they are of equal values to prove
the two impasses belong to each other.

Use any f€ SF[[P/b]] TL to prove f€ SFI]:P/[)’]]TL . Mark as
/= X)

From the projection of impasse, we can know that there ex-

ists /' =(c",X"), which makes
c=ctL X=X'(\L,f' eSF[S/b]

feSF[P/b]tL ©)

We first investigate the rejection set X'. Because
(c',X’)eSF[[S/b]] , so X' erefusals (S/b(b(\c")). The two sides
are projected, then X'[\Lerefusals (SIbb(\c" )L, or
X(refusals (S/b(b(¢))TL . From the hypothesis b=~ ,b", we
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can know that ¢= ¢’ . The projections of their sequence on L
are still equal, that is (b(1¢)=,(b"(Nc). Our hypothesis is
refusals (S/(b" (N ¢)) = refusals (S/I(b(c")).

Then, we investigate trace f'. We want to prove
cetraces (SIb'YTL" . The trace ¢’ is given by c'=<eey,..e, >
From the definition, we know that
e, einitials (S/(b(<e,e,,....e, >)). If e;el then
e, einitials (S/(b(<epeyecre;_>)) .

By transforming to the presentation that can be simulated by
CSP, we can simulate that it satisfies theorem 1, then it can be
proved that the system is non-interference, and that the securi-
ty approaching of the system is achieved.

4 Conclusion

In this paper, we focus on the characteristics of and prob-
lems with the cloud computing environment. We propose a the-
oretical model of innovative initiative security protection base
of dual system. We also describe the base by formalized meth-
od and give the authentication method of security attribute.
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