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Abstract

This thesis investigates multi-antenna techniques within the context of distributed an-

tenna and fixed relay networks. Such antenna and network architectures result in significant

performance enhancements even in networks where the wireless terminals have only a single

antenna.

Relaying, the use of intermediate nodes to help transmission from source to destination,

has emerged as one paradigm shift in system deployment. Infrastructure-based relays are

usually deployed by the service providers for coverage extension. The thesis investigates

cooperative relaying to extend this paradigm even further. By exploiting the broadcast nature

of wireless channels, fixed relay nodes are engaged in two-hop cooperative protocols as means

for removing the burden of multiple antennas on wireless terminals, thus, providing end-to-

end (E2E) spatial diversity and network multiplexing benefits to terminals that are otherwise

antenna-limited.

The deployment of a small number of antennas on infrastructure-based fixed relays is

feasible, in contrast to mobile terminals; therefore, the thesis examines the impact of multi-

antenna on the distributed cooperative fixed relays. Maximal ratio combining and selection

combining of these multiple antenna signals in threshold-based decode-and-forward relays are

studied and analyzed. It is found that the multi-antenna multi-relay scheme could be used

to improve the E2E system performance, or for a given performance merit the multi-antenna

component can significantly reduce the number of relays required in a service area. In addition,

selection combining at the relays represents an excellent performance-cost tradeoff compared

to single antenna relaying and maximal ratio combining based relaying.

Furthermore, relay-enabled user cooperation which exploits the infrastructure-based fixed

relays is proposed. The explicit user cooperation diversity schemes studied in the literature

require two willing users to form partnership. To sustain such a cooperative scheme, coercion

or incentives for the cooperating partners might be needed, in addition to security concerns
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(as terminals have to detect partner’s signals), which could present implementation challenges.

Since the proposed cooperation schemes are transparent to the users, they present practical

realizations for explicit user cooperation.

In all studied scenarios, simulations have been used to corroborate the system analyses

conducted in the thesis. Mostly, the versatile Nakagami fading channel model has been used.
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Chapter 1

Introduction

1.1 Research Motivation

The conventional cellular architecture appears incapable of delivering the ubiquitous high

data-rate coverage expected of the future generation of wireless systems. The intended cover-

age, quality of service and transmission rates of these systems are order of magnitude higher

than that supported by the present generation systems. Therefore, there are excessive expec-

tations put on certain communication resources such as scarce radio spectrum and the link

budget. Even the recent advances in antenna technologies (such as smart antennas and MIMO

systems) and signal processing techniques (such as advanced channel coding methods) alone

do not seem sufficient to alleviate the potential stress that is caused to the link budget [1].

The inadequacy of the conventional cellular architecture requires a fundamental change in the

way systems are designed and deployed as well as novel signal processing techniques. One

of the promising strategies is the incorporation of multihop capability in the current wireless

networks. This is believed to be the most feasible architectural upgrade towards delivering

almost ubiquitous high data rate coverage. Due to the cost-effectiveness of this approach,

interest in the concept of relaying has developed in networks such as next generation cellular

(4G) systems: WLAN (WiFi/HiperLAN2), and broadband fixed wireless (802.16/WiMax)

1
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networks. For example, IEEE 802.16 WiMax standard has provisions for creating a multi-hop

mesh [2].

In the IEEE 802 wireless world framework, a number of working groups are focused on

developing mesh-enabled standards IEEE 802.11s - WLAN (Wireless Local Area Network),

IEEE 802.15.5 - WPAN (Wireless Personal Area Network) Mesh Networking, IEEE 802.16 -

WMAN (Wireless Metropolitan Area Network), IEEE 802.16-2004 standard entitled “air in-

terface for Fixed Broadband Wireless Access Systems”, whose MAC layer supports a primarily

point-to-multi-point architecture, with an optional mesh topology and IEEE 802.20 - MBWA

(Mobile Broadband Wireless Access). In addition to these on-going standardization efforts,

various proprietary mesh/relay network solutions in the unlicensed bands are also being de-

veloped by various industrial players. The emergence of the relay-enabled standards in the

IEEE 802 family predicts much higher interest and activity for relay-based communications.

Already, the WINNER project1 is developing relay-enabled deployment concept for ubiquitous

broadband mobile radio access network. These relay deployment technologies are expected to

integrate wide area and short range scenarios thus closing the gap between WLAN-type and

cellular systems [3].

Furthermore, since the low and favorable bands are already highly utilized,2 the future

systems will be operating at frequency bands well above those of the present systems. For

instance, the BWA (IEEE 802.16) as approved in 2001, addresses frequencies from 10 to

66 GHz [4]. In these high frequency bands, the radio propagation is more susceptible to

propagation conditions and distance dependent attenuation thereby introducing significant

deployment challenges. In addition, wireless signals experience multipath fading, which is a

result of the unguided nature of wireless channels with the consequence of significant burden

1WINNER - Wireless world Initiative New Radio, https://www.ist-winner.org/
2Today, a host of new technologies (mobile phones, radio and TV broadcasting, satellites, even entertain-

ment services) are vying with existing radio-based applications for a slice of the valuable, but crowded, radio

spectrum [5].
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on the link budget.

An uninformed approach to obtaining ubiquitous service could be increasing significantly

the density of base stations in a given area resulting in higher deployment costs. This is not a

feasible option for a number of reasons. First, with the current level of penetration of wireless

systems, the subscriber growth is much smaller than the value of such network. Second, the

fewer the base stations per unit area, the higher the economic value for the network provider

is.

Therefore, it is necessary to establish efficient and cost-effective strategies for deploying

system resources to minimize the cost-per-bit for both the service provider and end users.

In this relation, Metcalfe’s socio-economic law3 should be recognized, it puts an inordinate

burden on the initiation of a network service that requires a significant capital cost to both

the network provider and consumer.

The first part of the thesis is the research conducted prior to the participation in the

WINNER project. This portion is divided into two parts - distributed antenna systems and

ultra-wide band (UWB) systems. The work on ‘dumb’ distributed antenna systems presented

in Chapter 3 lays the foundation for the concept of ‘intelligent’ distributed relaying. Unrelated

to the core of this thesis is the research on UWB, a field that is attracting increasing interest.

The initial results obtained from this research are presented in Appendix B.

The second part of the thesis proposes and analyses a number of system deployment con-

cepts. The proposed systems combine the use of multi-antenna and fixed relaying techniques

that are suitable for deploying future wireless systems. This part of the thesis - Chapters 2, 4, 5,

and 6 - represents a portion of Carleton University’s contribution to the WINNER project4.

WINNER is a consortium of about 40 partners, with center of gravity in Europe, working

3Metcalfe’s law states that the value of any communication network grows as the square of the number of

users of the network [6].
4The work was supported in part by the Natural Sciences & Engineering Research Council of Canada under

participation in the WINNER project.
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towards enhancing the performance of wireless communication systems. The improvements of

radio transmission to be explored by WINNER are crucial for enabling user-eccentric services,

for any application, anytime and anywhere.

1.2 Thesis Contribution

In the context of distributed antenna systems

• The thesis proposes a microdiversity-augmented macrodiversity architecture to combat

two fading phenomena (small-scale fading and shadowing) in one scheme. A K-macro/L-

microdiversity antenna structure is proposed with the following algorithm - the macro-

diversity selects the best among K ports, using certain criteria, and of the L signals

available at that port, lo strongest are selected for diversity combining. Generalized

selection combining (GSC) is employed as the receiver processor for the microdiver-

sity component since it represents a reasonable system complexity and cost compromise

compared to a full blown maximal ratio combining (MRC).

• With microcellular networks in mind, a different approach to the conventional cellular

concept which eliminates the need for expensive base station resources is proposed. The

thesis considers a wireless network with cost-efficient radio access ports which are linked

to a central unit (CU). The thesis then:

– Introduces some novel means of implementing the macro-selection (Scheme II),

which is superior to the conventional method.

– Explores macrodiversity MRC in microcellular systems referred to as Scheme III,

which can be viewed as a natural extension of the CDMA cellular soft handover.

– Provides the outage performance and error rate analyses for the architectures that

are proposed.
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In the context of multi-antenna cooperative relaying

• The thesis investigates the use of infrastructure-based fixed relays for providing spatial

diversity gains for a wireless terminal which, otherwise, has limitations in the number

of antennas it can bear. In the contemporary context, relays are used for coverage

extension. In addition to the coverage extension, and by exploiting the broadcast nature

of wireless channels, the fixed relay nodes are engaged in two-hop cooperative protocols

with the source to provide E2E spatial diversity and network multiplexing benefits to

wireless terminals. Thus, the burden of multiple antennas on these terminals is removed.

• Service provider deployed fixed relays have the potential to carry multiple antennas. The

thesis, therefore, studies the impact of multi-antenna on cooperative two-hop networks.

The single antenna relaying is a special case of this set-up. In addition, threshold

maximal ratio combining and threshold selection combining of the multi-relay multi-

antenna schemes are analyzed. Threshold decoding, crucial to single antenna relays,

is a measure towards combating error propagation. This error propagation affects the

system E2E performance in an adverse manner; reliable decoding of the source-relay

channel is essential for any cooperative scheme.

• Based on the analytical formulation and results, a number of observations, which can be

useful in network design and deployment, could be made. Here are two such important

observations. First, the E2E error performance of a network which has few relays with

multiple antennas is not significantly worse than that which has many relays with single

antenna. Obviously, the former network has a tremendous deployment cost advantage

over the latter. This situation is due to the following fact: In a network with many

relays, there is a potential for obtaining a high diversity order. However, when each

relay has only single antenna, at any given time only a fraction of these relays actually

do retransmit the received signal (due to the SNR threshold-based relaying decision to

prevent error propagation). As a result, the mentioned potential of high diversity order
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is not fully achieved. On the other hand, when there are multiple antennas at each relay,

reliable forwarding almost always occurs. Therefore, the full potential of each relay is

achieved, and due to the saturation of the diversity benefits, a few relays will be sufficient

to combat against fading. Second, the E2E error performance of a network in which the

multiple antennas at relays are configured in maximal ratio combining (MRC) fashion is

not significantly better than the performance of a network in which selection combining

(SC) is used. For implementation, SC requires one radio frequency (RF) detection chain

as compared to a full-blown MRC that requires as many RF detection chains as the

number of antennas.

• The commonly assumed symmetry in multiple relay channels is unrealistic. This as-

sumption, though convenient for analysis, is not applicable to many practical systems.

Building on the cooperative relaying described earlier, the performance of relay deploy-

ment where the cooperating nodes could be at any arbitrary positions is analyzed. Such

set-ups are referred to as asymmetric networks. Furthermore, this treatment assumes

that these relays could experience different channel distributions to the destination. For

example, some relay-destination links can be modelled as a non-line of sight (Rayleigh

fading) while others as a line of sight (Ricean fading). Therefore, it is easy to investigate

different network topologies.

• The thesis also proposes relay-enabled user cooperation. The relay-enabled user coop-

erative diversity scheme is proposed to avoid the problems of user-dependent or explicit

user cooperation diversity schemes. In this cooperation strategy, two users, ignorant of

their cooperation, are engaged in it through two fixed relays. There are many benefits of

this approach. First, the privacy of the users is not compromised since partners do not

detect each other’s data as it is the case with explicit user cooperation. Second, sanc-

tions or rewards to facilitate user cooperation are not required. Third, network quality

and services are not specifically user-dependent. Fourth, the proposed scheme, does
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not require any modifications on current terminals. In contrast, terminal modification

is required for the terminals to support the explicit user cooperation. Therefore, there

is a potential of using the proposed cooperation schemes within some existing wireless

networks. Finally, the new scheme provides bit error rate and network spectral efficiency

that are superior to the referenced conventional transmissions.

• After demonstrating the potential gains of the proposed architectures and algorithms

as compared to the reference schemes, we then draw attention whenever it is applicable

to some practical, complexity and implementation issues, which need to be considered

towards realizing these gains.

• Finally, prior to the research leading to the contributions listed above, the cutoff rate

of time-hopping (TH) ultra-wide band (UWB) communication system is evaluated for

multiple-access channels. The cutoff rate can be used for determining various system

trade-offs. For instance, it is shown that if synchronization problems would preclude

high spreading factors, a suitable number of hops can be used instead to achieve the

same performance. Moreover, it is demonstrated that the cutoff rate can be a fast way

of gaining insights into the multiuser capacity of TH-PPM UWB systems.

1.3 Thesis Organization

The rest of the thesis is organized as follows. Chapter 2 presents an overview of the challenges

faced by wireless communications. It also discusses relaying and wireless channel models.

In Chapter 3, the proposed K-macro/L-microdiversity antenna architecture is discussed and

the various selection techniques proposed for this architecture are discussed. In Chapter 4

the proposed multi-antenna multi-relay techniques are presented and analyzed. Chapter 5

extends the proposed scheme of Chapter 4 to asymmetric channels while Chapter 6 discusses

the relay-enabled cooperative communication schemes. Chapter 7 gives the main conclusions
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on the research in multi-antenna and cooperative relaying schemes. In addition, some recom-

mendations for future research work have been outlined. Finally, Appendix B represents the

work conducted on ultra-wide band techniques which was published in the July 2005 issue of

the IEEE Communication Letters.



Chapter 2

Wireless Communication Systems:

Challenges and Techniques

2.1 Multiple Antennas and Spatial Diversity

High data rates and quality of service are the demands of the explosive market of the fu-

ture wireless communication. The multiple input multiple output (MIMO) technique is an

emerging technology that dramatically increases the spectral efficiency and capacity of wire-

less systems. This technique uses arrays of antenna elements at both the transmitting and

receiving ends [7]. These antennas can be used to provide diversity gains for a given data

rate (R) or increase the data rate (multiplexing gain) for a given diversity order. Recent

work [8] characterizes the fundamental tradeoff between the diversity and multiplexing gains

as div(∇g) = (at − ∇g) × (ar − ∇g) for a block fading channel with a length greater than

at + ar − 1 [8]. The diversity order is represented by div(∇g) and multiplexing gain by ∇g for

at transmit and ar receive antennas where ∇g ≤ min(at, ar). In this case, a communication

system can be defined by these two equations:

R = ∇g log2(1 + γ̄), and Pe ∝ 1

γ̄div(∇g)
, (2.1)

9
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Figure 2.1: MIMO channels.

where γ̄ is the signal-to-noise ratio (SNR) and Pe is the probability of error.

This characterization implies that in a MIMO system, all transmit and receive antennas

can be used for a diversity gain so that an error probability that is proportional to 1/γ̄at×ar

is obtained. Moreover, some of these antennas can be used to increase the data rate or

multiplexing gain at the expense of the diversity gain.

The multiplexing gain approach uses at transmit antennas to send at independent data

streams simultaneously to ar (ar ≥ at) receive antennas. This is done so that it realizes

channel capacity as in the onion peeling of Bell Laboratories Layered Space-Time Architecture

(BLAST) [9] or the diagonal encoding known as DBLAST.

The diversity gain approach is motivated by the work of [10] where the transmit diversity

technique is shown to improve the signal quality at the receiver by simple processing across

two transmit antennas. This technique offers the same diversity gains as those of the classical

receiver diversity schemes. In terms of implementation, the transmit diversity scheme can

easily be incorporated into existing wireless systems [11] such as indoor wireless LANs.

The capacity and diversity gains of MIMO system are further explored, using the generic

system shown in Figure 2.1.

The input and output description of the MIMO channel can be expressed as

y = Hx + n, (2.2)
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where y,H,x, and n represent the received signal, channel samples matrix, transmitted signal

vector, and additive noise, respectively. The entries of the channel matrix H can be modelled

as an independently and identically distributed (IID) complex Gaussian random variable with

zero mean and unit variance. The model in (2.2) indicates that the channel is constant over

one frame (quasi-static channel assumption). The IID noise components nk have variance σ2
k

and, hence, the average SNR of the system can be written as tr(E[xx∗])/σ2 which assumes

that the channel gains are normalized and σ2 = E[nkn
∗
k] for all k. The E [·] stands for the

expectation operation, * denotes conjugate transpose and tr implies trace. The capacity of

MIMO channel, conditioned on the H matrix, can be formulated as

C = ln det

(
Iar +

γ

at

HH∗
)

. (2.3)

For fixed channels, the evaluation of the channel capacity above is straightforward since the H-

matrix has fixed entries. This is not the case in wireless environments. For wireless channels,

the capacity is associated with a given realization of H and, hence, it is a random quantity

whose value is determined by H. The channel capacity (C) can be obtained by averaging

(2.3) over the distribution of H. Considering the special case at = ar, this capacity can be

expressed as follows [12]

C = E

[
at∑

i=1

ln

(
1 +

γ

at

φi

)]

= atE

[
ln

(
1 +

γ

at

φ

)]
, (2.4)

where {φi} are the random eigenvalues of H. Equation (2.4) is expressed for identical eigen-

value situations φi = φ, i = 1, 2, · · · , at. The probability density function of φ can be

obtained as

p(φ) =
at−1∑

k=0

L0
k(φ)2e−φ, (2.5)

where L0
k is the Laguerre polynomial of order k. Thus, the capacity is [12]

C = at

∫ ∞

0

ln

(
1 +

γ

at

φ

) at−1∑

k=0

L0
k(φ)2e−φdφ nats. (2.6)
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Figure 2.2: Capacity of a channel with (at, ar) MIMO for various value of SNR and at = ar.

To gain insights into the capacity of MIMO, (2.6) is evaluated using numerical techniques

for constrained power, γ = 0, 5, 10, 20, 35 dB. The capacity is observed to increase linearly

with the number of antenna elements (Figure 2.2) as well as that an arbitrary capacity can

be obtained with the MIMO systems. Space constraints, however, preclude the use of a large

number of antenna elements on mobile terminals. In addition, any multi-antenna systems

(MAS) with closely spaced antennas are affected by large scale fading known as shadowing.

2.1.1 Macrodiversity

Shadowing in wireless system falls under the category of macroscopic fading. This type of

fading cannot be mitigated using collocated antennas since all the antennas are subjected
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to the same detrimental effects of shadowing. Macrodiversity techniques have been used to

alleviate the shadowing effects through the reception of multiple signals at widely separated

radio ports.

The conventional macrodiversity method involves serving a wireless unit with several base

stations simultaneously, and selecting the one with the best signal quality. Selection combining

yields the worst performance among the known combining techniques. A number of post-

detection techniques, such as the multiply detected macrodiversity (MDM) [13, 14], are used

to improve the performance of this conventional scheme. In MDM, all the received signals

are detected in parallel at different base stations, and an algorithm is employed at the central

unit to maximize the probability of correct decision.

In the recent years, new visions providing novel ways of handling signals received at widely

separated antennas, such as the distributed antennas (DA) [15, 16], sectorized distributed an-

tennas (SDA) [17], and radio-on-fiber (RoF) architectures [18, 19], have emerged. Such archi-

tectures are particularly suitable for microcellular systems where fiber links can conveniently

connect these access points to a central unit. This topic will be revisited in a greater detail

in Chapter 3.

2.1.2 Microdiversity

Spatial diversity is an effective way of mitigating the fading effects of wireless channels. This

results in an increase in the spectrum efficiency or a boost in the system capacity. Various

studies [20, 21, 22] show that the capacity of the multipath environments and interference-

limited wireless systems can be increased using antenna techniques. Due to their large SNR

gains, these techniques facilitate system design which are based on spectrally-efficient and

multi-level constellation schemes. Multiple receive antennas can also be used as space-division

multiple access (SDMA) to spatially separate the signals of different users, thus, providing a

multiple-access gain.
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The work in [22] uses L +Nu − 1 antennas with optimum combining to adaptively cancel

(Nu − 1) co-channel interference in a wireless network containing Nu simultaneous users. At

the same time the system provides L diversity order for each of the Nu users. This means

that the user’s error probability decreases as the Lth power of the SNR γ̄ (i.e., Pe ∝ 1/γ̄L) in

addition to obtaining Nu-fold increases in user capacity.

Once the diversity signals are provided, there are many ways to combine and/or utilize

them. The choice of combining methods depends essentially on complexity restrictions and the

amount of channel state information available to the receiver [23]. The classical techniques are

maximal ratio combining (MRC), equal-gain combining (EGC), and selection combining (SC).

More recently, generalized selection combining (GSC) has been introduced [24], analyzed [24,

25, 26, 27] and the cutoff rate presented for Rayleigh fading [28]. Of all the combiners, MRC

provides optimum performance in non-interference channels and is also the most complex one

to implement. Its operation depends on the perfect knowledge of the channel, meaning that

the estimates of the channel gains (attenuation and phase shifts) do not contain noise. The

probability of error for L-diversity scheme using BPSK in Rayleigh fading channels, is derived

on the basis of this assumption as [29]

Pb(E) =

(
1− µc

2

)L L−1∑

l=0




L− 1 + l

l




(
1 + µc

2

)l

, (2.7)

where µc =
√

γ̄
1+γ̄

and γ̄ is the average SNR per bit. Asymptotically, this performance can be

approximated as

Pb ≈
(

1

4γ̄

)L




2 L− 1

L


 , (2.8)

where the diversity order is seen as L since Pb ∝ 1/γ̄L. Equation (2.7) is plotted in Figure 2.3.

A gain of about 29 dB is obtained with L = 5 over non-diversity channel (L = 1) at an error

rate of 10−4. This represents a factor of about 800 (102.9) reduction in the system power

requirement.
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Diversity signals can easily be created but there are two limitations related to the power

requirement and the cost of RF electronics for each diversity branch required to process the

diversity signals. For example, a large order of antenna diversity could be obtained at high

frequency bands using spatial separation and/or orthogonal polarization [27]. The use of wide-

band signal where the signal bandwidth W is made much greater than the channel coherence

bandwidth can also be employed to provide diversity. Such signal bandwidth resolves the

multipath components with fine time resolution of (1/W ). Thus, the receiver is provided with

several independent fading signal paths. Ultra-wide band transmission and CDMA systems

use this technique and this makes them multipath resistant.

For example, by using 1 GHz bandwidth in ultra-wide bandwidth transmissions, a large

number of paths can be created with differential path delay resolution of less than a nanosec-

ond [30]. The optimum algorithm to extract diversity in all these scenarios is the rake re-

ceiver [31]. The rake receiver gathers all the resolved signal paths. However, the question is

whether we can always utilize all of these signals or all of the diversity branches created in

the spatial antenna case.

Given that the RF chains constitute the bulk of the receiver cost, it may not be cost-efficient

to provide separate RF chains to all of the created diversity paths. In view of this, the GSC

receivers have become popular as they provide most of the diversity benefits at a reasonable

cost. In the GSC reception of signals, a subset of diversity branches is selected and combined

as in MRC [24]. In addition, due to the multitude of resolvable signals in UWB systems, the

notion of maximum-energy-capture selective rake (SRake) receiver is introduced [30]. The

GSC and SRake processors are a compromise to the MRC and all rake receiver complexities,

respectively.

The discussion so far indicates that the wireless systems continue to depend on multi-

antenna techniques. These schemes yield considerable gains both in SNR and system capacity

over single antenna systems. However, the consistently decreasing and miniaturized terminals
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pose obstacles to exploiting the benefits of these techniques. In view of this, cooperative

relaying techniques are necessary.

2.2 Relaying and the Notion of Cooperative Diversity

To overcome the drawbacks of spatial limitations of wireless terminals, distributed network

nodes (could be active terminals or fixed relays which are deployed by the service providers)

can be engaged in cooperative fashion to emulate antenna arrays. This new technique is

fundamentally different from collocated arrays. The (virtual) antenna elements in the coop-

erative schemes are widely separated and connected through wireless links in contrast to the

traditional connection made through physical cablings.

2.2.1 Relaying and Multihop Techniques

The traditional cellular radio network is a single hop communication network where wireless

terminals communicate directly with a single fixed base station as shown in Figure 2.4 (a).

However, most times terminals could be outside the footprint of their base stations or located

in unfavorable conditions resulting in coverage dead spots. It can be caused by a number

of scenarios such as a user being in a deep valley shadowed by a mountain or a man-made

structure, in an underground shopping mall, subway station or tunnel. These problems would

increase in future generation wireless networks as these systems would have to support ubiq-

uitous high data rate service. Relaying or multi-hop techniques are promising candidates for

deploying these networks in a cost effective way. Multi-hop implies that the signal of the

source passes through one or more intermediate nodes (relays) towards its destination.

The following link budget calculation example might help explain the coverage extension

and/or terminal transmit power reduction ability of relays. Consider that a capacity (C) of

400 Mb/s is desired in a 5.3 GHz carrier frequency system with access to 100 MHz bandwidth
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Figure 2.4: Conventional relay networks, (a) conventional single-hop network, (b) conventional

two-hop relay network, (c) combatting shadowing with a relay.

(W ) and a noise level of -94 dBm. The Shannon formula C = W log2(1 + SNR) dictates that

a SNR of 12 dB is required. A terminal is supportable (not in outage) if the received signal

level is at least −82 (= −94 + 12) dBm. The received signal can be expressed as [32]

Pr = Pt + Ga − PL− Sloss, (2.9)

where Pt, Pr, Ga, and Sloss, represent transmit power, receive power, antenna gains, and

system losses respectively. Consider Pt = 50 mW (17 dBm) and Sloss = 0, Ga = 7 dB. Using

a simple path loss model1 PL = −20 log10(c/4π f r) where c is the speed of the light and r

the distance between communicating nodes, two terminals T1 and T2 located at distance of

100 and 450 meters respectively from the base station, experience path loss PL = 87 and 100

dB respectively.

The received power level (Pr) of Terminal T1 is -77 dBm while that of T2 is -90 dBm.

In this illustration, an optimistic channel scenario is assumed. Other channel impairments

such as interference, multipath, etc, are neglected. Terminal T2 is in outage since the received

power is 8 dB below the required SNR. Traditionally, a bigger cell can be split into smaller

ones to help decrease the path loss experienced by terminals in the same condition as terminal

T2.

1Commonly called free space path loss model.
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However, from (2.9) intermediate relays can be used to break or reduce the overall path

loss. In addition, a higher antenna processing gain Ga can be used to improve Pr. Conven-

tionally, this gain is obtained using large antenna arrays. It happens that this array with large

number of antennas can be built in a virtual way through distributed fixed relay stations by

using cooperative protocols. Furthermore, for a given Pr, the path loss savings and antenna

processing gains can be used to reduce the terminal transmit power. Relaying splits longer

paths into shorter segments that have the effect of reducing the overall path loss which is a

consequence of the non-linearity of the path loss [33].

The above discussion demonstrates that the common use of relays in communication net-

works reduces path loss (Figure 2.4 (b)) as well as combats shadowing (Figure 2.4 (c)). This

thesis investigates a cooperation between relays and the source. The cooperative relaying

schemes, therefore, represent an add-on to conventional relaying since in principle these relays

are expected to be deployed by service provider for the usual traditional usage (Figure 2.4 (b)

and Figure 2.4 (c)). At the same time, cooperative relaying represents a paradigm shift from

point-to-point coding to holistic network coding.

2.2.2 Relaying Classification

Based on the retransmission mechanism, the wireless relaying techniques are classified into two

main types decode-and-forward (DF) and amplify-and-forward (AF) [34]. In the DF relaying,

the relay regenerates the received signal (full detection), reprocesses and retransmits it to the

destination. For the AF relays, the relay behaves like analog repeater, it simply amplifies the

received signal and forwards it.

Mobile (terminal) and fixed relaying are classified in the literature based on mobility and

topology. Terminal relaying uses mobile terminals as relays to pass signals between base

stations and other mobile terminals while fixed relaying is based on fixed relay nodes deployed

as a part of the network infrastructure. The advantages of terminal relaying include reduced
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infrastructure cost and good potential coverage because of the large number of terminals in

the network. However, there are some drawbacks such as increased cost and complexity of user

equipment. Each terminal must be modified to obtain relaying capability. Complex routing

protocols are required.

Relaying using fixed entities, on the other hand, involves initial deployment cost. This

incremental cost is offset by reduced requirements on the mobile terminals since simple and less

stringent routing algorithms and protocols are involved. At the same time relay deployment

is flexible as relays can be moved to accommodate traffic patterns [35]. Furthermore, these

fixed relay stations are a part of the entire cellular network infrastructure which implies that

their deployments are performed jointly with the network design and planning.

The integration of multihop capability in the new wireless systems constitutes significant

economical advantage compared to the cell splitting, often used to increase the system capacity

and spectral efficiency [37]. In cell splitting, each new cell requires the deployment of expensive

base stations and new connections to its wired backbone as well as it involves numerous

problems associated with fast handoffs. Instead of new base stations, the relaying approach

deploys wireless relays that are used to establish multihop networks. These relays do not

require any wired connection to the backhaul but wirelessly re-route received signal to either

the BS (uplink) or user (downlink) depending on the case.

The elimination of the backplane that serves as an interface between the BS and the wired

backhaul network [36] therefore results in substantial savings. The relaying techniques are

excellent candidates for providing the quantum leap into the ambitious performance (coverage,

capacity, and reliability) expected of the future generations of wireless systems. The interest

in this area is growing steadily. This is in conjunction with the new paradigm which is

interchangeably called antenna sharing [38, 40], cooperative diversity [39], or virtual antenna

arrays [52].
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2.2.3 Virtual Antenna Arrays

The virtual antenna array (VAA) [52, 53] technique is a pragmatic approach to communication

network design in which communicating entities utilize each other’s resources in a symbiotic

manner. The principle for deploying VAA in cellular networks is explained for the downlink.

It is assumed that a base station uses its antenna arrays to transmit a space-time encoded

data stream to a group of mobile terminals forming a virtual array group. Each terminal

receives the stream of data meant for this group it extracts its data and relays the data meant

for the other members. Each of the terminals receives copies of its signal from its colleagues

in their group. After receiving from other partners in the VAA group, each terminal can start

to process all the signal copies. Since the terminal receives independent copies of its signal

from other terminal, these signals can be carefully processed to yield diversity gains.

Although the VAA concept promises a drastic increase in capacity, it brings new challenges

as well. It assumes that the terminal can receive and transmit simultaneously on the same

channel (full duplex)2. This duplex mode may pose serious constraints on the mobile terminal

radio frequency chain as the receive and transmit signals have to be adequately decoupled

(using very sensitive filters) or a sufficient frequency separation should be allowed between

receiving and transmitting bands of terminal relays. It is not a simple relay problem since

each user has to transmit its partner’s information along with its own. It needs, therefore, to

reliably detect or intelligently amplify the signal of its partner. Hence, this scheme calls for

stringent data scheduling and strict synchronization of users.

2.2.4 Cooperative Networks

The idea behind cooperative communication dates back to the work of Meulen [54], and

Cover and El-Gamal [55] on relay channels. Their focus however, is theoretical expositions

rather than practical implementation. Reference [55] derives the maximum achievable rate

2In practice, this is done on two orthogonal frequency channels.
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for cases with or without feedback to the source or relay terminal for Gaussian channels in

a way which does not appear to have direct application to wireless relay networks. Their

treatment, for example, assumes that relays can receive and transmit at the same time in the

same band which might be difficult to achieve in inexpensive networks. Nevertheless, their

work provides the basis for the cooperative schemes and protocols [38, 39] that recently have

gained prominence.

Sendonaris, Erkip, and Aazhang [39] present a simple exposition of user cooperation diver-

sity scheme which in its simplest form stipulates that two users form a partnership to transmit

each other’s signals to the base station. First, each of the partners exchanges cooperative in-

formation. Each partner detects this cooperative signal and transmits it along with its (own)

signal to the destination. This form of cooperation leads to an increase in capacity for both

users as well as provides robust user achievable rate, i.e, rate that is less susceptible to channel

variations. The authors show the implementation of their approach to practical systems such

as CDMA. The success of this cooperative scheme largely depends on the interuser channels

shown in Figure 2.5. The interuser channel is the path from the output of each encoder to

the input of its partner.

The work of Laneman and Wornell [38] presents a similar treatment but in a conceptual

manner, puts the user cooperation in a mathematical framework. It discusses a cooperative

protocol for combating multipath fading of wireless networks by exploiting the spatial diversity



23

available among terminals that have agreed to assist each other. The proposed protocol helps

to remove some of the practical obstacles of earlier work.

The low complexity cooperative protocols recognize that for practical reasons, terminals

cannot receive and transmit at the same time on the same channel. This is referred to as

an orthogonality constraint. These complexity challenges, therefore, impose half-duplex as

opposed to full duplex communication of the initial relay work [55]. The same constraint

can be exploited to facilitate cooperation through resource allocation. For instance, in direct

transmission mode all terminals occupy the entire time slot simultaneously causing multiple

access interference (MAI), as indicated in Figure 2.6 (a). Figure 2.6 (b) shows how orthogonal

time slots can be used to alleviate MAI in non cooperating terminals, while Figure 2.6 (c)

shows time slot allocations for cooperating terminals. Though the cooperating terminals

transmit and receive at different times, the overall transmit time for each terminal is the same

as in Figure 2.6 (b), establishing a basis for comparing cooperative cases. This illustration

shows the ease at which this protocol could fit into TDMA-based systems. The cited literature

demonstrates that cooperation yields full spatial diversity, allowing significant power savings

at a given performance criterion, all things being equal. The referred studies [38, 39] have

mainly used outage probability as the figure of merit.

A typical cooperative relaying network is shown in Figure 2.7. For conventional relaying,

the destination ignores the direct signal by relying only on the signal received through the relay

(Figure 2.4 (b)). In contrast, the cooperative relaying scheme exploits the broadcast nature

of wireless systems. This means that, the relay as well as the destination hear the source

(Figure 2.7). The DF fixed protocol approach allows the relay (terminal) to always decode

and forward to the destination. This relay link could propagate errors, degrading the spatial

diversity gains desired from this relay’s cooperation. To exploit the full benefit of spatial

diversity in cooperative communication, participating relays should not always forward the

received signal [45] to prevent error propagation, as this has a negative impact on cooperation
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Figure 2.6: User cooperation and resource sharing (a) direct, multiple access transmission

(MAI), terminals T1 and T2 transmit at the same time, (b) orthogonal direct transmission,

(c) orthogonal cooperative diversity.
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Figure 2.7: Network configuration for parallel relays: (a) single cooperating terminal, (b) two

cooperating terminals.

schemes.

Most of the previous work uses repetition-based protocols for relaying. Some even em-

ploy automatic repeat request schemes in order to improve error performance at the expense

bandwidth. The inefficient use of bandwidth of repetition-based protocols calls for more pru-

dent schemes. For example, coded cooperative schemes, where signals are not repeated, are

proposed [51, 56, 57]. Hunter and Nosratinia [51] proposed a coded cooperation scheme that

partitions the N -bit long codeword of each user into two frames N1 and N2. This partitioning
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can be done by puncturing techniques. Each user transmits the N1-bit frame to its partner,

which decodes and then formulates the punctured (deleted) bits. These bits constitute the

second frame N2. The users then transmit the N2-bit frame of their partner to the base sta-

tion. The base station combines the two frames N1 and N2 to form the original N -codeword.

Since the N1 and N2 frames for each user are received through independent channels, diversity

can be exploited. During the transmission of the partner’s parity frame (N2), the user does

not transmit data of its own.

There are many questions of practical importance that arise. The scheme imposes a specific

coding scheme on the mobile terminals. It is possible that one or none of the users decode

correctly (in very noisy interuser channels). Both users are assumed to transmit to the base

station at the same time, which is a recipe for interference. Some of these issues are partly

addressed in [57], where the authors propose code design that ensures a reliable interuser

channel. They achieve this by optimizing the rate compatible punctured code used in [51].

Extension to space-time coded cooperation is conducted in [57]. The space-time component

is required to extract diversity in fast fading environments. This also makes it possible for a

cooperating user to transmit its signals along with that of its partner’s parity.

The following section presents the channel models that are employed in evaluating the

performance of the proposed systems. This is followed by some derivations related to the

channel distribution utilized in subsequent chapters.

2.3 Models for Fading Channels

Wireless signals are unguided due to the terrain and nature of signal propagation. These

signals experience fading where both the envelope and phase of the received signals fluctuate

over time. In the discussion in this thesis, it is assumed that coherent modulation and perfect

phase recovery is possible. Therefore, the performance analysis over fading channels requires

only fading envelope statistics. Since, it is assumed that the fading is sufficiently slow, the
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fading envelope random process can be represented by a random variable over any given

symbol period.

2.3.1 Fading Models

In fading channels, the received signal is modulated by the fading amplitude α, where α

is a random variable (RV) with mean square value Ω = E[α2]. At the receiver the faded

signal is perturbed by additive white Gaussian noise (AWGN) which is usually assumed to be

statistically independent of the fading amplitude and also spatially independent from antenna

branches. The noise is characterized by one-sided power spectral density N0 (W/Hz). Thus,

the instantaneous signal-to-noise power ratio (SNR) per symbol denoted by γ = α2Es/N0

and the average SNR per symbol by γ̄ = E[α2Es/N0] = ΩEs/N0, where Es is the energy per

symbol. With the PDF of α, p(α), the PDF of the RV γ is obtained using the method of

change of variable for a function of a RV [23]

pγ(γ) =
pα(α)|

α=
√

Ωγ/γ̄

2
√

γ̄γ
Ω

=
pα

(√
Ωγ
γ̄

)

2
√

γ̄γ
Ω

. (2.10)

The Rayleigh distribution is frequently used to describe the statistical fluctuations of signals

received from multipath fading. This multipath fading is due to the constructive and destruc-

tive combination of randomly delayed, scattered, reflected, and diffracted signal components.

A versatile statistical model often used to model a wide range of fading environments which

has shown to be quite appropriate in modeling multipath fading in mobile radio channels is

the Nakagami-m distribution [75] with the following PDF:

pα(α, m) =
2m2α2m−1

Γ[m] Ωm
exp(−mα2

Ω
), α > 0, (2.11)

where m is known as Nakagami parameter that specifies the severity of the fading and Γ[·]
denotes the gamma function. For instance, the Rayleigh fading distribution may not be

realistic in microcellular network where a line-of-sight is probably going to exist. In such
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a situation, a channel model with a line-of-sight component such as the Ricean model is

preferred. In Ricean fading, the received signal is composed of two components, a scattered

and a direct part with power of A and σ2
r , respectively. These power components define

a Ricean K- factor given as K = A2/2σ2
r . This channel model is related to the Nakagami

through the transformation K =
√

m2−m
m−√m2−m

[37]. Note that m = 1 reduces (2.11) to the

Rayleigh distribution. In this thesis, the Nakagami model is used in most of the presented

numerical examples.

The PDF of γ for the Nakagami distribution can be obtained by applying (2.10) on (2.11)

to arrive at

pγi
(γi,mi) =

mmi
i γmi−1

i

γ̄i
miΓ[mi]

exp

(
−miγi

γ̄i

)
, γi ≥ 0, mi ≥ 1/2, (2.12)

where γi = α2
i Es/N0 and γ̄i = E[α2

i Es/N0] = ΩiEs/N0 is the average SNR per symbol for the

i-th diversity branch.

If we set m = 1, the distribution of the SNR per symbol is the exponential distribution,

which represents the distribution of the SNR in the Rayleigh faded signal [29]

pγ(γ) =
1

γ̄
exp

(
−γ

γ̄

)
. (2.13)

Finally, a unified fading parameter referred to in [84] as the amount of fading (AmF) is

mentioned, which serves as a measure of the severity of fading associated with any fading

PDF. AmF is defined as

AmF =
Var[α2]

(E[α2])2
=

E[γ2]− (E[γ])2

(E[γ])2
, (2.14)

where Var[·] is the variance. The moments E[(·)p] for the Nakagami PDF given above can

therefore be derived as

E[γp] =
Γ(m + p)

Γ(m)mp
γ̄p, (2.15)

which follows by using (2.14) that the AmF for the Nakagami distribution is

AmFm =
1

m
, m ≥ 1/2. (2.16)
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The Rayleigh fading therefore has an AmF equal to 1. It can be seen that Nakagami-m

distribution covers a wide range of AmF through the m parameter. For instance, one-sided

Gaussian distribution is obtained by setting m = 1/2 and in the limit as m → +∞, the

Nakagami-m fading channel converges to the AWGN channel demonstrating the versatility of

this fading model.

The cumulative distribution function (CDF) of the fading process is an important channel

characteristic. This CDF is obtained as Fγ(γ) =
∫ γ

0
pγ(ξ)dξ. Hence, for the Nakagami fading

this can be evaluated as

Fγ(γ,m) =

(
γ

γ̄

)m
mm−1

Γ(m)
1F1([m], [1 + m],−γ m

γ̄
), (2.17)

where 1F1(a, b, z) is the confluent hypergeometric function [80, pp. 1085 eqn. (9.210.1)] which

can be obtained from the series expansion 1F1(a, b, z) = 1 + az
b

+ a(a+1)z2

b(b+1)2!
+ · · · = ∑∞

k=0
(a)k

(b)k

zk

k!
,

where (a)k is the Pochhammer symbol denoted as Pochhammer[a, k] [81], and (a)k = Γ(a+k)
Γ(a)

.

Using this definition of the 1F1(a, b, z), we can express

1F1([m], [1 + m],−γ m

γ̄
) = 1 +

m

m + 1

(−γm

γ̄

)
+

m(m + 1)

2!(m + 1)(m + 2)

(−γm

γ̄

)2

+
m(m + 1)(m + 2)

3!(m + 1)(m + 2)(m + 3)

(−γm

γ̄

)3

+ · · ·

=
∞∑

k=0

1

k!

m

m + k
(−1)k

(
γm

γ̄

)k

= m

(
γm

γ̄

)−m ∞∑

k=0

1

k!

1

m + k
(−1)k

(
γm

γ̄

)k+m

(2.18)

Putting (2.18) in (2.17) and using [80, pp. 950 eqn. (8.354.1)], (2.17) can be expressed as

Fγ(γ, m) =
1

Γ(m)

∞∑

k=0

(−1)k

k!(m + k)

(
γm

γ̄

)k+m

=
ΓL[m, mγ

γ̄
]

Γ(m)
, (2.19)

where ΓL[a, b] =
∫ b

0
e−tta−1dt denotes the incomplete gamma function. For m = 1, Fγ(γ, 1) =

ΓL[1,
γ
γ̄
]. The definition of the incomplete gamma function can be used to show that3,

Fγ(γ, 1) = 1− exp

(
−γ

γ̄

)
, (2.20)

3See Appendix C.1.
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Figure 2.8: The CDF of Nakagami distribution with different values of m.

is the CDF of the exponential distribution shown in (2.13). Figure 2.8 shows the CDF of the

Nakagami fading for different values of the parameter m. In this figure the average assumed

SNR is 10 dB and the channel power is normalized (set to 0 dB).

In Chapter 4 a threshold decoding strategy at the relay to reduce the error propagation

is introduced. In this strategy the relay decodes and forwards only when the instantaneous

received SNR is larger than a predetermined SNR threshold, γth. Note that there are other

means by which the error propagation can be reduced. One common technique is the use of

cyclic redundancy check (CRC) in frame-based communication. Assuming a single channel

(no diversity) link the relay decodes and forwards only when γ ≥ γth. The probability of
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Figure 2.9: Probability of decoding in threshold-based decode-and-forward protocol.

decode is therefore Pr(γ ≥ γth). This probability is represented as

Pdecode =

∫ ∞

γth

pγ(ξ, m)dξ

= 1−
ΓL[m, mγth

γ̄
]

Γ(m)
, (2.21)

where γ = ΩsrEs/N0 and Ωsr is the channel fading average power.

Some illustrations of the effect of m on the probability of decode in threshold-based decode

and forward relay is shown in Figure 2.9 for an average received SNR of 10 dB. It is obvious

that the decoding threshold should be determined taking into account the amount of fading.

The fading channel model assumes that frequency flat fading is encountered. This model

assumes that all the spectral components of the transmitted signal are affected in a similar

manner. Otherwise, the frequency selective model can be adopted; typically used in wide-
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band systems where the transmitted bandwidth is larger than the coherence bandwidth of

the channel. The above presented model allows for analysis of the performance of various

communication systems operating over these channels.

2.3.2 Decode-and-Forward Probability in Multi-antenna Systems

The aim in threshold decoding is to ensure that a signal forwarded by the relay is reliable

since the number of times reliably detected signal is relayed to the destination has an impact

on the cooperation benefit. Therefore, the decode-and-forward probability (DFP) of the relay

is an important system performance criterion. This logically leads to examining the DFP of

the multi-antenna relay with a threshold DF strategy. The examination begins with SC where

the relay first selects the branch with the largest instantaneous SNR, i.e., γ = max[γ1, · · · , γL]

and then compares it to the set decoding threshold γth. The joint probability density function

(PDF) of selecting n largest from L independently and identically distributed random variables

is given in a general form in [79] as pγ1,··· ,γn(γ1, · · · , γn) = n!CL
n [F (γ)]L−n

∏n
l=1 p(γl) where F (γ)

is the cumulative distribution function (CDF). The selection of the best branch in terms of

instantaneous SNR is performed. For this reason, for the underlying Nakagami-m distribution,

the required PDF is reduced to p(γ, m) = L[F (γ,m)]L−1pγ(γ, m) as

p(γ, m) =
Lmmγm−1 exp

(
−mγ

γ̄

)

γ̄m(Γ[m])L

( ∞∑

k=0

fk

(
γm

γ̄

)k+m
)L−1

, (2.22)

where fk = (−1)k

k!(m+k)
.

The functional series representation is used to rewrite the series in (2.22) with the help of

[80, pp. 19, (0.314)], as
( ∞∑

k=0

fk

(
γm

γ̄

)k+m
)L−1

=

(
γm

γ̄

)m(L−1) ∞∑
p=0

cp

(
γm

γ̄

)p

, (2.23)

leading to the following PDF

p(γ, m) =
Le−

mγ
γ̄

(Γ[m])Lγ

∞∑
p=0

cp

(
mγ

γ̄

)p+mL

, (2.24)
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where c0 = m1−L, cp = m
p

∑p
k=1(kL−p)fkcp−k. Then the DFP of the selection-based DF relay

PDFP, SC can be accomplished, by using [80, pp. 356, (3.351.2)], as

PDFP, SC(γth,m) =

∫ ∞

γth

pγ(ξ,m)dξ

=
L exp

(
−mγth

γ̄

)

(Γ[m])L

∞∑
p=0

p+mL−1∑

k=0

cp
(p + mL− 1)!

k!

(
mγth

γ̄

)k

. (2.25)

The infinite summation in the PDF in (2.22) can be eliminated provided that that the integer

values of m are considered. This makes further simplification possible, leading to an alternative

representation of this PDF [82]:

p(γ, m) =
L

(m− 1)!

L−1∑

l=0

(−1)l




L− 1

l




l(m−1)∑

k=0

bl
k

(
m

γ̄

)m+k

γm+k−1 exp

(
−(l + 1)

mγ

γ̄

)
,

(2.26)

where bl
0 = 1, bl

1 = l, bl
l(m−1) = 1

((m−1)!)l , and bl
k = 1

k

∑min[k,m−1]
j=1

j(l+1)−k
j!

bl
k−j are recursively

computed with k = 2, 3, · · · , l(m−1)−1. With this PDF, a more convenient DFP expression

for the selection-based DF relay can be obtained as

PDFP, SC(γth,m) =

∫ ∞

γth

pγ(ξ, m)dξ

=
L

(m− 1)!

L−1∑

l=0

(−1)l




L− 1

l




l(m−1)∑

k=0

bl
k exp

(
−γth(l + 1)m

γ̄

)

×
m+k−1∑

t=0

(m + k − 1)!

t!

(mγth/γ̄)t

(l + 1)m+k−t
. (2.27)

Furthermore, the DFP of MRC-based relay detection which employs threshold decoding is

investigated. In the case of MRC, since it is assumed that the branch fading amplitudes are

statistically independent and distributed with Nakagami distribution, then, γ also follows the

Nakagami distribution but with a parameter Lm [83], leading to the following PDF

p(γ, m) =

(
m

γ̄

)Lm
γLm−1

Γ[Lm]
exp

(
−mγ

γ̄

)
. (2.28)
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Hence, the DFP of MRC-based relay detection can be obtained as

PDFP, MRC(γth,m) =
exp

(
−mγth

γ̄

)

Γ[Lm]

Lm−1∑

k=0

(Lm− 1)!

k!

(
mγth

γ̄

)k

. (2.29)

Figure 2.10 shows the improvement in the probability of decoding at the relay when mul-

tiple antennas are deployed but one branch is selected. The plots give the DFP curves for

L = 1, 2, 3, 4 and different Nakagami parameter m.

Figure 2.11 shows the impact of MRC detection on the DFP of a relay that has two

antennas (L = 2). The figure gives curves for different Nakagami parameters m = 1, 2, 4,

and 6. The single antenna case is also reproduced in this figure as a base-line. Thus, a

significant increase in the number of times the relay decodes and forwards is observed for the

dual-antenna which implies that there is an increase in the number of times the destination

relies on diversity combining using signals received via the relays. This, however, has to

be complemented by the improved error performance at the relays (provided in Chapter 4).

These relay performance indicators (relay error rate and probability of decode and forward)

are shown to characterize the system end-to-end (E2E) performance.

Some final remarks on the derived expressions include the following. These expressions

are valid for only integer values of m. It should be noted that the term in brackets in (2.22)

is the incomplete gamma function in (2.19). Therefore, (2.22) could have been left with the

incomplete gamma function and there will be a PDF that is valid for all possible values of

m. The disadvantage of this approach is that no close-form representation may be pursued

afterwards. The derivation presented above is valid for integer values of m but it is not

necessary to compute it numerically which would have been the case if there had not been

efforts to simplify (2.22).
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Figure 2.10: The probability of decode of SC-based threshold decode-and-forward relay with

different number of antennas (L) for m = 1, 2, 4, 6, average SNR = 10 dB.
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2.4 Chapter Conclusion

In this chapter a brief overview of wireless communications, challenges and techniques are

presented. The potentials of multi-antenna and diversity combining, and relaying techniques

for improving the performance of wireless systems so that they can support high data rate

transmissions are discussed. Such performance enhancement from multi-antenna techniques

is achieved without an increase in bandwidth. However, the constantly decreasing and minia-

turized terminals pose obstacles to exploiting the benefits of multi-antenna techniques and

hence, the use of cooperative relaying schemes discussed in subsequent chapters. In addi-

tion, an overview of the Nakagami fading model used in the thesis is presented. The impact

of multiple antenna on the decode-and-forward probability of multi-antenna fixed relays is

analyzed.

Nakagami model is adopted for the following reasons. In system deployment involving

infrastructure-based fixed relays, the system engineer would try to locate the relays such that

it has a line of site (LOS) to the base station. Most previous works on relaying have used

a Rayleigh fading model that is not suitable in such LOS scenario. Our analysis therefore

becomes handy in a wide range of channel scenarios, knowing that with proper choice of the

Nakagami m parameter, LOS scenarios can be modelled. Moreover, the Rayleigh fading model

is a special case of the analysis.



Chapter 3

Hybrid Macro- and Micro-diversity

Antenna Networks

Microdiversity, through collocated antennas, has been used to combat small-scale fading.

However, shadowing, which belongs to the large-scale fading class, could overwhelm a system

with such closely spaced antennas. Emerging distributed and sectorized distributed antennas

(SDA) [15, 16, 17] and radio-on-fiber (RoF) technologies [19, 60] are providing novel ways of

handling signals received at widely separated antennas. These technologies are particularly

suitable for microcellular systems and they could facilitate linking of distributed antennas or

access ports to a central unit where signal-specific processing could then be performed.

The chapter examines a microdiversity-augmented macrodiversity architecture to combat

these two fading phenomena (small-scale fading and shadowing) in one scheme. The proposed

system works as follows. In the K-macro/L-microdiversity antenna structure, the macrodi-

versity selects the best among K ports, using certain criteria, and of the L signals available

at that port, lo strongest are selected for diversity combining. Selecting a subset of spatial

diversity signals to combine is known as generalized selection combining (GSC) and it was first

applied to small scale fading [24]. GSC is employed as the receiver processor for the micro-

diversity component since it represents a reasonable system complexity and cost compromise

37
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compared with a full blown MRC [26, 27].

The previous work [66, 69] conventional scheme uses the macroscopic component alone as

the basis for port selection. This selection criterion has been adopted with the setup described

above and the technique is referred to as Scheme I. Analytical performance expressions have

been derived for this scheme. Probably, a decade ago, selection based on the slow large scale

fading was the most practical strategy to adopt. The advancement in distributed antenna

system technologies, RoF [19, 60], and the availability of a fast scanning receiver for the

GSC [27] would allow for the fast tracking of the composite fading which hitherto might not

have been recognized when the work in [69, 71] were being developed. With these technological

advances in mind, this thesis attempts to estimate the performance of the system that would

adopt these new technologies by proposing and evaluating the performance of Scheme II and

Scheme III.

With microcellular network mind-set, we consider a network where SDA and RoF tech-

nologies are employed. Therefore, it is possible to avoid cell-splitting often used for improving

system performance in conventional cellular systems. Instead, cost-efficient radio access points

are deployed and linked to a central unit (CU) using the DA and RoF technologies, thereby,

eliminating the need for new base stations and the associated resources. For the proposed

architecture, this chapter introduces a novel way of implementing the macro-selection referred

to as Scheme II, it also demonstrates its superiority over the conventional macro-selection

method (Scheme I). Furthermore, through simulations macroscopic MRC in microcellular

systems is explored. This is referred to as Scheme III. Since this scheme processes across the

macro-diversity ports it can be viewed as an extension of the CDMA cellular soft handover to

non-CDMA systems.

In Section 3.1, the channel and system models are discussed whereas Section 3.2 presents

the proposed schemes. In Section 3.3 the derivation of expression for evaluating the error

performance of Scheme I and numerical results are discussed. Section 3.4 presents the outage
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Figure 3.1: Antenna layout for the macro/microdiversity in a wireless network.

calculations and Section 3.5 discusses the impact of correlation while complexity issues are

discussed in Section 3.6. Finally, conclusions are drawn in Section 3.7.

3.1 System and Channel Descriptions

Figure 3.1 shows the proposed distributed antenna architecture in a wireless network area. In

the SDA format a separate feeder exists between each branch (microdiversity antenna) and

the CU. Hence, a total of K × L distinct signals are received at the CU that enables the

separation of the received signals. All the signal-specific processing (such as demodulation) is

performed at the CU; this results in relatively inexpensive ports. The channel between a port
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and a user is modeled as Rayleigh flat fading plagued with lognormal shadowing. The faded

signal is perturbed by the receiver white Gaussian noise (AWGN), which is independent of

the fading processes.

Let us consider that the signal yk,l is received at the l-th branch of the k-th port in the

K-macro/L-microdiversity architecture. This received signal can be expressed as

yk,l =
√

Λk α̃k,lx + nk,l, 1 ≤ l ≤ L, (3.1)

where yk = {yk,1, yk,2, · · · , yk,L} is the set of received signals at port k, x is the transmitted sig-

nal, and nk = {nk,1, nk,2, · · · , nk,L} are the 2-dimensional AWGN. The Λ represents the shad-

owing component. Let the branch gains
√

Λk α̃k,l be denoted as αk,l, where k ε {1, 2, · · · , K}
and l ε {1, 2, · · · , L}. These gains represent the composite fading with a common local mean

square value E[α2
k,l] = Ωk. Therefore, at port k the local mean received signal-to-noise ratio

(SNR) per branch is Es

N0
Ωk, where Es is the signal energy and N0 is the single-sided power

spectral density of the AWGN. The instantaneous SNR at each branch Sk,l = α2
k,l

Es

N0
. The

fact that Λk is a lognormal random variable, implies that Gk = 10 log10(Λk) has a Gaussian

distribution with a certain area mean µk dB and standard deviation σk dB.

3.2 Macrodiversity Selection Schemes

The macrodiversity selections methods are presented next, starting with the conventional

method.

3.2.1 Scheme I

The local mean SNR is the basis of port selection. This scheme can therefore be referred to

as selection combining-based (SC-based) macrodiversity

• Obtain the local means Ωk, 1 ≤ k ≤ K, noting that shadowing is same for all branches

in a port.
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• Identify the port k∗ with the largest local mean; i.e., k∗ = argmax︸ ︷︷ ︸
1≤k≤K

{Ωk}.

• Select lo ≤ L branches of this port k∗ with the largest Sk∗,l.

Based on microcellular architecture and DAS, the following strategies can be adopted to

take advantage of all the distinct K × L signals at the CU.

3.2.2 Scheme II

At each branch of a port, the SNR depends on both the macroscopic and microscopic fading,

we can exploit this fact in making an informed port selection decision rather than deciding

based only on the local mean SNR.

• Choose the port k∗ that has the largest overall aggregate SNR; i.e.,

k∗ = argmax︸ ︷︷ ︸
1≤k≤K

{∑L
l=1 Sk,l}.

• Select lo ≤ L branches of this port k∗ with the largest Sk∗,l.

In a suboptimal implementation of Scheme II, the port selection can be performed on the

highest branch SNR;

• Identify k∗ = argmax︸ ︷︷ ︸
1≤k≤K

{max︸︷︷︸
1≤l≤L

Sk,l}.

• Select lo ≤ L branches of this port k∗ with the largest Sk∗,l.

A slightly more complex implementation of Scheme II which can improve the system perfor-

mance is;

• Arrange each port L signals in descending order.

• Choose the port k∗ that has the largest sum of lo branch SNRs; i.e.,

k∗ = argmax︸ ︷︷ ︸
1≤k≤K

{∑lo
l=1 Sk,l

}
.
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The third realization of Scheme II will give the best system performance as it also appears

as the reasonable receiver option but in practice, implementation consideration may make the

first and second algorithms more attractive.

3.2.3 Scheme III

This scheme, by the virtue of all K × L available at the CU, processes across the ports.

• Arrange all the K × L signals in ascending order of their SNR, Sk,l, across all ports.

• Select the largest lo out of the K × L branches.

In all cases, MRC technique is used to process the lo selected branches, where 1 ≤ lo ≤ L.

3.3 Performance Analysis

In this section the analysis of GSC-augmented macrodiversity (Scheme I) is performed. Let

β, lo, and Λ∗ represent the sum of the combined Rayleigh fading branches at the selected port,

the number of microdiversity branches selected, and the shadowing component at the selected

port, respectively. Note that β =
∑lo

i=1 α̃2
k∗,i and Λ∗ = 10g∗/10. The symbol error probability

(SEP) for MPSK modulation conditioned on the fade samples can be expressed for GSC as

Pmpsk(e|β, g∗) ≈ h× erfc

(√
βΛ∗ sin2

( π

M

) Es

N0

)
, (3.2)

MPSK has been used as an illustrative example, other coherent modulation schemes having

error rate defined by complementary error function erfc (or Q function) in AWGN can also be

accommodated in the analysis presented here.

Equation (3.2) implies that the error performance is conditioned on the parameters β and

g∗ and therefore, to obtain the error performance, we need to average over two PDFs as
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follows:

Pmpsk(e) =

∫ ∞

0

∫ ∞

−∞
Pmpsk(e|β, g∗)p(β; lo)pG∗(g

∗; K)dg∗dβ,

=

∫ ∞

−∞
pG∗(g

∗; K)

∫ ∞

0

p(β; lo)Pmpsk(e|β, g∗)dβ

︸ ︷︷ ︸
Pmpsk(e|g∗)

dg∗. (3.3)

The PDF of β can be expressed, by the help of the results presented in [26], as

p(β; lo) = CL
lo

[
βlo−1e−β

(lo − 1)!
+

L−lo∑

l=1

CL−lo
l (−1)lo+l−1

(
lo
l

)lo−1

e−β

(
e−

lβ
lo −

lo−2∑
p=0

1

p!

(
− lβ

lo

)p
)]

,

(3.4)

where CR
r = R!

(R−r)!r!
. Using this PDF in (3.3), and with some manipulations, the expression

for the SEP of MPSK conditioned on the lognormal shadowing can be expressed as1

Pmpsk(e|g∗) ≈ hCL
lo




1
22lo−2

∑lo
j=1 C2lo−j−1

lo−1

(
2

1+
√

θ1

)j
1

(1+γ∗λ)lo +
∑L−lo

l=1
2η(l,lo,L)

(l/lo+1+γ∗λ)(1+
√

θ2)

−∑L−lo
l=1 η(l, lo, L)

∑lo−2
p=0

4(−l/lo)p

[4(1+γ∗λ)]p+1

∑p+1
j=1 C

2(p+1)−j−1
p

(
2

1+
√

θ1

)j


 ,

(3.5)

where, η(l, lo, L) = CL−lo
l (−1)lo+l−1(lo/l)

lo−1, θ1 = Λ∗λ
1+Λ∗λ , θ2 = Λ∗λ

1+Λ∗λ+l/lo
, Λ∗ = 10g∗/10 and

λ = q sin 2( π
M

)Es

N0
. For BPSK q = 1 and h = 1/2 and equality is satisfied in (3.5)

In a situation where Scheme I is adopted, then G∗ = max{G1, G2, · · · , GK} is the local

mean value which corresponds to the port selected for the macroscopic diversity. For iden-

tically and independently distribution, the probability density function (PDF) of G∗ can be

written [69] as

pG∗(g
∗; K) =

K√
2πσ2

exp

(
−(g∗ − µ)2

2σ2

)[
1− 1

2
erfc

(
g∗ − µ√

2σ2

)]K−1

. (3.6)

Finally, the error probability can be obtained by evaluating the integral in (3.3), that is,

Pmpsk(e) =

∫ ∞

−∞
Pmpsk(e|g∗)pG∗(g

∗; K)dg∗. (3.7)

The integral in (3.7) can easily be evaluated using numerical integration techniques available

in most standard mathematical software packages. However, evaluating it in a closed form

remains an open problem.

1See Appendix C.3 for the derivation of Pmpsk(e|g∗).
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3.3.1 Numerical Results

Numerical results are presented for the GSC-augmented macroscopic diversity using the ex-

pressions derived for Scheme I. However, simulation results are presented for Schemes II and

III, since deriving their performance expressions is more demanding. Different values for the

standard deviation of the lognormal shadowing, which spans a wide range of wireless applica-

tions, are considered. For instance, for macrocellular applications σ ranges from 5 to 12 dB

with σ = 8 dB being a typical value whereas for microcells it varies between 4 and 13 dB [37].

Figure 3.2 shows the bit error probability (BER) versus SNR per branch for BPSK modu-

lation scheme employed with this hybrid scheme for an antenna configuration of K = 3, L = 5,

1 ≤ lo ≤ L, under the assumption of uncorrelated lognormal shadowing. The scenario where

no microdiversity is employed (K = 3, L = 1, lo = 1), and that where neither macrodiversity

nor microdiversity is used (K = 1, L = 1, lo = 1) are also shown for comparison purposes.

The variance of the lognormal shadowing σ is set to 12 dB. The simulated results are denoted

by (*), it is observed that they agree well with the analytical ones. Figure 3.3 shows the

performance for BPSK modulation with antenna configuration K = 2, L = 5, 1 ≤ lo ≤ L; in

this case, σ is set to 8 dB. The simulation results are also plotted and denoted by (*), which

match well with the derived expression. The case of no microdiversity and the case of no

macrodiversity/no microdiversity are also given.

The performance superiority of the hybrid schemes over these two reference scenarios are

clearly visible in Figures 3.2 and 3.3, and the significant gain of the hybrid schemes over

the channel employing no form of diversity is clearly evident. It is interesting to observe

from Figures 3.2 and 3.3 that there seems to be a fixed gain in SNR of about 2 dB for the

system when lo is increased from one to two, for all K and L values considered. This 2 dB

gain does not seem to be affected by the amount of lognormal shadowing. However, there

are diminishing returns as lo continues to increase. In these figures, a 1 dB gain is generally

observed when lo is increased from 2 to 3. The same trend is observed for the other K and L
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Figure 3.2: Performance of BPSK in conventional macrodiversity and GSC-based microdi-

versity (Scheme I) with lognormal shadowing (σ = 12 dB) and Rayleigh fading; K = 3, L =

5, 1 ≤ lo ≤ L.
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Figure 3.4: Performance of 8-PSK in conventional macrodiversity and GSC-based microdiver-

sity (Scheme I) with lognormal shadowing (σ = 12 dB) and Rayleigh fading.

combinations we have examined. In all cases, simulations are also conducted to validate the

analytical results. We also observe that when L = 5, for example, lo = 4 has already given

almost all the diversity benefit.

Figure 3.4 shows the performance of 8-PSK with shadowing (σ = 12 dB) and Rayleigh

fading for the antenna combination K = 3, L = 5, lo = 1, 2, 5. The simulation results (denoted

with symbols) confirm the accuracy of our analytical results for the higher constellation MPSK.

Results for other higher constellations (e.g., 16-PSK) and different antenna configurations have

exhibited the same trend of agreement between the simulations and analysis

The algorithms proposed and described as Scheme II (the first one) and Scheme III have
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been used to evaluate the probability of error for different combinations of K, L, and lo

for BPSK modulation. The performance of these algorithms is also compared with its con-

ventional counterpart, i.e., Scheme I. In Figure 3.5, three set of curves are shown for the

following values of diversity parameters, K = 2, L = 5, lo = 1; K = 2, L = 5, lo = 2; and

K = 3, L = 5, lo = 3. The value of σ used is 8 dB. It is observed that for K = 3, L = 5, lo = 3,

Scheme III has about 1.5 dB advantage over the conventional Scheme I at BER = 10−4. Con-

sidering the case K = 2, L = 5, lo = 3, the novel schemes (Schemes II and III) still outperform

the conventional Scheme I, but with reduced gain margins. At lower error rates, the proposed

schemes enjoy more gains over the conventional scheme. For instance, for Scheme III these

gains are close to 3 dB at BER = 10−5 for K = 3, L = 5, lo = 3.

The results obtained can be explained in the following way. Scheme III outperforms Scheme

II which, in turns, performs better than Scheme I. Scheme III can be seen as a benchmark

(or performance lower bound) of the hybrid schemes. In Scheme III the best lo branches will

always be selected. However, in Scheme II, it can not always be guaranteed that this will be

the case, leading to the inferior performance of Scheme II as compared to that of Scheme III.

The performance improvement of Scheme II over Scheme I comes from just the way the

received signals are treated without the need for extra ordinary signal processing, demonstrat-

ing that with modest extra processing efforts (Section 3.6), an additional gain as high as 3 dB

can be obtained in the proposed hybrid macro/microdiversity scheme.

3.4 Outage Probability Calculation

An outage is said to occur when a certain link quality metric (for example, bit error rate of

a user) becomes worse than a required threshold value. We present a performance expression

for calculating the probability that the instantaneous error rate exceeds a certain threshold

for a stationary user in the microdiversity augmented macrodiversity architecture (Scheme I).

A quasi-static outage performance is given, in the sense that the user will be assumed to be
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stationary at the point the average outage is evaluated, however, this analysis can easily be

extended to mobile outage as well.

The instantaneous SNR can be expressed as βΛ∗ Eb

N0
and hence, the corresponding condi-

tional bit error rate for QPSK2, Pqpsk(e|β, g∗) is

Pqpsk(e|β, g∗) =
1

2
erfc

(√
βΛ∗Eb/N0

)
. (3.8)

Note that the probability of Pqpsk(e|β, g∗) being greater than a set threshold, say ζ, is equiv-

alent to the probability of having β that is less than a threshold βthr for a given g∗. This

threshold value of β can be expressed as

βthr =

[
erfc−1 (2ζ)

]2

Λ∗ Eb

N0

. (3.9)

With this representation, the quasi-static outage probability can be obtained by averaging

over the spatial environment

Poutage =

∫ ∞

−∞

∫ βthr

0

p(β; lo)pG∗(g
∗; K) dβ dg∗,

=

∫ ∞

−∞
pG∗(g

∗; K)

∫ βthr

0

p(β; lo)dβ

︸ ︷︷ ︸
I1

dg∗. (3.10)

The integral denoted as I1 can be expressed in the following form using the PDF given in

(3.4)

I1 = CL
lo

[
1− e−βthr

lo−1∑

k=0

βk
thr

k!

]

+ CL
lo

[
L−lo∑

l=1

η(l, lo, L)

(
1− e−βthr( l+lo

lo
)

lo+l
lo

−
lo−2∑
p=0

(−l

lo

)p
(

1− e−βthr

p∑
t=0

βt
thr

t!

))]
.(3.11)

Expressions (3.10) and (3.11) can be used to evaluate the average outage probability employing

numerical methods.

Notice that the outage for other modulation schemes can similarly be obtained. The only

effort required is to obtain an expression for the threshold on β; the direction of work being
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Figure 3.6: Outage probability of QPSK with Scheme I (σ = 6 dB).
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developed in [70] will be helpful in obtaining this threshold level. The curves in Figure 3.6

show the outage probability versus threshold bit error rate of QPSK. Different values of K,

L, and lo, are used with different values of branch Eb/N0 for σ = 6 dB. It can be observed

that to attain low error rates we require very large Eb/N0 in channels subjected to fading and

shadowing, and that the combination of microdiversity and macrodiversity reduces this power

requirements. For the outage curves, it is observed that for a given error rate threshold, the

amount of reduction in outage increases with the number of diversity branches. Furthermore,

observe that there is a significant reduction in outage with K = 2, L = 2, lo = 1 over the case

K = 1, L = 1, lo = 1, although, at each processing instant, one detection resource is employed.

In the following section, the impact of correlated shadowing at ports is discussed.

3.5 Effects of Correlation on System Performance

Studies have shown that the effects of correlation should not be ignored in claiming macrodi-

versity gains in the performance analysis of small cell systems [71, 72]. Numerical results are,

therefore, presented to quantify the detrimental effects of correlation at the ports. The zero

correlation case therefore, serves as a lower bound for the system performance.

Consider a 2-port case with correlated shadowing (measured through ρ). The PDF of the

correlated shadowing can be expressed as [72]

pG∗(g
∗; 2) =

√
2

πσ2
exp

(
−(g∗ − µ)2

2σ2

)[
1− 1

2
erfc

(√
1− ρ

1 + ρ

(
g∗ − µ√

2σ2

))]
. (3.12)

This PDF can be used in (3.7) to evaluate the effect of correlated shadowing on error perfor-

mance.

The results presented in Figures 3.7 and 3.8 show the detrimental effect of correlated

ports on Scheme I. For example, for a target error rate of 10−3 and correlation coefficient

of ρ = 0.5, between 4.5 - 6 dB additional SNR is required in comparison to no correlation

2Note that the BER of QPSK is equal to that of BPSK.
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Figure 3.7: Performance of BPSK with Scheme I in correlated macrodiversity with σ = 12

dB; K = 2, L = 5, lo = 2, ρ = 0, 0.2, 0.5, 0.7, 1.0.
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dB; K = 2, L = 5, lo = 4, ρ = 0, 0.2, 0.5, 0.7, 1.0.
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Figure 3.9: Effect of correlated shadowing on the performance of BPSK with Scheme II for

two different σ values, and K = 2, L = 5, lo = 3.

for all of the lo order microscopic combining cases examined. The simulation results are in

agreement with those of analysis. The performance curves for the reference macrodiversity

alone case (K = 2, L = 1, lo = 1) and the case with neither macrodiversity nor microdiversity

(K = 1, L = 1, lo = 1) are also shown. Comparing macrodiversity alone case with (K = 2, L =

5, lo = 2 and lo = 4) and ρ = 1.0 (completely correlated branches) reveals the tremendous

loss in SNR due to the correlated shadowing, leading to the conclusion that in this scenario,

increasing L is not a reasonable solution. It can be observed in Figure 3.8 that for fully

correlated ports, the configuration K = 2, L = 5, lo = 4 is only a fraction of a dB superior to

the K = 2, L = 1, lo = 1 configuration with no correlation. Figures 3.9 and 3.10 show the
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Figure 3.10: Effect of correlated shadowing on the performance of BPSK with Scheme III for
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impact of ρ = 0.2 and ρ = 0.8, referred to as moderate and significant correlation, respectively,

on the proposed Schemes II and III. Two macrodiversity ports (K = 2) are considered with

L = 5 assuming that the available radio resources allow combining three (lo = 3) branches.

In the following, the performance of Scheme II is analyzed. At a BER of 10−4 ( Figure 3.9),

correlation results in about 3 dB SNR loss for σ = 4 dB; this loss is about 7 dB for σ = 8

dB and ρ = 0.8. SNR loss is defined as the additional required SNR to maintain the same

BER. Subjecting Scheme III to the same operating conditions, it is observed that for ρ = 0.8,

correlation inflicts about 2.3 dB loss when σ = 4 dB, but this loss increases to about 6 dB for

σ = 8 dB. Although, correlation affects the performance of both schemes significantly, Scheme

III is more robust than Scheme II to the tune of about 1 dB for the cases considered. This is

due to the fact that Scheme III selects lo branches across the ports as compared to Scheme II

that concentrates on a single port. For the moderate correlations (ρ = 0.2), the performance

advantage of Scheme III over Scheme II diminishes as depicted in Figures 3.9 and 3.10.

3.6 Notes on Implementation and System Complexity

The aim of the presented results is to evoke interest into the potential of the proposed hybrid

macro/microdiversity architecture. In this context, a number of assumptions are made. The

following section includes a discussion of the issues of practical interest which facilitated some

of the assumptions as well as examination of the system complexity.

• Equal Distances and Average SNR: For analytical convenience, it is assumed that

a user is equidistant from all the ports. This also ensures equal average port SNR

suitable for the optimal operation of MRC. There are many practical scenarios where

the equidistant assumption can be reasonably applied. One typical situation is when

the macro/microdiversity architecture is used in environments with dense deployment of

access ports, such as campuses (industrial, university, and others) and indoors (airports,

malls, and others) [16]. In such environments, the number of deployed access ports is
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large; therefore, it is reasonable to assume that a small number of ports can be found

to be at more or less the same distances from the user. For this scenario, such ports

may form a “macrodiversity group” which provides even local mean SNR distributions

thereby deriving the full benefit of MRC.

The whole picture by itself potentially opens other avenues of research, which might

be referred to as generalized selection macrodiversity (GSM), where a subset of macro-

diversity ports might be selected from the total number of deployed ports. For this

reason, results for small values of macrodiversity group (K = 2, 3) are presented where

in certain scenarios the geometry allows equal distance assumption. In extreme cases

however, when a user is very close to a port and relatively far from the rest, the need

for extra benefit from diversity is remotely small, anyway.

Another scenario is when the access ports are deployed on the opposite sides of streets

and highways. In this case, a user’s trajectory is the locus of points equidistant from two

ports located on the opposite sides of the road. Apart from all these scenarios, empirical

studies have shown that as the amount of macrodiversity in the network increases, the

system uplink becomes less sensitive to user location [73].

• Complexity: The complexities of the proposed schemes (Schemes II and III) can be

estimated by comparing them with those of the conventional method. For example, the

feasibility of the assumed scanning receiver has already been discussed for the classical

generalized selection microdiversity [27]. Scheme II requires an additional summer cir-

cuitry; however, the associated processing cost is just negligible. Therefore, the proposed

Scheme II has comparable complexity with the conventional Scheme I.

Although the macrodiversity in scheme III can be viewed as a natural extension of

CDMA soft handover technique to the non-CDMA framework, the associated receiver

complexity requires a more careful analysis. If the symbol rate is high, and the rela-

tive distances of the ports in a “macrodiversity group” to the CU are large, then this
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situation necessitates the use of a certain type of equalization. In a CDMA system,

a relatively simple rake-type receiver can be used to combine coherently the signals in

such a scenario. In a non-CDMA system, however, a more complex equalizer could

be required. Intuitively, the equalization might require new formulations different from

those used for single path channels. On the other hand, since the ports are fixed enti-

ties and their positions are known, synthetic link delays might be inserted in the cable

connecting the ports to the CU. This helps reduce the perceived delay spread at the

CU, and, thus, simplifies the required equalizer since the equalizer does not need a large

number of taps. This strategy is borne out of the fact that in the proposed architecture,

signals are delivered separately to the CU, unlike the natural delay spread where the

signals are entangled in the air.

3.7 Chapter Conclusion

The reverse-link performance of wireless communication systems employing a hybrid micro-

diversity and macrodiversity structure is studied. In the considered architecture, K access

ports, each carrying L antennas, are deployed in a coverage region of a CU.

The contribution of this chapter can be divided into two main parts. The first part

involves the derivation of error rate and outage expressions for the hybrid diversity scheme

realized within the conventional macrodiversity framework (Scheme I); extensive simulations

are used to validate the derived expressions. In the second part, the feasibility of SDA and

RoF techniques are assumed where the signals received at ports can be transported through

a broadband backbone to a CU so that the CU has K × L separable signals for each user.

Novel port and branch selection strategies in the considered hybrid macro/microdiversity

structure are proposed. They exhibit superior performance over the conventional method at

comparable or modestly higher signal processing efforts. The issue of port correlation is also

investigated. The proposed schemes can significantly combat the detrimental fading effects of
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wireless channels, however, strong port correlation significantly reduces the achievable gains.

In conclusion, the hybrid macro/microdiversity architecture with the proposed port and

branch selection schemes, result in power savings which could help in cost-effective coverage

extension or capacity boosting in wireless networks.



Chapter 4

Multi-antenna Cooperative Relay

Networks

The multiple antennas techniques are well studied; a number of promises in these schemes are

documented [7]-[12]. The application of these techniques to mobile systems often encounter

numerous practical implementation problems. For example, an element spacing of half the

wavelength is required to ensure uncorrelated signals for optimal performance. The future

wireless terminals are expected to be small and light. The small size feature limits the spatial

separation needed by multiple antennas systems for their optimal performance. Therefore,

efficient power utilization becomes a great priority in wireless terminals; the lightweight feature

limits the power capability and signal processing that the terminals can support. These factors

make the deployment of a large number of antennas not feasible in practice. Therefore, novel

techniques for exploiting network resources through nodes cooperation, known as cooperative

diversity or antenna sharing, are considered. The interest in this area is steadily growing, thus

spawning a surge of publications on relaying and cooperative relaying networks which have

informed most of the references in [38]-[51].

Most of the early work in the literature on relaying deals with coverage extension [61] or

network capacity distribution [36, 62]. These multi-hop relaying approaches are usually used

61
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because of their economic advantages over cell splitting methods which are used in conventional

cellular networks to increase system capacity and spectral efficiency. This chapter presents

how infrastructure-based fixed relays can be used for providing spatial diversity gains for a

wireless terminal which, otherwise, has limitations in the number of antennas it can bear.

As an add-on to network relays, it is demonstrated that the difficulties of using multi-

antenna on mobile terminals can be alleviated through cooperative use of these relays. Infras-

tructure - based fixed relays might have the capability to carry multiple antennas. Therefore,

this chapter investigates the multi-antenna aspects of cooperative two-hop networks. Single

antenna relaying is a special case of the set-up.

Threshold maximal ratio combining and threshold selection combining of these multiple

antenna signals are examined and analyzed. Threshold decoding is employed as an addi-

tional measure towards combating error propagation. A related multi-antenna relay scheme

is discussed in [62]. However, the following differences exist between the treatment here and

that in [62]. First, the relays in [62] do not cooperate, the L-antenna at each relay do the

cooperation instead. Second, the network capacity is used as a performance criterion.

In the next section, system model and relaying protocol are discussed. Following the end-

to-end (E2E) error performance formulation in Section 4.2, the error probability calculations

of relay are presented in Section 4.2.2. Section 4.3 discusses how multi-antenna system could

reduce the dependence of the cooperative scheme on threshold decoding. This is followed by

numerical examples and discussions of E2E system performance in Section 4.4. Section 4.5

motivates possible modifications at the relay level that could be used to address the bandwidth

inefficiency suffered by providing orthogonal resources for multi-relay schemes. The chapter

conclusions are included in Section 4.6.
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Figure 4.1: Relay networks (a) conventional fixed decode and forward (b) cooperative relaying,

(c) multi-antenna cooperative relay terminals.

4.1 System of Multi-antenna Multi-relay

The scenario where each relay is equipped with L antennas is investigated. The decode-and-

forward relaying strategy is adopted; i.e., the relays are of the regenerative (digital) type.

Since by design, the relay is expected to be cost-efficient and of low complexity, the relay may

use a subset of these L antennas; in the limiting (worst) case scenario a relay uses one antenna

in the so-called selection combining. In this case, only one signal detection chain is required

at each relay similar to the relays which do not use multiple antennas. This explains why each

relay uses only one antenna to forward as depicted in Figure 4.1. Therefore, in terms of cost,

this selection diversity-based relay system does not incur any significant penalty (other than

the cost of the extra antennas and selection mechanism). If the relays can utilize signals from

more than one antenna, then the classical generalized selective combining (GSC) scheme can

be employed.

The E2E performance of the multi-antenna multi-relay scheme is formulated in the follow-

ing section.
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4.2 Formulation of the E2E System Error Performance

A general link in the network as a node i communicating with node j is defined. A node

could refer to a source, relay or destination. The received signal at node j can then be written

as yij = yi−→j = αijxi + nj, where xi is the signal emanating from node i. For a relay in a

multi-antenna relay network, the input-output relation of the first hop, i.e., source (node S)

to relays can be expressed as

yj = αSjxS + nj, j = 1, 2, · · · , NR, (4.1)

where NR is the total number of relays, yj is the L × 1 received vector at the jth relay,

αSj = [α
(1)
Sj , · · · , α

(L)
Sj ]T denotes the random channel vector with independent components

which are also independent of the components in the L× 1 AWGN vector nj. For a coherent

scheme, perfect phase and carrier recovery is possible. Therefore, each entry α
(l)
ij represents

the magnitude of the fade sample which follows the Nakagami distribution. The channel

state information of the relay-destination links is available to the destination whereas those

of the source-relay (S-R) links are known to the relays. The destination does not require any

knowledge of the S-R channels.

In the second hop, the relay j forwards the pre-processed signal (x̂j) to the destination

(node D) provided that the received SNR is greater than a threshold γth. This signal is

received as

yjD = αjDx̂j + njD, j = 1, · · · , NR, (4.2)

where αjD is the fade sample in the link between relay j and destination, and yjD and njD

are the received signals and receiver noise during the reception, respectively. The model (4.2)

assumes that received signals from the relays satisfy the orthogonality condition that is usually

invoked in the classical literature. It implies that the relay signals do not constitute interfer-

ence for each other at the destination. With the relay complexity described in Section 4.5,

the received signal at the destination can be expressed in the form yD =
∑NR

j=1 zjαjDx̂j + n,
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where zj ε {0, 1} depending on whether relay j transmits (zj = 1) or not (zj = 0). However,

the model in (4.2) is used to expose the diversity benefits of the cooperative networks thereby

establishing a lower bound on the performance of the systems motivated in Section 4.5.

4.2.1 Error Rate Analysis

The overall end-to-end (E2E) error rate P
(TDF)
e,E2E of multi-antenna multiple relays and protocol

can be approximated, using an approach similar to that presented in [58] as

P
(TDF)
e,E2E = P

′
decPe,rPe,p + P

′
dec(1− Pe,r)Pe,coop + (1− P

′
dec)Pe,dir. (4.3)

The first and second terms represent the component due to cooperation while the third demon-

strates the no-cooperation case. The first term is needed to account for possible error prop-

agation. Pe,r is the error probability at the relay given that the received SNR γ is greater

than γth, Pe,coop is the destination error rate when cooperation is in effect (i.e., more than one

branches are combined at destination). P
′
dec is the probability that at least one relay performs

decoding and forwarding,1 Pe,dir is the destination probability of error when no relay forwards.

The impact of the number of relays have been captured by averaging over the possible coop-

erative scenarios Pe,coop and P
′
dec, and therefore, the error probability due to error propagation

Pe,p can be bounded with the worst case scenario, Pe,p ≤ 1/2 [58].

The expression in (4.3) is an approximation for the following reasons: The cumulative

impact of the error propagation by the relays (although small in the multi-antenna scheme)

is only represented with a bound. The probability of having diversity combining at the

destination is modelled with the assumption that at least one relay forwards. To get the

exact value we need to consider all possible combinations of forwarding relays, which will

only bring unwarranted complexity with no significant impact on the results. This is deduced

from the fact that E2E system simulations match closely the performance obtained using this

formulation.

1This implies there is diversity combining at destination.
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P
′
dec is obtained as follows. Let P (relay j does not forward) = 1−P (relay j does forward) =

1− PDFP,j. Then, P
′
dec can be expressed as

P
′
dec = 1−

NR∏
j=1

(1− PDFP,j) =

NR∑
j=1




NR

j


 (−1)j+1(PDFP)

j, (4.4)

where PDFP,j = PDFP, for all j.

In symmetric network scenarios2, the channels are considered to be balanced (same average

SNR). Assuming that all the relays have the same error performance, Pe,coop can be evaluated

for equal-amplitude modulation as follows. It will be shown below that the probability of error

for an L-branch MRC-receiver in a Nakagami-m channel is given as h Γ[L m+1/2]√
π Γ[L m]

Bµ [L m, 1/2].

The probability that i relays forward which gives rise to (i + 1) diversity branches at the

destination is given as NRCi (1− PDFP)
NR−iP i

DFP where NRCi = NR!
i!(NR−i)!

. Therefore, Pe,coop can

be expressed by weighted average over the possible cooperative scenarios, as

Pe,coop =
h√
π

NR∑
i=1

NRCi (1− PDFP)
NR−iP i

DFP

Γ[(i + 1)m + 1/2]

Γ[(i + 1)m]
Bµ [(i + 1)m, 1/2], (4.5)

where Bµ[·, ·] and Γ[·] are the incomplete beta and gamma functions [80], respectively. The

parameter λ = q sin2(π/M) and M is the modulation constellation size. The parameters q

and h are defined according to the modulation scheme and the nature of signal detection.

Finally, µ = m/(m + λγ̄).

By examining (4.3) and (4.5) it can be shown that how well the relay performs has a

tremendous impact on the cooperation benefit. For instance, if Pe,r is low and P
′
dec is high,

one obtains the most desirable benefit from the cooperation:

P
(TDF)
e,E2E ≈ Pe,coop. (4.6)

The result given in (4.6) provides considerable information. First, relays always have good and

reliable signals to transmit. Then, combining these signals at the destination, the full benefit

2This assumption de-emphasizes the distance-dependent received power variation. This variation factor

can be incorporated by generalizing the results to branches with unequal mean received power levels in the

diversity combining.
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of diversity can be derived because of the distributed nature of the transmitting entities. This

implies that the spatial constraint that usually hampers collocated multiple antennas schemes

is, thus, removed and diversity order equal to NR +1 can be achieved. Furthermore, since the

relay perfectly decodes the source information, the source appears (to the destination) as if it

were at the position of the relay, hence, the path loss saving advantage is exploited. This is

applicable only in the asymmetric channel scenario that incorporates the distance-dependent

received power variation.

Power sharing among the transmitting entities in the network was not considered for

the following reasons. First, consider the NR relay networks, thus, Pi = P/(NR + 1), i =

1, · · ·NR, S could be conservatively allocated to the relays and the source, which is intended

for fairness in system comparison. P is the network power for the base-line scheme. However,

on the average, only NR number of relays have actually forwarded to destination. Therefore,

the power per transmitting node should have been P i = P/(NR + 1) > Pi. In the light of

this, the relationship between the average number of forwarding relays and the set decoding

threshold has to be examined.

For each decoding threshold, however, the number of relays that contribute to signal

detection at the destination falls in the range [0, NR]. Then, conditioned on the γth, the

probability that i among NR relays participates in the cooperation3 can be expressed as

P i
DFP(γth,m)(1 − PDFP(γth, m))NR−i which leads to the representation of the probability that

Rf = i out of NR relays forward to destination as

Pr{Rf = i} =




NR

i


 P i

DFP(γth,m)(1− PDFP(γth,m))NR−i. (4.7)

With this, the average number of relays NR is obtained as

NR =

NR∑
i=0

i




NR

i


 P i

DFP(γth,m)(1− PDFP(γth,m))NR−i = NRPDFP(γth,m). (4.8)

3i.e., the probability that i relays have SNR greater than or equal to the decoding threshold
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For example, in Rayleigh fading environments and a single antenna at the relays, this average

can be obtained by setting m = 1 and L = 1 in (2.27) or (2.29) as

NR = NR exp(−γth

γ̄
), (4.9)

which shows that 0 ≤ NR ≤ NR. It, therefore, implies that simply dividing the power among

NR does not ensure fairness. Moreover, the power of fixed relays could come from AC supply

at the station, which does not strain the users’ batteries. These are the reasons why the total

power has not been constrained.

4.2.2 Relay Error Performance Analysis

In Chapter 2 it has been shown that installing L antennas yields some improvement in the

decode and forward probability which in some way implies that the number of times the

destination depends on a diversity signal is increased. The main thrust of threshold decoding

is that the relay should decode reliably since any cooperation among the relays is dependent

on this.

In threshold decoding, error performance at the relay, in the proper context, implies a

conditional error. That is, the error performance (residual) given that receiver decodes only

when the received SNR is greater than a certain threshold. This conditional dependence will

be dropped but should be understood in this context.

The analysis proceeds with the derivation for the probability of a relay making error when a

threshold is imposed. For a given received SNR γ, the probability of error for equal amplitude

modulation (MPSK) can be expressed as

Pmpsk(e|γ) ≈ h erfc
(√

γλ
)

, (4.10)

where λ = q sin2
(

π
M

)
Es

N0
. For BPSK M = 2, h = 1/2, q = 1, and equality is satisfied, for

higher MPSK constellations h = 1. For other coherent binary transmission like orthogonal

BFSK, M = 2, q = 1/2, h = 1/2 [29], BFSK with minimum correlation q = 3π+2
6π

and M = 2.
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The combined receiver SNR can be expressed in the following form

γ =
lo∑

i=1

γi, (4.11)

where lo = L = 1 implies no diversity,

lo = 1, L > 1 implies the selection combining (SC) diversity,

lo = L, L > 1 implies maximal ratio combining (MRC) diversity, and finally

1 < lo ≤ L, L > 1 represents the generalized selection combining (GSC) diversity.

The average BER is computed by averaging the conditional BER (i.e., (4.10)) over the

underlying PDF. Following this trend, the error rate for a relay that blindly decodes and

forwards (i.e., does not perform threshold detection) is

Pe =

∫ ∞

0

Pmpsk(e|γ) pγ(γ) dγ. (4.12)

For the threshold decoding, the receiver refrains from detection if the received SNR falls

below the SNR threshold γth. The probability of error at the relay is therefore calculated in

the γ ≥ γth regime. For the sake of simplicity, this error performance is denoted as Pe,r(γ̄, γth),

although it also depends on L and m. Proceeding with the integration in (4.12)

∫ ∞

0

Pmpsk(e|γ) pγ(γ) dγ =

∫ γth

γ=0

Pmpsk(e|γ) pγ(γ) dγ +

∫ ∞

γth

Pmpsk(e|γ) pγ(γ) dγ

∫ ∞

0

Pmpsk(e|γ) pγ(γ) dγ =

∫ γth

γ=0

Pmpsk(e|γ) pγ(γ) dγ + υPe,r(γ̄, γth), (4.13)

upon which Pe,r(γ̄, γth) can be expressed as

Pe,r(γ̄, γth) =
1

υ




∫ ∞

0

Pmpsk(e|γ) pγ(γ) dγ

︸ ︷︷ ︸
I1

−
∫ γt

γ=0

Pmpsk(e|γ) pγ(γ) dγ

︸ ︷︷ ︸
I2


 . (4.14)

Next, we evaluate I1 and I2 for the MRC-based detection at the multi-antenna relay in Sec-

tion 4.2.3 and for SC-based in Section 4.2.4. The factor υ is evaluated in Appendix C.4.

First, the case in which no diversity is employed at the relay is considered. The integral
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denoted as I1 is known for BPSK in Rayleigh fading environment,4 Nakagami fading.5 For

BPSK, the integral denoted as I2 can be expressed as

I2 =
1

2
+

erf
(√

qγth

)− 1

2 exp
(

γth

γ̄

) − 1

2

√
qγ̄

qγ̄ + 1
erf

(√
γth(qγ̄ + 1)

γ̄

)
. (4.15)

By employing erfc(x) = 1− erf(x) [74], I2 can be written in terms of erfc

I2 =
1

2

[
1− erfc (

√
qγth) exp

(
−γth

γ̄

)
−

√
qγ̄

qγ̄ + 1

(
1− erfc

[√
γth(qγ̄ + 1)

γ̄

])]
(4.16)

for Rayleigh fading.

The expressions in (4.13), (4.16) and those for I1 are used to generate the curves in

Figure 4.2 where the BER of one-antenna relay implementing threshold detection as compared

to a blind relay that detects and forwards at all time is demonstrated. It is obvious that

significant improvement in BER is observed and hence, the error propagation is considerably

reduced.

4.2.3 MRC-based Multi-antenna Relay and Threshold Decode-and-

Forward Strategy

The performance expression for the scenario where the MRC-based TDF relaying technique

is provided. In this case, by using the PDF in (2.28), I1 in (4.14) is obtained, thus

I
(MRC)
1 = h

∫ ∞

0

(
m

γ̄

)Lm
γLm−1

Γ(Lm)
exp

(
−mγ

γ̄

)
erfc

(√
γλ

)
dγ. (4.17)

This integral can be expressed in terms of generalized hypergeometric function as

I
(MRC)
1 =

h Γ[Lm + 1/2]√
π Γ[Lm + 1]

(
m

γ̄λ

)Lm

2F1[Lm,Lm + 1/2; Lm + 1;−m

λγ̄
]. (4.18)

4I1 =
2+2qγ̄

“
1−
q

2qγ̄+2
qγ̄

”

2(2+2qγ̄) for Rayleigh fading, for q = 1, I1 = 1
2

(
1−

√
γ̄

1+γ̄

)
[29].

5I1 = Γ(m+1/2)
2
√

πΓ(m)
Bx(m, 1/2), x = m

qγ̄+m as it is shown further in the chapter for Nakagami fading.
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Figure 4.2: BER of relay implementing threshold decoding in single channel fading, m = 1.
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This expression can be simplified further by using [80, pp. 1069 (9.131.1)] to express

2F1[Lm,Lm + 1/2; Lm + 1; −m
λγ̄

] as ( λγ̄
λγ̄+m

)Lm
2F1[Lm, 1/2, Lm + 1, m

λγ̄+m
]. Finally, using [80,

pp. 960 (8.391)] (4.18) can be expressed as

I
(MRC)
1 =

h Γ[Lm + 1/2]√
π Γ[Lm]

Bµ [Lm, 1/2], (4.19)

where µ = m
λγ̄+m

. This expression is more compact than the one in [25].

To evaluate I2 the same steps as in the derivation of I1 are followed

I
(MRC)
2 = h

∫ γth

0

(
m

γ̄

)Lm
γLm−1

Γ[Lm]
exp

(
−mγ

γ̄

)
erfc

(√
γλ

)
dγ. (4.20)

It is difficult to obtain a close form expression for the exact integral of (4.20). There are two

things that can be done. The first is to leave it as it is and employ numerical integration

techniques available in most mathematical softwares packages; they, however, can be unde-

sirable in most cases. The second option is to invoke some approximations that are known

to be very tight. For example, 1/2 erfc(t/
√

2) has been shown to be well approximated by

exp(−t2/2)/(
√

2πt), t > 0 [86]. Therefore, (4.20) can be expressed as

I
(MRC)
2 ≈ h√

πλγ

∫ γth

0

(
m

γ̄

)Lm
γLm−1

Γ[Lm]
exp

(
−

(
mγ

γ̄
+ λγ

))
dγ, (4.21)

where a convenient expression can, then, be obtained as

I
(MRC)
2 ≈

h
(

m
γ̄

)Lm (
Γ[Lm− 1/2]− Γ[Lm− 1/2, λγth + mγth

γ̄
]
)

√
πλ Γ[Lm] (λ + m

γ̄
)Lm−1/2

, (4.22)

where Γ[a, z] =
∫∞

z
ta−1 e−t dt represents the upper incomplete gamma function. Though

this approximation is tight at high SNR, it is loose at low SNR. In certain scenarios, the

low SNR regime may be of interest. Therefore, we pursue the following exact expression

for low SNR regime which can be combined with the high SNR regime analysis above for

evaluating the system performance. First, it is noted that erfc(x) = Γ[1/2, x2]/
√

π. Therefore,
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erfc(
√

γλ) = Γ[1/2, γλ]/
√

π and using [80] we can write I
(MRC)
2 as

I
(MRC)
2 = h

∫ γth

0

(
m

γ̄

)Lm
γLm−1

Γ(Lm)
exp

(
−mγ

γ̄

) (
1− 2√

π

∞∑
n=0

(−1)n

n!(2n + 1)
λn+1/2γn+1/2

)
dγ,

(4.23)

with further manipulations, it can be shown that

I
(MRC)
2 =

h Γ[Lm]− Γ[Lm, mγth

γ̄
]

Γ[Lm]

− 4h√
π

∞∑
p=0

(−1)p

(p!(2p + 1))
λp+1/2 Γ[Lm + p + 1/2]− Γ[Lm + p + 1/2,mγth/γ̄]

Γ[Lm]
(

m
γ̄

)p+1/2
.

(4.24)

The expressions for evaluating the performance of SC-based detection at the relay are derived

next.

4.2.4 SC-based Multi-antenna Relay and Threshold Decode-and-

Forward Strategy

In this section, the SC-based diversity at a relay is considered. In this scenario, the PDF in

(2.26) is employed in computing I (SC)

1 , thus

I
(SC)
1 = h

∫ ∞

0

L

(m− 1)!

L−1∑

l=0

(−1)l




L− 1

l




×
l(m−1)∑

k=0

bl
k

(
m

γ̄

)m+k

γm+k−1 exp

(
−(l + 1)

mγ

γ̄

)
erfc

(√
γλ

)
dγ,

=
hL

(m− 1)!

L−1∑

l=0

(−1)l




L− 1

l




×
l(m−1)∑

k=0

bl
k

(
m

γ̄

)m+k ∫ ∞

0

γm+k−1 exp

(
−(l + 1)

mγ

γ̄

)
erfc

(√
γλ

)
dγ. (4.25)
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Using the same approach as the one employed for MRC, I
(SC)
1 can be expressed as

I
(SC)
1 =

hL

(m− 1)!

L−1∑

l=0

(−1)l




L− 1

l




l(m−1)∑

k=0

bl
k

(
m

γ̄λ

)m+k

× Γ(1/2 + k + m)√
π(k + m)

2F1(k + m, k + m + 1/2; k + m + 1;
−m(1 + l)

λγ̄
). (4.26)

With the help of [80], the hypergeometric function can be expressed as 2F1(k + m, k + m +

1/2; k + m + 1; −m(1+l)
λγ̄

) =
(

λγ̄+m(1+l)
λγ̄

)−(k+m)

2F1(k + m, 1/2, k + m + 1, m(1+l)
m(1+l)+λγ̄

), thus,

employing [80, pp. 960, (8.391)] to derive a simplified final expression

I
(SC)
1 =

hL√
π(m− 1)!

L−1∑

l=0

(−1)l




L− 1

l




l(m−1)∑

k=0

bl
k

Γ(k + m + 1/2)

(1 + l)k+m
By [k + m, 1/2], (4.27)

where y = m (1+l)
λ γ̄+m (1+l)

.

Finally, the derivation of I
(SC)
2 is considered.

I
(SC)
2 = h

∫ γth

0

L

(m− 1)!

L−1∑

l=0

(−1)l




L− 1

l




×
l(m−1)∑

k=0

bl
k

(
m

γ̄

)m+k

γm+k−1 exp

(
−(l + 1)

mγ

γ̄

)
erfc

(√
γλ

)
dγ,

≈ hL

(m− 1)!

L−1∑

l=0

(−1)l




L− 1

l




×
l(m−1)∑

k=0

bl
k

(
m

γ̄

)m+k

(
Γ[m + k − 1/2]− Γ[m + k − 1/2, λγth + m(l+1)γth

γ̄
]
)

√
πλ (λ + m(l+1)

γ̄
)m+k−1/2

.(4.28)

As with (4.22) for MRC, this approximation is only tight at high SNR. Therefore, it is nec-

essary to find an expression for the low SNR regime. The steps to the final solution are

almost the same as with the MRC derivation. Without repeating those steps, the final exact
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expression is given as

I
(SC)
2 = h

∫ γth

0

L

(m− 1)!

L−1∑

l=0

(−1)l




L− 1

l




×
l(m−1)∑

k=0

bl
k

(
m

γ̄

)m+k

γm+k−1 exp

(
−(l + 1)

mγ

γ̄

)
erfc

(√
γλ

)
dγ. (4.29)

Therefore,

I
(SC)
2 =

hL

(m− 1)!

L−1∑

l=0

(−1)l




L− 1

l




l(m−1)∑

k=0

bl
k

(
1

1 + l

)(k+m)

(Γ[k + m]− Γ[k + m,
m(1 + l)γth

γ̄
]

− 4h√
π

∞∑
p=0

(−1)p
(

m
λγ̄

)−(p+1/2)

p! (2p + 1)

Γ[k + m + p + 1/2]− Γ[k + m + p + 1/2,m(1 + l)γth/γ̄]

(1 + l)p+1/2
).

(4.30)

Figure 4.3 shows the performance of a relay with L diversity antennas that also puts a threshold

on the decodable received SNR. The analytical results are the solid curves and the simulations

are denoted by a star, square, and circle. The Nakagami parameter value is 1 (m = 1, Rayleigh

fading). The cases where there is no threshold decoding imposed are also shown for comparison

purposes. It is observed that the threshold improves the error performance, which of course,

is expected by intuition. However, what intuition fails to reveal, is how much of improvement

is obtained from this deployment and the impact of the various factors involved. With this

information, a system designer can be guided on selecting the best possible choice of antenna

deployment strategies, the number of antenna to deploy, etc. One important observation

from these results is that in classical diversity analysis, the diversity gain moving from one

antenna to two is usually significant, it is always the largest incremental gain. It is observed

that this gain drastically decreases in the threshold decode case. Further, in Figure 4.4, error

performance is also shown for the cases where the Nakagami parameter m is 2, 6.

Figure 4.5 (for m = 1) and Figure 4.6 (for m = 2) show the error performance of MRC-
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Figure 4.3: BER of MRC-based TDF relay in fading channel, m = 1: Simulation and Analysis.
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Figure 4.5: Error performance comparison of MRC-based vs SC-based TDF relay in fading

channel, m = 1: MRC solid curves, SC the broken curves.

based vs SC-based relay, implementing DF protocol for L = 1, 2 and 5. The expressions

(4.14), (4.27), and (4.29) are used for the SC-based and (4.14), (4.19), and (4.24) used for

the MRC-based relaying. The validity of the expressions for the error probability of MRC-

and SC-based relay is confirmed through simulations (Figures 4.3 and 4.7) where a strong

agreement is observed.

Before proceeding further, threshold value selection for the TDF protocol is briefly dis-

cussed. The impact of the set threshold on the E2E system performance is investigated. This

investigation also sheds lights on influence of the multiple antennas on TDF relaying.
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4.3 Threshold Decode-and-Forward Protocol vs Multi-

ple Antennas: Which Way?

Whether multiple antennas at fixed relay station replace the adaptive DF relay transmission

protocol is discussed in this section of the chapter. For the purpose, simple cooperative

relaying scheme (one terminal cooperation) with TDF protocol and one without (but the

relay is equipped with dual antennas) is investigated. First, it is demonstrated that the

threshold in TDF has to be carefully selected, especially in cases where L ≤ 2. Figures 4.8, 4.9,

and 4.10 show the variation of the BER with the threshold for different network configurations

and various average SNRs. These figures present some ideas on how to select the ‘optimum’

threshold. Furthermore, Figure 4.10 demonstrates that multiple antenna at a relay can relieve

the cooperation’s dependence on the threshold decoding protocol, especially when there are

few relays and many antennas at these relays. In this scenario, it is preferred that a threshold

is not applied at all (Figure 4.10).

Observe that from these figures, a heuristic choice for the threshold can be made as γth ≈
√

2 γ dB which corresponds to the setting used in [58] for simple single antenna single relay

network. It is important to state that this setting does not generalize for the relay networks

examine in this thesis. A comprehensive study is required to determine how the optimum

threshold depends on the networks and network parameters.

Figure 4.11 shows the E2E performance for single and dual antennas with TDF. The

following observations can be made (Figure 4.11):

• For one cooperating fixed relay, multiple antennas could eliminate the need for threshold

decoding, by looking at (NR = 1, L = 2, γth = −∞ dB, MRC) with (NR = 1, L = 1,

TDF, and NR = 2, L = 1, TDF).

• With single antenna parallel relays, full detection at relays is not to be performed, which

is in agreement with reported findings in the literature [45]. However, with dual antennas
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on two parallel relays this restriction is relaxed. This is arrived at by comparing (NR =

2, L = 2, γth = −∞ dB, MRC), (NR = 2, L = 1, TDF) and (NR = 2, L = 1, γth = −∞
dB), where performance superiority follows in this order.

• With two antennas at the relay, the E2E diversity order for the single relay node cooper-

ation is enhanced over that of a single antenna employing, the threshold decoding proto-

col. Comparing the slope of (NR = 1, L = 2, γth = −∞ dB, MRC) and (NR = 1, L = 1,

TDF), where the former indicates superior performance.

• Using SC- promises an excellent trade-off point in terms of performance and complexity,

by comparing (NR = 2, L = 2, γth = −∞ dB, MRC), (NR = 2, L = 2, γth = −∞ dB,

SC), and (NR = 2, L = 1, TDF), where, in this case, the SC might be even less complex

than TDF.

4.4 Numerical Performance Illustration of Multi-antenna

Multi-relay

The analysis starts with single antenna at the relays, where simulations and analytical results

are compared in Figure 4.12. Figure 4.12 (a) shows the curves for NR = 1, 2, 4, L = 1, and

m = 1, while Figure 4.12 (b) shows some selected cases for m = 2, 6. It is noticed that the

simulations results (denoted by a square, circle and asterisk) are in strong agreement with the

analysis (the solid curves).

Figure 4.13 shows the performance of the multi-antenna relay in symmetrical networks for

different number of antennas (L) at the relay station. Performance curves for the cases L =

1, 2, 4 and Nakagami parameters m = 1, 2, 6 are indicated. The performance of conventional

relaying (see network relay deployment, Figure 4.1 (a)) is as well shown. Figure 4.13(a) shows

the performance for (L = 1); Figure 4.13 (b) for (L = 2); and Figure 4.13 (c) for (L = 4). The
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relays utilize MRC combining; BPSK modulation is used in all the links. For those curves, it

has been assumed that the fading distributions between the tripartite (source to relay, source

to destination, and relay to source) are the same.

The evaluation of system performance for non-identical fading distributions scenarios is

straightforward. For instance, if a fixed relay is positioned in such a way that it sees LOS to

the source and NLOS to the destination. Since, the source would most likely have NLOS to

destination, the source-relay channel can be modelled with a suitable m, using the Nakagami-

m to Ricean K-factor transformation. The relay-destination and source-destination channels

are both modelled using the Rayleigh distribution (m = 1).

Figure 4.13 (a)-(c) shows that the multi-antenna relay systems yield considerable gains

over the conventional form of relaying. The SNR requirements at an error rate of 10−2 are

compared. The following gains are obtained over the conventional relaying; 10.5 dB (L = 1), 13

dB (L = 2), and 14.5 dB (L = 4) for m = 1. These gains represent a significant improvement.

Further, at BER = 10−3, the dual antenna case exhibits about 4 dB superiority over the single

antenna case; when four antennas are deployed, this gain is about 5 dB. For m = 2. However,

the gain of dual antennas over the single antenna is about 1.5 dB while that of four antennas

is 2.5 dB. From these cases, it can be deduced that more diversity gain is obtained for a

multi-antenna system in Rayleigh (m = 1) than in less scattering channels (m > 1) which

again confirms the notion of the advantages of rich scattering environments. Furthermore,

it seems that in dual antenna cases, the necessary diversity is already acquired, and only

marginal gains are observed for an increasing number of antenna elements. In this relation,

a dual antenna at the relay might be strongly recommended as the overall diversity order is

improved with the dual antenna deployment.

Figure 4.14 shows the performance of 2-relay network (NR = 2). This system is compared

for a different number of antennas at a BER = 10−4. In Rayleigh fading, it is observed that

a gain of 6 dB is achieved for NR = 2, L = 2 over NR = 2, L = 1. This gain increases only
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marginally to 7.5 dB when the number of antennas is increased to 4 (i.e., NR = 2, L = 4)

which buttresses the point that with dual antennas, the necessary gain is almost derived. In

the less severe fading cases (m > 1), reduced gains are observed. For example, for m = 2, a

gain of 3.5 dB is obtained for L = 2, and 4.7 dB for L = 4. The trends observed in Figures 4.13

and 4.14 are generally seen for the multi-antenna 4-relay network. The performance of this

system is shown in Figure 4.15.

At this point it is necessary to compare some of the system architectures (Table 4.1). The

cases presented in these tables are extracted from the figures (Figures 4.14 and Figure 4.15)

to make it easy for comparison. SNR required for an error rate 10−4 for different parameters,

L and m is considered. It can be observed (Table 4.1) that NR = 2, L = 2 outperforms

NR = 4, L = 1, although, the number of detection chains required in both configurations

is the same. However, the case of NR = 2, L = 2 has an additional advantage of system

deployment cost over NR = 4, L = 1 where it can be argued that it is considerably cheaper to

install an additional antenna at the relay than deploying extra relays. When a dual antenna

is deployed, with NR = 4, it is observed that NR = 4, L = 2 outperforms NR = 2, L = 4 by

about 1.6 dB for m = 1 and about 0.4 dB for (m = 2). The gain of NR = 4, L = 2 over

NR = 2, L = 4 has to be carefully viewed. If the cost of these two systems is considered

(deploying two relay stations as opposed to installing two antennas on relay stations) this

gain as inconsequential can be quickly dismissed, i.e., it is too small in comparison to the

concomitant cost and complexity over the NR = 2, L = 4. In fact, as observed, this gain

disappears at a less severe fading. In conclusion, the system configuration NR = 2, L = 4

should be preferred to NR = 4, L = 2 for deployment, considering the capital involvement

on land acquisition, labor, maintenance, etc. Similar conclusions can be derived in other

scenarios.

Figure 4.16 serves to compare MRC and SC with threshold decode-and-forward. First,

it is necessary to compare the techniques for the Rayleigh fading channel environment (m =
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Figure 4.14: BER performance of MRC-based multi-antenna TDF relay in Nakagami fading,

m = 1, 2, 6 and NR = 2.
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Figure 4.15: BER performance of MRC-based multi-antenna TDF relay in Nakagami fading,

m = 1, 2, 6 and NR = 4.
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1). Figure 4.16 (a), (b), (c), and (d) show that MRC-based relay detection could yield no

more than 2 dB gain over the SC-based. The maximum gain is recorded for a large system

configuration, specifically with NR = 4, L = 4. For a smaller number of relays (say NR = 2),

the gain considerably shrinks. Furthermore, it is observed that though MRC-based is about

2 dB superior to the SC-based detection, the former is at the expense of a huge system cost

in the NR = 4, L = 4 system architecture. For instance, while the SC-based requires only 4

detection chains (one at each relay station), the MRC requires 16 (four at each relay station).

The low SNR gain cannot offset the cost disadvantage incurred by using MRC. Therefore,

SC offers a good tradeoff between cost and performance. Finally, for higher values of the

Nakagami parameter (m > 1), MRC still records gains over the SC-based detection but these

gains are too minimal to justify for the cost involved. This, further, shifts the balance in favor

of the SC-based detection at relays.

The SC-based detection for different system configurations is compared (Table 4.1). Again,

SNR required for an error rate 10−4 for different parameters, L and m is considered.

The comparison begins with (NR = 4, L = 1), (NR = 4, L = 2), and (NR = 2, L = 4).

In the case of NR = 4, L = 1 and NR = 4, L = 2, four detection chains are required but

NR = 4, L = 2 requires extra four inexpensive antennas and switching mechanisms. It is

observed that in Rayleigh fading environments, a gain as high as 3.8 dB is obtained with

NR = 4, L = 2 over the NR = 4, L = 1 configuration; this gain drops to 1.6 dB for m = 2.

When the NR = 2, L = 4 system configuration is employed in place of NR = 4, L = 2, it

is observed that degradation of 1.6 and 0.2 dB, for m = 1 and m = 2, respectively, are

incurred. However, two detection chains are required for (NR = 2, L = 4) as compared to

four that are required for NR = 4, L = 2. Furthermore, Figure 4.16 and Table 4.1 indicate

that deploying two relays each with two antennas NR = 2, L = 2 with SC at the relay yields

almost the same performance as deploying four relays each with one antenna NR = 4, L = 1

(see Figure 4.15). It is worth mentioning that two detection resources are required in the
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Figure 4.16: Performance comparison of MRC-based vs SC-based multi-antenna TDF relay

in Nakagami fading, m = 1, 2, 6.
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Table 4.1: MRC-based and SC-based Relay Detection: System SNR Comparison at BER =

10−4

MRC-based NR = 2 NR = 4

# of antennas L m = 1 m = 2 m = 1 m = 2

1 18.0 dB 11.5 dB 13.0 dB 9.2 dB

2 12.0 dB 8.0 dB 8.0 dB 6.4 dB

4 10.4 dB 6.8 dB 5.8 dB 3.8 dB

SC-based NR = 2 NR = 4

# of antennas L m = 1 m = 2 m = 1 m = 2

1 18.0 dB 11.5 dB 13.0 dB 9.2 dB

2 13.2 dB 9.2 dB 9.2 dB 7.6 dB

4 10.8 dB 7.8 dB 7.6 dB 6.1 dB

NR = 2, L = 2 case whereas the NR = 4, L = 1 case necessitates four detection resources.

Besides, the resource required for deploying extra relays is not comparable to microdiversity

antenna elements. Therefore, deploying microdiversity at relays may result in considerable

savings in the number of relays deployed in a given area.

4.5 On the System Complexity and Bandwidth Preser-

vation

A multi-relay scheme employing repetition-based protocol could require enormous utilization

of bandwidth since each relay requires its own sub-channel, orthogonal time slots in TDMA

or different frequency slots in FDMA applications to transmit the same signal. For a large

number of relays, the bandwidth efficiency of such schemes might intolerably be low to the

extent that the cost could by far outweigh the advantages of this protocol. To avoid such an
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inefficient use of bandwidth, possible modifications on the conventional relays are discussed.

The multiple relay system could employ simulcast techniques, where in the second hop the

relay set (those with SNR greater than the threshold) simultaneously transmits their signals

after being processed as explained below.

A possible signal processing at the relay could be the use of a finite impulse response

(FIR) to filter the input symbols prior to performing a linear-type digital modulation scheme

like MPSK, MQAM, and others. The impulse responses of these relay-embedded filters are

different from one relay station to another. However, they are designed to meet the necessary

conditions to exploit the optimum diversity gain of MRC; a form of orthogonality can be

achieved, not in terms of bandwidth hungry time or frequency slots but in terms of filter

impulse responses. This approach known as a transmit modulation diversity is shown to be a

fraction of 1 dB inferior to the classical MRC receive diversity [76]. More details on pre-coding

filter and equalizer design procedures are provided in [76, 77].

Moreover, another possible strategy is the coherent cooperative transmissions from multiple

adjacent nodes proposed in [78], where prior to transmissions of the signals, these multiple

nodes adjust their transmission characteristics, for example, phases and symbol timings, so

that their signals add up coherently at the destination. In fading channels, however, this

adjustment is based on the a priori knowledge of the forward channel which can be obtained

through feedback from the BS in TDD-based systems.

These modifications (complexities) of the relays could be considered in the deployment of

the multi-antenna multi-relay schemes in order to avoid bandwidth expansion involved in the

repetition or round-robin transmission protocols. The amount of complexity of relays would

depend on how much bandwidth the system designer is prepared to exchange for lower system

complexity
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4.6 Chapter Conclusion

This chapter investigates the cooperative diversity achieved when multiple relays and source

engage into cooperation in two-hop wireless networks. Since space, cost, and signal processing

constraints prohibit the use of a large number of antennas at mobile terminals, the future

wireless communication systems can exploit the promises associated with multi-antenna tech-

niques by engaging multiple relays in cooperation to mimic a large array of antennas.

Infrastructure-based fixed relays may have the capability to carry multiple antennas, in

contrast to mobile terminals. Therefore, the chapter examines multi-antenna aspects of the

cooperative two-hop networks. Threshold maximal ratio combining and threshold selection

combining techniques to diversity process relay signals are analyzed. These techniques provide

enhancements in the error performance of the system over the conventional relaying. From

end-to-end performance perspective, it is derived that for a given performance requirement,

the multiple antennas at relays can significantly reduce the number of relays required in a

network area, with a considerable impact on the system deployment investment. The selection

combining-based relaying requires a single RF detection chain similar to the conventional

single antenna relays. Therefore, the threshold selection combining emerges as an excellent

candidate in terms of a performance-complexity tradeoff.

An important conclusion that can be derived is that two antennas are enough to provide

the maximum diversity order, moreover, any additional antenna will only increase the antenna

gains. Furthermore, it is also found that for large L, a threshold should be avoided. However,

for small L, heuristic means to find the optimum choice for Rayleigh fading are used. A

rigorous treatment of optimum threshold for decode-and-forward protocol is addressed in [59]

for a simple set-up.



Chapter 5

Asymmetric Relay Networks

The commonly assumed symmetry in multiple relay channels is not realistic. Therefore, this

chapter investigates asymmetric relay deployment where the links of cooperating nodes to

destination could experience unequal signal strength. The cooperative strategy described

earlier is used as a foundation.

A network with an arbitrary number of relays with arbitrary positions is considered. Such

set-ups are referred to as asymmetric networks in contrast to the symmetric ones which are

usually used in the literature [63]. In the symmetric networks, the multiple relays are either

treated as being at the same location as the source or that all the relays are at the same location

and midway between the source and destination. Although, this assumption is convenient for

analysis purposes, is not suitable for many practical systems. Furthermore, the treatment

in this chapter assumes that these relays could experience different channel distributions to

the destination. Therefore, it is easy to investigate different network topologies which is not

the case with other research. Moreover, the end-to-end error performance formulation in the

previous chapter and [89] can be applied to this work with a few modifications.

In addition, the analysis represents, in certain scenarios, a tight bound for the E2E error

rate of the two-hop network, for example, when a relay adopts threshold decode-and-forward

strategy and/or multi-antenna processing to improve the reliability of its detection.

98
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Figure 5.1: Two-hop network configurations (a) conventional relaying, (b) cooperative net-

work, (c) cooperative network (parallel relays).

In an asymmetric network scenario, all links can have different average SNRs. These

average SNRs are represented as γ̄i, i = 1, · · · , NR + 1, where NR denotes the number of

relays. Considering the two-hop network which is represented by the simple topology in

Figure 5.1, and using the model in [90], the average SNR between a node located at (xr, yr)

and the destination located at (x, 0) can be expressed as γ̄r = γ̄

[
x√

(x−xr)2+y2
r

]κ

, where κ is the

path loss exponent, and γ̄ is the average SNR for a single-hop source-destination link. For

the purposes of simplicity, all the receiving nodes are assumed to have the same noise power.

The total power of the transmitting nodes is the same as the transmit power of the reference

single hop transmission.

In the following section of the chapter, the cooperative error performance component for

the asymmetric network is discussed. This constitutes the second phase of the two-hop scheme.

It is demonstrated that in certain situations (such as, when S-R links are highly reliable), the

derived expressions can be used as a quick means of evaluating the E2E network performance.
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5.1 Analysis

The analysis begins with the probability density function (PDF) of the output SNR, γ, of the

destination receiver that uses MRC to process the signals received via the NR parallel relays

in cooperation with the source. The characteristic function (CF) approach [29] is employed.

However, the moment generating function approach can also be used [92]. In this formulation

and subsequent treatments, the destination is assumed to receive signals from all relays. This

implies that with the TDF protocol [58, 89], the received SNR at the relays is always above

the decoding threshold or that the decoded block always passes the CRC test.

It should be recalled that γ =
∑NR+1

i=1 γi and the Nakagami PDF of γi is given as

pγi
(γi,mi) =

mmi
i γmi−1

i

γ̄mi
i Γ[mi]

exp

(
−miγi

γ̄i

)
,

γi ≥ 0,mi ≥ 1/2. (5.1)

The CF of a random variable γi is defined as E(ejυγi) ≡ ψ(jυ) =
∫∞
−∞ ejυγip(γi)dγi [29, p. 35,

(2-1-71)], and with (5.1), the CF of a single branch SNR, γi, with Nakagami fading mi can

be expressed as ψγi
(jυ) = 1

(1−jυ
γ̄i
mi

)mi
. Since γ is the sum of NR + 1 statistically independent

components {γi}, the CF of γ is

ψγ(jυ) =

NR+1∏
i=1

1

(1− jυ γ̄i

mi
)mi

, (5.2)

and, therefore, the PDF of γ can be obtained by taking the inverse Fourier transform of (5.2).

This can be achieved by resolving (5.2) into its partial fractions. Afterwards, by employing [91,

pp. 168, (4.43)-(4.44)] for multiple repeated roots (at jυ = ω = mi

γ̄i
) of order mi, the PDF can

be expressed as

p(γ) =

NR+1∑
i=1

mi∑

k=1

%i,k

(
mi

γ̄i

)k
γk−1

Γ[k]
exp

(
−miγ

γ̄i

)
, (5.3)
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where

%i,k =
1

(mi − k)!
(
− γ̄i

mi

)mi−k
(5.4)

×
{

∂mi−k

∂ωmi−k
(1− γ̄i

mi

ω)miψγ(ω)

}

ω=
mi
γ̄i

.

The error performance of a number of modulation schemes can be evaluated using the

PDF given above. For instance, when binary phase shift keying (BPSK) modulation format

is adopted on all of the links, the cooperative average bit error rate (BER) can be expressed

in the following closed-form.

Pe =
1

2

∫ ∞

0

erfc(
√

γ) p(γ) dγ,

=
1

2

NR+1∑
i=1

mi∑

k=1

%i,k

(
mi

γ̄i

)k ∫ ∞

0

erfc(
√

γ)
γk−1

Γ[k]
exp

(
−miγ

γ̄i

)
dγ. (5.5)

After evaluating the integral part in the above expression, Pe becomes,

Pe =
1

2

NR+1∑
i=1

mi∑

k=1

%i,k

(
mi

γ̄i

)k
Γ[k + 1/2]√
π Γ[k + 1]

2F1[k, k + 1/2; k + 1;−mi/γ̄i], (5.6)

where 2F1[·, ·; ·; ·] is the hypergeometric function [80].

Further simplification can be performed in (5.6) by using [80] to express 2F1[k, k+1/2; k+

1; −mi

γ̄i
] as ( γ̄i

γ̄i+mi
)k

2F1[k, 1/2; k + 1; mi

γ̄i+mi
]. Finally using [80], the following closed-form ex-

pression for Pe is obtained as

Pe =

NR+1∑
i=1

mi∑

k=1

%i,k
Γ[k + 1/2]

2
√

π Γ[k]
Bxi

[k, 1/2], (5.7)

where xi = mi

γ̄i+mi
and Bx[·, ·] is the incomplete beta function.

The expression given in (5.7) can be employed in a number of scenarios to investigate the

performance of two-hop communication networks. Section 5.2 discusses some scenarios where

the derived expression could be used for evaluating the system performance.
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5.2 Scenarios

The error performance expression (5.7) can be employed in a number of network scenarios:

• In delay-tolerant and low transmit power applications such as mobile infostation net-

work [85]. An example of such an application is the following. A source node wants

to deliver certain packets to a destination node. This source could identify two inter-

mediate nodes (e.g., 1 and 2) that pass by and the source relays its packets to them.

These relay nodes, however, are not the destination of these packets. When each of the

relay nodes (1 and 2) approaches the destination, they, on behalf of the source node,

forward the packet to the destination to complete the second hop of the relaying. Note

that due to mobility, the relay-destination channels are not expected to be the same. In

this scenario, the expression (5.7) represents a good estimate of the system performance

since the first hop is conducted while the source is favorably close to the relay nodes.

• The expression represents a good estimate of the performance of a two-hop cooperative

relay network when powerful codes or other error management schemes are employed to

ensure reliable source-relay channel, and thereby mitigating relay error propagation. In

this case, (5.7) represents a tight bound for the system performance. In the numerical

examples section, it is demonstrated that the expression is a tight bound for the system

performance of TDF relaying protocol. For instance, the E2E error performance of

this protocol PE2E, TDF can be lower bounded as PE2E, TDF ≥ Pe. The aforementioned

examples are scenarios where (5.7) can be used as a stand-alone expression. However,

complementing the work in [89], appropriate modifications of their analytical results

for symmetric networks can be performed in conjunction with (5.7); the exact E2E

error performance of the asymmetric networks can be obtained. Such modifications are

straightforward.
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5.3 Numerical Illustration

Four cases have been considered to illustrate the performance of the asymmetric relay channels.

This section includes the simulation results and a demonstration of the use of (5.7).

Cases I and II have one and two cooperating relays, respectively, and all the links are

assumed to experience Rayleigh fading (m = 1). Cases III and IV have also one and two

cooperating relays, respectively, but the links are of mixed modes described as follows. Case

III consists of a cooperative relay, positioned to have a line-of-sight (LOS) link to destination.

For this purpose, a Ricean fading model with a K factor of 3.83 dB is used, it is equivalent

to the Nakagami parameter m = 2. Case IV considers two cooperative relays both with LOS

links to destination with Ricean K = 3.83 dB.

The source-destination (S-D) link is denoted as channel 1, with parameters m1 and γ̄1.

The m parameter and average SNR for the relay-destination (R-D) links (which constitute

the second hop) are mi and γ̄i, respectively, i = 2, 3. The factors %i,k required for evaluating

(5.7) can be computed as follows:

Note that in the following illustrations γi mk 6= γk mi.

• Case I. One cooperating relay, with m1 = 1 and m2 = 1. The following factors have to

be computed

%1,1 =
γ̄1

γ̄1 − γ̄2

and %2,1 =
γ̄2

γ̄2 − γ̄1

. (5.8)

and γi 6= γk for i 6= k

• Case II. Two cooperating relays, with m1 = 1, m2 = 1, and m3 = 1. Then,

%1,1 =
1

(1− γ̄2

γ̄1
)(1− γ̄3

γ̄1
)
,

%2,1 =
1

(1− γ̄1

γ̄2
)(1− γ̄3

γ̄2
)
,

%3,1 =
1

(1− γ̄2

γ̄3
)(1− γ̄1

γ̄3
)
. (5.9)
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• Case III. One cooperative relay, with m1 = 1 and m2 = 2. We need to evaluate

%1,1, %2,1, and %2,2.

%1,1 =
1

(1− γ̄2

2γ̄1
)2

, %2,1 =
−2 γ̄1

γ̄2

(1− 2γ̄1

γ̄2
)2

, and %2,2 =
1

(1− 2γ̄1

γ̄2
)
. (5.10)

• Case IV. Two cooperative relays, with m1 = 1, m2 = 2, m3 = 2. In this case it is

necessary to compute %1,1, %2,1, %2,2, %3,1, and %3,2. These factors are

%1,1 =
1

(1− γ̄2

2γ̄1
)2(1− γ̄3

2γ̄1
)2

,

%2,1 =
−2

γ̄2

(
γ̄3

(1− 2γ̄1/γ̄2)(1− γ̄3/γ̄2)3
+

γ̄1

(1− 2γ̄1/γ̄2)2(1− γ̄3/γ̄2)2

)
,

%2,2 =
1

(1− 2γ̄1/γ̄2)(1− γ̄3/γ̄2)2
, (5.11)

%3,1 =
−2

γ̄3

(
γ̄2

(1− 2γ̄1/γ̄3)(1− γ̄2/γ̄3)3
+

γ̄1

(1− 2γ̄1/γ̄3)2(1− γ̄2/γ̄3)2

)
,

and %3,2 =
1

(1− 2γ̄1/γ̄3)(1− γ̄2/γ̄3)2
.

Figure 5.2 shows the cooperative error performance at the destination using expression

(5.7). Different network configurations are considered and BPSK modulation format is em-

ployed. A path loss exponent of κ = 3 is used. Since the main interest in this case is the

diversity benefit due to cooperative multiple relays, the optimum placements for the relays

are not investigated. Provided that the relays are positioned well enough to ensure reliable

decoding, the effect of the positions of the relay will only move the curves that are shown,

without changing the slope, i.e., the diversity order. Given that, for a single cooperating

relay, the relay is located midway between the source and destination in this study. The solid

curves represent the case with Rayleigh fading in all links; the dotted ones represent those in

which the relays experience LOS links. The fact that all cases have the same total transmit

power implies that as the number of relays increases, the power of each transmitting entity

decreases. Reducing the transmit power requirement of transmitting nodes could be an effi-

cient system deployment strategy, it has the following advantages: extending battery life-span



105

0 2 4 6 8 10 12 14 16 18 20
10

−8

10
−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

Single−hop average E
b
/N

0
  (dB)

B
E

R

N
R

=1, r
1
 = 0.5r, m

2
 = 1

N
R

=2, r
1
=0.5r, r

2
=0.55r, m

2
=1, m

3
=1

N
R

=2, r
1
=0.5r, r

2
=0.025r, m

2
=1, m

3
=1

N
R

=1, r
1
=0.5r, m

2
=2

N
R

=2, r
1
=0.5r, r

2
=0.55r, m

2
=2, m

3
=2

N
R

=2, r
1
=0.5r, r

2
=0.025r, m

2
=2, m

3
=2

Figure 5.2: Cooperative error performance at the destination of two-hop relay networks.
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for terminals, reducing interference, ensuring lower cost of power amplifier, ultimately leading

to inexpensive terminals.

Figure 5.2 indicates that the performance of Case II is better than that of Case I. In addi-

tion, the performance of Case IV is superior to that of Case III. This performance superiority

is observed from the diversity order measured through the slopes of the performance curves;

the curves for Case II and Case IV are steeper than those of Case I and Case III, respectively.

The aforementioned gain can be obtained if the detection of the relays is highly reliable, and

the relay forwards at all times. In view of this, these performance curves represent the lower

bounds of the system performance. For this reason, E2E system performance simulations

are conducted to investigate the usefulness of this expression for approximating the system

performance. The protocol used in Chapter 4 is employed.

Figure 5.3 shows the bounds for all-Rayleigh links for relay positions r1 = 0.5r for NR = 1,

and r1 = 0.5r & r2 = 0.55r for NR = 2. Multiple antennas (L) can be used at the relays to

improve the S-R link. The significant impact of the reliability of S-R link is observed when

L = 5 is compared to L = 1. The bound is tight for a reliable S-R link. The bound is

within 2 dB from the simulated results for NR = 1 with L = 5. The difference between the

bound and simulated results becomes larger for higher numbers of relays. This is partly due

to the fact that the bound assumes very reliable S-R links, whereas simulations do not make

such an assumption. It can be, however, inferred from the results that as NR increases, the

reliability of S-R links becomes more crucial because of bandwagon effects of decoding errors

at the relays. A comparison of the bound with other channel scenarios demonstrates the same

performance patterns.

Another scenario, where the bound could be an accurate representation of the system E2E

performance, is when the relays are very close to the source. The results for this scenario are

shown in Figure 5.4. The relays are placed at locations r1 = 0.2r for NR = 1, and r1 = 0.1r

& r2 = 0.12r for NR = 2. The parameter m = 1 has been used in this example. It is observed
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Figure 5.3: Comparison of the bound and simulated end-to-end error performance of relay

networks in Rayleigh fading.
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Figure 5.4: Comparison of the bound and simulated end-to-end error performance of relay

networks in Rayleigh fading.

that the bound is very tight in this scenario where the relays reliably decode because of their

proximity to the source.

Figure 5.5 shows the impact of large relay networks and strategic relay locations in the

cooperative scheme. The relay networks that have been considered are {NR = 1, r1 = 0.5r},
{NR = 2, r1 = 0.5r, r2 = 0.55r}, and {NR = 3, r1 = 0.5r, r2 = 0.55r, r3 = 0.45r}. The

Nakagami parameter adopted in the link between relay i and the destination is designated

as mi+1 (i = 1, 2, 3) and the S-D link is designated as m1. The Nakagami parameters for the

S-R and S-D links are set to one. In general, mi+1 > 1 (i = 1, 2, 3) implies that the relays are

placed at locations such that they establish a LOS link to destination whereas in the case of
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Figure 5.5: End-to-end BER performance of relay networks with different relay locations and

m-parameter.

S-R links such LOS cannot be guaranteed, this is the justification for the m = 1 (Rayleigh)

in these links. Note that m = 4 corresponds to a Ricean factor K = 8.11 dB.

The scheme with one cooperating relay (NR = 1) with a LOS K = 8.11 dB link to destina-

tion (m = 4) greatly outperforms the single-hop Rayleigh channel. The curves denoted with

asterisk and diamond indicate that in order for additional nodes to be effective they should

have reasonably good links to destination. It can be observed that the network configuration

with NR = 3, m2 = 2, m3 = 1, and m4 = 4 does not yield any significant performance

improvement over that with NR = 2, m2 = 2, and m3 = 4.
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5.4 Chapter Conclusion

In this chapter the cooperative diversity achieved when multiple relays and source engaged into

cooperation in two-hop wireless asymmetric networks is investigated. Normalization of the

transmit power is implemented in the multi-relay among the different relay architectures. It,

therefore, follows that as the number of relays increases, the power of each transmitting entity

decreases. This reduction in the transmit power requirement of nodes and user terminals could

be an efficient system deployment strategy; its benefits include: extending battery life-span

for terminals, reducing interference, ensuring lower cost of power amplifier, and ultimately

leading to inexpensive terminals.

Analytical and simulation results are provided for the two-hop networks for different net-

work configurations of relays and in a wide range of channel distributions using the versatile

Nakagami fading channel model.



Chapter 6

Fixed Relay-enabled User Cooperation

6.1 Motivation

The explicit user cooperation diversity schemes discussed in [38, 39] require that at least two

users are in the network and they are willing to cooperate. To sustain such a cooperative

scheme, coercion or incentives for the cooperating partners might be needed, which could

present implementation challenges. In the conceptual presentation of user cooperation diver-

sity, it is noted that the two cooperating partners achieve mutual instant gain when both

users face statistically similar channels to destination. However, in dissimilar channels, the

gain for the user that has a better channel is not that instant. In this situation, a “greedy”

partner might question the need for cooperation when it faces a good channel to destination.

Furthermore, explicit cooperation requires that each cooperating partner detects the data of

the other user. Hence, the data of each user would need to be protected from “a malicious”

partner it adds another dimension to the security challenges of wireless networks.

From economic point of view, explicit cooperation requires that terminals are modified in

order to be able to perform their new tasks, which leads to an increase in terminal complex-

ities. Given that hundreds to thousands of wireless terminals are often served in a network,

this involves significant capital investment, thereby imposing capital burden on both service

111
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providers and end users.

To circumvent the aforementioned problems of user-dependent cooperative diversity, this

chapter discusses fixed relay-enabled user cooperation. The scheme operates as follows: two

users, ignorant of their cooperation, are engaged in it through two fixed relays. The user

terminals do not need to detect each other’s data. The benefits derived from this type of co-

operation are obvious. First, the privacy of users is not compromised and secondly, sanctioning

or rewarding the users for participating in the cooperation is not required as the cooperation

is transparent to the users. In addition to these benefits, the fixed relay-enabled user coop-

eration ensures that user terminals are simple, service is guaranteed, routing is simple, and

system deployment is flexible. These are the features that any service provider would like to

maintain an unfettered control on.

A typical example of how the flexibility of the proposed scheme can be exploited is the ease

with which it can support heterogeneous mode of relaying. It is important to note that most

of the previous cooperative relaying faces stiff challenges to operate on two air interfaces since

the first and second hops are inherently coupled. This situation is different in the proposed

scheme, where the two hops are decoupled. Therefore, the cooperative technique can easily

be adapted to support heterogeneous relaying (i.e., two different air interfaces for the relay’s

receptions and transmissions can be used, in contrast to single air interface in homogeneous

relaying). This, for example, implies that the receptions of both the relay and BS could be on

two different frequency bands which fits well with the Nortel’s mesh network solution. One

of these bands could be an unlicensed frequency band. Furthermore, the relays are expected

to be synchronized at a symbol level. Since fixed relays are employed, the BS could beacon

instruction on the synchronization.

In developing a concept, it is pedagogically sound to work with minimal number of pa-

rameters that elicit the salient features of the concept. For this purpose we will mostly use a

basic wireless network with two users.
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In the following section, the descriptions of the proposed system is given and some re-

alization examples are discussed. Then, an analytical framework for evaluating the system

performance is examined. This is followed by the analysis of the results obtained through

simulations and analytical computation.

6.2 System Descriptions

In the proposed scheme the signal processing at the relays can be classified into two - spatial

division multiple access (SDMA)-based and multiuser detection (MUD)-based processing. In

the multi-antenna relay architecture, the relays use the principle of SDMA for detection; for

a single user (Figure 6.1) or two partners (Figure 6.2). However, in a single antenna relay

architecture, the multiuser detection (MUD) capability is required as shown in a generic form

(Figure 6.3); where it is assumed that the users employ some spreading (orthogonal) codes.

In general, after the relays detect the signal in the first hop, they could engage into

cooperation using, for example, distributed space-time coding (DSTC)[10]. The scheme using

SDMA operates in the following manners which we refer to as realizations I and II.

In realization I, each relay detects the signal of one user by directing a null towards the

other (Figure 6.1 (a)). To engage the data of the two users in the distributed space-time

coding, the signal of the nulled user is obtained by the other relay node by exploiting the

broadcast nature of wireless channels. This exchange of user signals is accomplished in the

second time slot when each relay node transmits to destination (Figure 6.1 (b)). This imposes

full duplex mode of operation on the relay node which has stringent practical implications.

The three-slot protocol combines the two-hop relay network with a (virtual) two transmit

antenna scheme. For comparison purposes, the following action can be undertaken. First,

the sum of the times allocated to the three slots can be made equal to that of the reference

scheme. Second, a higher modulation constellation could be employed in the links to allow

for the same bandwidth utilization with the reference scheme.
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Figure 6.3: Fixed relay-enabled user cooperation: Realization III.

The realization II removes the stringent FD requirement at the relay node. However, the

relay would need processing power to be able to direct two beams to the desired partners that

are to be engaged in cooperation. The third scheme referred to as realization III (Figure 6.3)

operates, in principle, in the same way as realization II except in the mode of reception. In

this case, the relay-enabled cooperative scheme uses MUD at each relay to make detections of

the signals of the two partners. The MUD and spreading are necessary for the single antenna

relay architecture. For realization II and III, the system could operate in a mode that can

be referred to as a “pre-determined” space-time coding; the relays, in this case, do not need

to exchange any instantaneous information as the cooperation is agreed upon a priori. One

advantage of this is the removal of the full-duplex requirement on the relays. In this mode,

each relay assumes that the signals of the users it detects, have the same reliability as those
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Table 6.1: The encoding and transmission sequence for the distributed space time code

Relay station FRN1 transmits FRN2 transmits

time t + T d̂
(1)
1 d̂

(2)
2

time t + 2T −d̂
∗(1)
2 d̂

∗(2)
1

detected by the cooperating relay. They simply employ these signals to realize the distributed

space time coding. In the implementation of this scheme, however, automatic repeat request

in conjunction with cyclic redundancy check might be required to alleviate the problem of

performing distributed space-time coding detected data/signal that is in error. Table 6.1

describes the distributed transmissions accomplished by coding across time and space. The

datum of user k detected at relay station i is denoted as d
(i)
k .

The price for deploying these cooperation schemes is the increase in the complexity of

relays; although this may translate into a cost higher than that of the conventional relays,

we argue that the benefits of the proposed scheme outweigh significantly the cost increment.

For instance, it is more economical to increase the cost of few relay stations rather than the

cost of changing thousands of terminals. This is in addition to a service that is guaranteed

through incentive-free, coercion-free, and secured networks.

In the following section, analytical framework for evaluating the performance of realization

I is presented. The results obtained from the analysis are discussed and compared with those

obtained through simulations.

6.3 Analysis of Relay-enabled Cooperative Communi-

cation Schemes

We consider the source-relay links with each user carrying a single antenna and the fixed relay

equipped with L antennas. It is assumed that the fading rate is slower than the symbol rate.
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Figure 6.4: Fixed relay node equipped with multi-antenna. The relay uses spatial division

multiple access technique to detect a desired user while directing a null to an interfering user

(realization I).

After matched filtering, sampling at symbol rate, the base band model for the received signal

vector can be expressed as

y =
Nu∑

k=0

αkxk + nk, (6.1)

where αk is the propagation vector for the user k, and nk is the corresponding IID noise. The

vectors y,αk, nk have a dimension L.

The task is to find a set of weight (beamformer) that maximizes the SINR for the desired

partner. We will denote this weight vector as ωopt. However, for general ω, the power at the

output of such a combiner can be expressed as1

Po = Pd + PI+N = Ed|ω∗α0|2 + ω∗Rnnω, (6.2)

where, Pd is the desired user power, PI+N is the noise plus interferer power, and (*) is the

conjugation transposition operation known as Hermitian operator.

1Note that PI+N = E
[|ω∗(∑αjx + nj)|2

]
= E

[
(ω∗(

∑
αjx + nj))((

∑
α∗jx

∗ + n∗j )ω)
]

= ω∗Rnnω.
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The output SINR can represented as

SINR =
Pd

PI+N

=
Ed|ω∗α0|2
ω∗Rnnω

, (6.3)

The optimum weight vector (i.e., the beamformer) that yields the maximum SINR can be

obtained by minimizing the denominator of (6.3). The minimizing is subject to the constraint

ω∗α0 = a. In general, the |ω∗α0|2 is designed to be unity, usually referred to as distortion-less

constraints [87]. The Lagrange approach can be used to perform the minimization. We start

by defining a cost function

F (ω,α) = ω∗Rnnω + 2Re [χ(ω∗α0 − a)]

= ω∗Rnnω + χ(ω∗α0 − a) + χ∗(ω∗α0 − a∗), (6.4)

where χ is Lagrange multiplier.

Taking the gradient with respect to ω∗ and setting the result to zero yields

∂F (ω,α)

∂ω∗ = Rnnω
∗
opt + χα0 = 0. (6.5)

Therefore,

ω∗
opt = −χR−1

nnα0. (6.6)

But α∗
0ωopt = −χα∗

0R
−1
nnα0 = a∗. This implies that χ = − (α∗

0R
−1
nnα0)

−1
a∗. Hence, the

optimum weights can be obtained as

ωopt =
a∗R−1

nnα0

α∗
0R

−1
nnα 0

. (6.7)

Finally, ωopt = χR−1
nnα0. The multiplying constant (χ) can be dropped without affecting the

output SINR. Therefore, the optimum weight can be expressed as

ωopt = R−1
nnα0. (6.8)

We can now express the minimum value of ω∗
optRnnωopt = α∗

0R
−1
nnRnnR

−1
nnα0 = α∗

0R
−1
nnα0.

Finally, the maximum output SINR, simply denoted as γ can be written as

γ = Ed

|ω∗
optα|2

α∗
0R

−1
nnα0

= Ed
(α∗

0R
−1
nnα0)

2

α∗
0R

−1
nnα0

= Edα
∗
0R

−1
nnα0. (6.9)
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Since the optimum combiner requires knowledge of the covariance matrix of interference

plus noise this parameter is examined. The covariance matrix of the interference plus noise is

given by

Rnn = E [(y −α0x0)(y −α0x0)
∗]

= E

[( Nu∑

k=1

αkxk + nk

)( Nu∑
j=1

αjxj + nj

)∗]

Rnn =
∑

E [αkxkx
∗
kα

∗
k] + σ2I. (6.10)

This covariance matrix represents an average performed over a period shorter that the recip-

rocal of the fading rate. For equal energy signal, Rnn can be expressed as

Rnn = EI

Nu∑

k=1

E [αkα
∗
k] + σ2IL = RI + Rn. (6.11)

The cooperative scheme identifies two users that are to be engaged in cooperation by the

relays. Some simplifying approaches are worth considering. One approach is to consider that

at each relay, one strong user (among the Nu users) is interfering and others can be lumped

with the system noise. The other approach is that the network consists of two users. In

a situation where a partnership cannot be established, it is important that the system has

some fall-back mechanisms. This fall-back mechanism could be the multi-antenna multi-relay

cooperative discussed in Chapter 4.

For the multi-antenna relays that are investigated here, L is greater than the number of

interfering (or dominant) users. In this scenario, the distribution of the interference covariance

matrix RI is pseudo-Wishart’s [67]. For the cases just motivated, it is implied that RI

has a single (dominant) non-zero eigen-value φ1 which is real and positive. The remaining

φi, i = 2, · · · , L are zeros. Thus, the PDF of φ1 of RI can be expressed using the joint PDF

of pseudo-Wishart distribution, which can be simplified to

p(φ1) =
φL−1

1

(L− 1)!
exp(−φ1), φ1 > 0. (6.12)
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Corresponding to each φi is an eigen-vector υi. That is RI =
∑L

i=1 φiυυ∗, where φi = 0|i > 1.

Note that the υ’s are orthonormal eigenvectors of the interference correlation matrix. Hence,

γ in (6.9) can be expressed as [67, 87]

γ =
Ed|α∗

0υ1|2
EIφ1 + N0

+
L∑

i=2

Ed|α∗
0υi|2

N0

, (6.13)

which implies that the conditional characteristic function can written as

ϕγ|φ1(jυ) =
1

(1− jυEd/N0)
L−1

× 1(
1− jυ Ed

EIφ1+N0

)

=
1

(1− jυγ1)
L−1

× 1

(1− jυγ2)
, (6.14)

where γ1 = Ed

N0
and γ2 = Ed

EIφ1+N0
.

The CF in (6.14) presents some interesting scenarios. From this equation, the ineffec-

tiveness of one antenna to combat interference is observed. When L = 1, overall, there is a

Rayleigh fading channel with average power modified by the interferer power. On the other

hand, when L > 1, a high power interferer (i.e., EI → ∞) can be nulled out completely and

the relay is left with an L− 1 order of diversity.

The PDF of γ conditioned on φ1 can be obtained by taking the inverse Fourier transform

of (6.14). This can be achieved by resolving this equation into its partial fractions, thus, this

PDF is simplified to

p(γ|φ1) =
2∑

i=1

Li∑
t=1

ζi,t
γt−1

γi
t Γ[t]

exp

(
− γ

γi

)
, (6.15)

where L1 = L− 1, L2 = 1 and

ζi,t =
1

(Li − t)! (−γi)
Li−t

∂Li−t

∂ωLi−t
(1− γiω)Liϕγ|φ(ω)|ω= 1

γi

.

Error probability analysis can be undertaken with the PDF of the output SINR conditioned

on the φ1. For an illustration, coherent reception for equal-energy signals is considered, the

SER conditioned on the output SINR is given by

Pmpsk(e|γ, φ1) ≈ h erfc
(√

γλ
)

, (6.16)
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The unconditional error performance can be obtained by averaging over the PDFs of γ

and φ1, where γ is conditioned on φ1. Finally, this unconditional SER can be written as

Pe =

∫ ∞

0

∫ ∞

0

Pmpsk(e|γ, φ1)p(γ|φ1)p(φ1)dγdφ1

=

∫ ∞

0

p(φ1)dφ1

∫ ∞

0

Pmpsk(e|γ, φ1)p(γ|φ1)dγ, (6.17)

where the order in which the integration is performed is interchanged in (6.17). With the PDF

in (6.15), the integral
∫∞
0

Pmpsk(e|γ, φ1)p(γ|φ1)dγ, which is the error performance conditioned

on the eigen-value φ1, can be evaluated. This integral is denoted as P (e|φ1). Thus, P (e|φ1)

can be expressed as

P (e|φ1) =
2∑

i=1

Li∑
t=1

ζi,t
h Γ[t + 1/2]√

π Γ[t]
Bxi

[t, 1/2], (6.18)

where xi = 1
γ̄i+1

and Bx[·, ·] is the incomplete beta function.

The SER at the relay performing optimum combining for a desired user is given as

Pe w
∫ ∞

0

P (e|φ1)p(φ1)dφ1 (6.19)

It is important to note that the integral in (6.19) can easily be evaluated using numerical

means.

The next step is to formulate the E2E error performance. It will be assumed that each

relay experiences independent error rates and that any error committed by the cooperating

relay results in an error being committed at the destination. Therefore, the actual system

performance could be better than the results that are estimated using these assumptions. The

reason is that it is possible for an error to occur at the relays and these erroneous bits result

in correct bit decisions at the destinations. The E2E error rate can be expressed as

Pe,E2E = 1−
2∏

i=1

(1− Pe,i), (6.20)

where in the two-hop scenario Pe,1 is the error rate at the first hop (relay) and Pe,2 is the error

rate at the destination (the second hop).
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6.4 Error Rate for Transmit Diversity

The two transmit diversity described [10] offers an error rate that is exactly the same with

receive diversity. This implies that with proper power adjustment, the performance of the

transmit diversity schemes (2×1 and 2×2) can be evaluated using those of the corresponding

receive diversity schemes which we have already derived. However, for the Alamouti 2 × 1

transmit diversity scheme, for binary PSK the error rate is given as in (2.7) and for M-ary

PSK, the SER expression in (4.19) given as

Pe,2 =
h Γ[Lm + 1/2]√

π Γ[Lm]
Bµ [Lm, 1/2], (6.21)

can be used, where µ = m
λγ̄+m

and γ is the adjusted SNR. Note that L = 2 for (2 × 1) and

L = 4 for (2× 2) transmit schemes and m = 1 for Rayleigh fading.

6.4.1 Numerical Examples: Performance of Relay with SDMA (Op-

timum Combining)

Figure 6.5 shows the BER curves for the desired user at the relay that nulls out a single

interfering user. The BPSK modulation is used. This user comes with different average power.

We have considered L = 1 and L = 2 at the relay. A number of important observations can

be derived from these curves. With a single antenna, the system can do little to reduce the

impact of the interfering user. It is interesting to observe that with equal power scenario,

the single antenna relay suffers from an error floor. For a moderate interfering user power

(SNR1 = 0 and SNR2 = 10 dB), the performance obtained for L = 1 is worse than that of a

single user Rayleigh fading network (denoted with asterisk).

The situation is different for L = 2 where it is observed that for moderate interfering

power, a diversity order greater than one can be obtained. However, when SNR2 → ∞, (40

dB has been used to illustrate this). It appears that one degree of freedom is being sacrificed

for sending a null to the interferer. The relay is then left with one degree of freedom to provide
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Figure 6.5: Performance of a relay performing optimum combining in Rayleigh fading channels.

The BER of the desired user is shown for different levels of power of partner (L = 1, L = 2).

diversity gains. The slope of the curve (asterisks in Figure 6.5) indicates that diversity order

of one is obtained for L = 2 and when SNR2 = 40 dB. Moreover, this curve matches closely

the performance of BPSK in Rayleigh fading channel where diversity is not employed.

Figure 6.6 shows BER for the desired user for L = 5. It can be observed that as the

number of antenna increases, the performance of the relay implementing optimum combining

is not sensitive to the power of the partner. The SNR penalty incurred is within 1 dB when

the partner’s power increases from 0 dB to 40 dB for an error rate of 10−5. Moreover, for

infinite power interferer the relay performance is bounded by the performance of L−1 diversity

system with no interferer. As it can be derived from the slope of the curves given (Figure 6.6),
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Figure 6.6: Performance of a relay performing optimum combining in Rayleigh fading channels.

The BER of the desired user is shown for different levels of power of partner (L = 5).

a diversity of order four is obtained.

Figure 6.7 shows the symbol error rate performance at the relay for a system where 8-PSK

modulation format is adopted for L = 2 whereas Figure 6.8 shows that for the L = 3 and

L = 5. The same trends as discussed previously are also observed. For the L = 3 and L = 5

we see that a diversity order of approximately 2.0 (for L = 3) and 3.9 (for L = 5) can be

computed from the curves representing cases of SNR2 = 40 dB.

Having discussed the error performance at the relay, some examples of the E2E system

performance are considered. First, simulation results are presented and discussed for an

infinite power interferer. The analytical results take into account the scenarios where cooper-
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Figure 6.7: Performance of a relay performing optimum combining in Rayleigh fading channels

for the desired user for different power levels of partner L = 2, 8-PSK.

ating partner has different values of power. Then, the simulated results with the cases where

SNR2 = 40 dB are compared.

6.4.2 E2E Network Performance: Simulation Examples with Infi-

nite Power Interferer

Figure 6.9 shows some results of the relay-enabled user cooperation for the realization I. Each

user has single antenna; the destination has one antenna but it can implement Alamouti-type

receiver.

For L = 2 the new scheme provides each of the two users in the network with an error rate
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that is not inferior than a single user network. In both networks, 8-PSK modulation format

is adopted. This error performance advantage comes at the expense of 33 % loss in spectral

efficiency. The situation is different for large L. For instance, when L = 3, the performance of

each user in the new scheme is superior to that of the single user network using BPSK. This

represents both diversity and spectral (multiplexing) gains. Considering the overall network,

an improvement in spectral efficiency of 100 % is achieved with the new scheme in addition

to the large SNR gain at a low error performance. The new scheme achieves an SNR gain as

large as 7.5 dB (for L=3) and 9 dB (L=5) over the BPSK at a BER of 10−3 (Figure 6.9).

The margin of the gain is larger in low BER regime. Furthermore, the relay-enabled user

cooperation scheme can provide each cooperating user with a performance that approaches

that of a single user network implementing 2 x 1 Alamouti scheme. The scheme using SDMA

requires only five antennas at the fixed relays to achieve this performance; however, it should

be noted that each user terminal has one antenna. In the uplink, the base station is the

destination. Hence, the number of antennas could certainly be more than one.

Figure 6.10 shows system performance when the destination uses two antennas. In this

case, each antenna of the two (distributed) relays and the two antennas of the destination

form a virtual 2 x 2 antenna scheme that could emulate conventional 2 x 2 Alamouti scheme

(or MIMO channels). Comparing Figure 6.9 and Figure 6.10, a significant performance im-

provement due to the additional antenna at the destination is observed. For instance, at BER

of 10−4, the virtual array 2×2 of the second hop is superior to its 2×1 counterparts by about

8 dB.

6.4.3 E2E Network Performance: Analytical Examples for Differ-

ent Power Levels of Partner

The E2E performance of the system is shown in Figure 6.11 for L = 2 at the relay. Each of the

two users have one antenna. The destination is equipped with a single antenna. The power
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Figure 6.11: The E2E SER of the desired user for different power levels of partner (L = 2,

8-PSK).

of the cooperating partner is set to 0, 10, 40 dB and SNR2 = SNR1. It is observed that for

0 dB, the E2E diversity order obtained for each partner is about 2. However, for SNR2 = 10

dB this diversity is slightly reduced to 1.95. When SNR2 is increased to 40 dB, the overall

diversity over rapidly dropped to 1. It has been observed earlier that a minimum diversity

of order two is required at the multi-antenna multi-relay cooperative scheme to provide an

E2E diversity equal to the number of cooperating nodes. In the case of SNR2 = 40 dB, this

criterion is not met at the relays resulting in drop in the E2E gains.

Figure 6.12 shows the performance of the system for L = 3. The power of the cooperating

partner is set to 0, 10, 40 dB, and SNR2 = SNR1. A remarkable behaviour is observed for the
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curves which is different from that in Figure 6.11. Asymptotical comparison shows that all

the curves yield the same diversity order. This diversity order is to the order of the number

of cooperating relays, which is calculated (slopes of the curves) to be two. This is the same

diversity order obtained for L = 2 for moderate interference power. However, the antenna

gain advantage is observed for L = 3. It is important to note that the number of antenna at

the relay has been used to improve the S-R channels only. This explains why the diversity

order is restricted to the number of relay nodes. Had these antenna been engaged in transmit

beamforming, it would have been possible to increase the diversity order. Another important

point that can be deduced from these results is that in the multi-antenna multi-relay scheme,

the minimum number of antenna required to achieve a diversity to the other of the multi-relay

is two. This is the reason why for L = 3, the diversity order obtained is the same as for all

interfering power as well as for L = 2 for moderate value of power of interferer.

A performance comparison for the simulated and analytical results is presented in Fig-

ure 6.13. The analytical results assume that the partner comes with a 40 dB power while the

simulation results are for infinite power interferer. The curves demonstrate that analytical

results, though it is approximate analysis, provide a reasonably close system performance.

6.5 Chapter Conclusion

There is growing interest in the infrastructure-based wireless relay/mesh networks in the

academia, industry, and standardization bodies. Various proprietary mesh/relay networks

solutions in unlicensed bands are being developed by industrial players. The emergence of

the relay-enabled standards in the IEEE 802 family suggests that the interest and activity in

relay-based communications system deployment will continue to grow. In other words, fixed

relays will be an integral part of the future wireless systems.

As an add-on to network infrastructure-based fixed relays, this chapter investigates the co-

operation of these relays to improve the end-to-end diversity gains and network multiplexing
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gains. The proposed cooperation schemes are transparent to the users (i.e. users are igno-

rant of the cooperation), therefore, they present practical realizations for user cooperation

as they naturally solve the issues of offering incentives for terminals to assist others as well

as minimize the security and privacy concerns. In addition, obtained error performance and

spectral efficiencies are superior to those of the referenced single-hop transmissions. Finally,

the proposed schemes can be used in any network since current terminals do not require any

modifications. Instead, the terminal complexity/cost are transferred to the relay level; it will

be more economical to increase the cost of few relay stations rather than the cost of modifying

thousands of terminals.

In this chapter, the analysis of the relay-enabled cooperative schemes is given in great

detail for realization I. Realizations II and III, are discussed for the sake of implementation

to avoid the problems associated with full duplex operation of relays. The analysis of these

realizations is similar to that of realization I with few modifications.



Chapter 7

Conclusions and Recommendation

The main focus of this thesis has been the development and application of advanced antenna

and relaying techniques for wireless communication systems. The study addresses techniques

that have practical implementation complexities and achieve high levels of performance. The

motivation for this study comes from the current thrust in wireless communication technol-

ogy. To deliver ubiquitous, reliable, high data rate wireless services requires significant radio

resources such as scarce radio spectrum and link budget. It is therefore imperative to look for

new, and cost-effective approaches and technologies that will improve among others, spectral

efficiency and power utilization.

Multi-antenna techniques are well-known for improving the performance of wireless systems

usually without an increase in bandwidth and excellent power savings. Space, cost, and

signal processing constraints, among others, prevent the use of a large number of antennas at

wireless terminals. Hence, the advances in point-to-point transmissions (antenna technologies

and signal processing) alone appear handicapped in meeting the challenges of future wireless

systems. Therefore, a fundamental change in the way systems are designed and deployed is

required. The following approaches have been investigated in this thesis:

• The thesis investigates the use of infrastructure-based fixed relays for providing spatial

diversity gains for a wireless terminal which, otherwise, has limitations in the number
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of antennas it can bear. In the contemporary context, relays are used for coverage

extension or for distributing network capacity. As an add-on to network relays, the

fixed relay nodes are engaged through two-hop cooperation with the source to provide

E2E spatial diversity and network multiplexing benefits to these terminals. Thus, the

burden of multiple antennas on wireless terminals is removed.

• Infrastructure-based fixed relays have the capability to carry multiple antennas. There-

fore, the thesis investigates the multi-antenna aspects of cooperative two-hop networks.

It also analyzes threshold maximal ratio combining and threshold selection combining

of multi-relay multi-antenna schemes. A minimum of two antennas are required at the

relay to yield an end-to-end diversity order of NR + 1 by the multi-antenna multi-relay

cooperative scheme. NR is the number of relays. Any increase in the number of antennas

only increases the antenna gains. Threshold decoding is employed as an additional mea-

sure towards combating error propagation. Furthermore, it was found that with a large

number of antennas (L) at the cooperative relays, threshold decoding is not necessary.

However, for low L, there is an optimum choice for the threshold.

• The cooperative multi-antenna fixed relay scheme is extended to asymmetric channels.

In symmetric networks, the multiple relays are either treated as being at the same

location as the source or that all the relays are at the same location and midway between

the source and the destination. This is the assumption in most of the previous works

on the subject. Realistic scenarios are the ones where these relays face different channel

strength to the destination. The thesis provides analytical framework for evaluating the

performance of asymmetric relay networks. Therefore, it is easy to investigate different

network topologies.

• Furthermore, the thesis also proposes relay-enabled user cooperation. This cooperation

diversity scheme is proposed to avoid the problems related to the explicit user coop-
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eration diversity schemes. In this scheme, two users are engaged in the cooperation

through two fixed relays without their knowledge. There are many benefits of this ap-

proach. First, the privacy of the users is not compromised since partners do not detect

each other’s data as it is the case with explicit user cooperation. Second, sanctions or re-

wards to facilitate user cooperation are not required. Third, network quality and services

are not user-dependent. Fourth, this cooperation does not require any modifications on

current terminals. The E2E system performance has been investigated through simu-

lations and analytical efforts. The analysis of the relay-enabled cooperative schemes is

given for the classification called realization I. Two other system implementation strate-

gies are motivated to circumvent the problems of full duplex operation of relays. The

analysis of these realizations is simple extension of that of realization I. Finally, the pro-

posed scheme provides a bit error rate and network spectral efficiency that are superior

to the referenced conventional transmissions.

• The thesis proposes a microdiversity-augmented macrodiversity architecture to combat

two fading phenomena (small-scale fading and shadowing) in one shot. The proposed

system works as follows. In the K-macro/L-microdiversity antenna structure, macro-

diversity selects the best among K ports, using certain criteria, and of the L signals

available at that port lo strongest are selected for diversity combining. The GSC is

employed as a receiver processor for the microdiversity component since it represents a

reasonable system complexity and cost compromise compared with a full blown MRC.

• With microcellular networks mind-set, a different approach to the conventional cellular

concept by eliminating the need for expensive base station resources is proposed. Instead,

a wireless network with cost-efficient radio access ports which are linked to a central unit

(CU) is considered. The thesis:

– introduces novel means of implementing macro-selection (Scheme II) and demon-
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strates this scheme’s performance superiority over the conventional method.

– explores macrodiversity MRC in microcellular systems referred to as Scheme III,

which can be viewed as a natural extension of the CDMA cellular soft handover.

– provides the outage performance and error rate analyses for the architectures that

are proposed.

• Finally, after illustrating the potential advantages of the proposed architectures and

algorithms as compared to the referenced conventional schemes, the thesis then draws

attention to some practical, complexity and implementation issues needed to be consid-

ered towards realizing these outlined benefits.

7.1 Recommendation for Future Research

• Quantifying the logical performance limits of the proposed hybrid macro/micro an-

tenna architecture is another promising research avenue to be explored. For example,

in the literature on classical diversity schemes, system performance criteria like diver-

sity order and asymptotic behavior (a logical limit) are adequately quantified; hybrid

micro/macrodiversity systems in the presence of composite fading on the other hand,

do not easily lend themselves to these limits.

• The investigation of the performance of the proposed cooperative relaying schemes are

based on the analysis of single cell model. Future research could extend it to multi-cell

scenarios considering issues like intercell and/or co-channel interference.

• In the multi-antenna multi-relay cooperative schemes the E2E diversity gains does not

require the decoding threshold for large number of antennas (L) at the relays. However,

for small L, the optimum threshold is chosen heuristically for the Rayleigh fading. In

single antenna cooperative relaying this threshold is crucial. Thus, the threshold issue is
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an important one that needs to be treated in a comprehensive manner. Future research

can focus on the generalization of the optimum threshold considering all the system

parameters. As a matter of fact, a paper addressing the selection of the optimum

threshold recently appeared in [59]. However, their set-up is much simpler than the

systems discussed in this thesis. The authors consider single relay, single antenna at the

relay and Rayleigh channel model.

• Synchronization issues related to the proposed fixed relay networks need to be inves-

tigated. Though synchronization in fixed relay networks is believed to be much less

challenging and stringent than for terminal relaying, such studies may provide valuable

insights on the issues discussed in Sec. 4.5 as well as provide quantitative information

on control and signaling overhead required to initiate and sustain the cooperation.

• Network latency is an important part of network performance for many applications.

Therefore, the latency imposed on the network by the cooperative schemes needs to be

investigated. By doing this the impact on a wide range of applications, especially those

with stringent delay requirements, will be understood. Such studies would provide

valuable information on efficient integration of the cooperative schemes into wireless

systems.
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Appendix B

Practical Capacity Calculation for

Time-Hopping Ultra-wide Band

Multiple-Access Communications

In this letter the practical capacity, known as the cutoff rate, of time-hopping (TH) ultra-wide

band (UWB) communication system is evaluated for multiple-access channels. The cutoff rate

can be used for determining various system trade-offs. For instance, it is shown in this letter

that if synchronization problems would preclude high spreading factors, a suitable number of

hops can be used instead to achieve the same performance. Moreover, it is demonstrated that

the cutoff rate evaluated here can be a fast way of gaining insights into the multiuser capacity

of TH-PPM UWB systems.

B.1 Introduction

Considerable interest has developed for time-hopping (TH) ultra-wide band (UWB) multiple-

access communication systems [93]. This is due to UWB’s appealing features; for instance,

it does not require a sinusoidal carrier, it can highly resolve multipath, and it enjoys low
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probability of detection and interception. These features make UWB technology a promising

option for high data rate communications.

The error exponent and cutoff rate are practical and important information-theoretic mea-

sures used extensively in the literature for comparing coding scheme performance [94] and

constellation design [95]. These parameters set the bound on the performance and determine

both the achievable rate and magnitude of the random-coding error exponent with practi-

cal modulation/coding schemes. This letter evaluates the cutoff rate for TH-PPM UWB

multiple-access channels.

B.2 Random Coding Error Exponent

The ensemble average probability of block decoding error using a maximum likelihood decod-

ing is bounded by

Pe ≤ exp (−N [E0(P (x), ρ)− ρR]) , (B.1)

where N is the code block length, and R is the information rate per channel symbol forming

the ensemble of (N , R) block codes in which each alphabet is selected with probability P (x).

The argument E(R, ρ) = [E0(P (x), ρ) − ρR] is known as the channel random coding error

exponent [94] where ρ and P (x) are chosen such that maximum exponent value is obtained,

because (B.1) indicates that for some given codes with the same complexity (measured through

N) and same rate (R), the channel having the largest E(R, ρ) value will result in the lowest

error probability.

In this paper ρ = 1 is of interest and is referred to as the cutoff rate, R0 (=E0(P (x), 1)),

which can be expressed as [95]

R0 = max
Pj

{
− ln

[∑
j

∑

k

PjPk

∫

y

√
p(y|j)p(y|k)dy

]}
, (B.2)

where Pj is the a priori input probability, p(y|j) is probability density function of the out-

put vector given that j-th signal was transmitted. If log2 is used instead of ln in (B.2),
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R0 is in bits/transmitted waveform. Cutoff rate has been considered the practical capacity

beyond which communication would be very expensive. Even though the recent experience

with the near-capacity performance of turbo codes (TC) appears to threaten this belief, a

substantial amount of price in terms of complexity and delay is still paid through long inter-

leaver and iterative decoding of TC. In sequential decoding applications, cutoff rate remains

a valuable parameter which provides insight complementary to that acquired by the study of

capacity [96].

Let us consider a time hopping Nu-user UWB system employing M-ary PPM. A typical

kth user’s received signal with perfect power control takes the form [93, 97]

s(k)(t) =

√
Es

Ns

Ns−1∑
j=0

prx(t− j Tf − c
(k)
j Tc −D(k)

j ), (B.3)

then the total multiple-access received signal can be represented as

y(t) = s(1)(t− τ (1)) +
Nu∑

k=2

s(k)(t− τ (k)) + n(t), (B.4)

where user 1 is the user of interest. In (B.3) and (B.4), prx(t) is the basic pulse with a

duration of Tp, Tf is the frame time, Ts = NsTf is the symbol duration, c
(k)
j is the hopping

code, D(k)
j ε{δ1, · · · , δM} represents the PPM time shift corresponding to the modulating data

sequence of user k at hop j, τ (k) represents time asynchronism, Es is pulse (symbol) energy,

and n(t) is the additive white Gaussian noise (AWGN) with two-sided power spectral density

N0/2.

We assume that the receiver is in perfect synchronism with the user of interest so that the

correlation receiver can be implemented. With this assumption, the receiver for the M-ary

PPM scheme is composed of M filters matched to the template functions ψ
(1)
i , defined as

ψ
(1)
i (t) = prx(t− δi − τ (1)), i = 1, 2, · · · ,M. (B.5)

Each matched filter computes as output the following decision statistics

yi =

√
Ns

Es

Ns−1∑
j=0

∫ (j+1)Tf

jTf

y(t)ψ
(1)
i (t− jTf − c

(1)
j Tc − τ (1))dt. (B.6)
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We can write yi = Di + Ii +Ni where Di contains the signal to be detected, Ii is the multiple-

access interference (MAI) and Ni is the noise.1 The variance of Ni, σ2
Ni

, is obtained as

σ2
Ni

=
Ns

Es

Ns−1∑
j=0

Ns−1∑

k=0

δkjσ
2
nR(0) = N2

s R(0)σ2
n/Es, (B.7)

where σ2
n = N0/2 and R(∆) is the correlation of the basic pulse for a lag ∆. Similarly,

Di = NsR(0), and the MAI part is expressed as

Ii =
Nu∑

k=2

Ns−1∑
j=0

R(∆
(k)
j ), (B.8)

where ∆
(k)
j = (c

(1)
j −c

(k)
j )Tc+(D(k)

j −D(1)
j )+(τ (k)−τ (1)) is a random time lag between users 1 and

k in the j-th hop frame. We assume that all the time hopping (cj’s) are random, and hence,

the monocycle time shift c
(k)
j Tc, and the time delays are i.i.d with uniform distribution over a

frame interval. Since the UWB pulse duration Tp << Tf , each interfering pulse contributes

to only a single correlation operation (i.e., MAI pulses fall within the same UWB frame).

Therefore, ∆
(k)
j is uniformly distributed in the interval [−Tf , Tf ] [98]. For large values of

Nu × Ns, the probability density function (PDF) of Ii converges to a Gaussian distribution.

Without loss of generality, we consider rectangular monocycle pulse, although, Gaussian and

Rayleigh pulses fit easily in the analysis as well. Defining a spreading factor β = Tf/Tp, the

variance of Ii can be expressed, with the help of [98], as

σ2
Ii

=
Nu∑

k=2

Ns−1∑
j=0

var[R(∆
(k)
j )] = (Nu − 1)Ns

(
1

3β
− 1

4β2

)
. (B.9)

It can be shown, by exploiting the orthogonality in the PPM M-ary signal set, that the

1The decision statistic for user 1, y
(1)
i , is written as ri for notational convenience. The same simplified

notation is used in the rest of the letter for other parameters related to user 1 as well, such as Di, Ni and Ii.
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distribution of the received signal y is given as

p(y|xj) =

(
1

2πσ2
tot

)M/2

exp

[
−(yj −$p)

2

2σ2
tot

]

×
M−1∏
k=0
k 6=j

exp

[
−(yk −$a)

2

2σ2
tot

]

= p(y|j)
M−1∏
k=0
k 6=j

p(y|k) (B.10)

where, xj = [x0, · · · , xj, · · · , xM−1], is the transmitted signal and y = [y0, · · · , yj, · · · , yM−1].

In the above, p(y|j) and p(y|k) indicate the PDFs of the matched filter output when the desired

signal is present and absent, respectively. The second PDF represents noise-only output. The

parameter σ2
tot denotes the total noise variance, $p and $a represent slot signal strengths

when signal is present and absent, respectively. Using (B.10) with (B.2) and Pj = 1/M ,

0 ≤ j ≤ M − 1, the uniform input distribution that maximizes R0 [99], the cut-off rate R0

can be expressed as

R0 = max
Pj





− log2

[
M−1∑

l=0

P 2
l

(∫ ∞

−∞

√
p(y|l)p(y|l)dy

)2

+
M−1∑

k=0

M−1∑
j=0

j 6=k

PjPk

(∫ ∞

−∞

√
p(y|j)p(y|k)dy

)2 ]





= log2(M)− log2

[
1 + (M − 1) exp

(
− [$p −$a]

2

4σ2
tot

)]
, (B.11)

where $p = E [yi|given that the desired signal is present] = NsR(0),

$a = E [yi|given that the desired signal is absent] = E[Ii +Ni] = 0, and σ2
tot = σ2

Ni
+σ2

Ii
. E[·]

denotes the mean operator.

Finally, we observe that when the network becomes heavily loaded, the cutoff rate asymp-

totically approaches zero, but the aggregate rate R0,agg(= NuR0) converges to a nonzero
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Figure B.1: Cutoff rates of M-ary PPM multiuser UWB for two different spreading factors at

SNR = 20 dB in the absence of time hopping (Ns = 1).

constant; this is confirmed by the asymptotic aggregate cutoff rate expression derived as

R0,agg = lim
Nu−→∞

Nu log2


 M

1 + (M − 1) exp
(
− [$p−$a]2

4σ2
tot

)



≈ 3β(M − 1)($p −$a)
2

2NsM loge(2)
. (B.12)

B.3 Numerical Results

Figure B.1 shows the cutoff rate of the UWB system versus number of users and also shown is

the asymptotic behaviour of the aggregate cutoff rate for 2- and 32-PPM. We observe that a

certain maximum number of users can be accommodated in order to achieve the maximum R0

(=log2(M)). It is further observed that using a higher spreading factor delays the fast drop

in the cutoff rate with respect to the number of users. Figure B.2 shows the cutoff rate as a
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Figure B.2: Cutoff rates of M-ary PPM multiuser UWB for two different spreading factors for

Nu = 100 in the absence of time hopping (Ns = 1).
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Table B.1: Code lengths for PPM signaling at rate 2.0 bits/symbol

8-PPM 16-PPM 32-PPM

Number of users Pe ≤ 10−3 Pe ≤ 10−6 Pe ≤ 10−3 Pe ≤ 10−6 Pe ≤ 10−3 Pe ≤ 10−6

5 11 21 6 11 4 7

15 14 28 7 14 5 10

20 20 39 10 19 7 14

30 107 214 21 42 14 28

function of SNR for a fixed number of users of Nu = 100. We observe that a heavily loaded

channel results in an extremely low R0 when the spreading factor is relatively low (β = 50).

For example, 32-PPM could only operate at 1 bit/symbol even at large SNR when β = 50.

Increasing the spreading factor yields a better performance (higher R0), but this is not always

desirable because of the potential synchronization problems. The impact of time hopping

(Ns = 4, Ns = 8, and Ns = 10) on R0 is shown in Figure B.3 for 2-PPM. It is observed that

the capacity of TH system (Ns = 4) is approximately twice that of a non-hopping system

(Ns = 1) for β = 50.

B.3.1 Coding Complexity Measure

Consider that a waveform with a rate of 2 bits/symbol is desired. A natural choice would

have been 4-PPM, but Figure B.2 indicates that 4-PPM and 8-PPM require about 12 dB and

4 dB, respectively, for β = 500. Therefore, 8-PPM has a power saving advantage if a suitable

coding scheme with certain complexity, in Shannon sense, can be found for a given error

rate. Table B.1 shows the computed block lengths (complexity) required to satisfy a specific

probability of error for schemes operating at 2 bits/symbol and 10 dB SNR per user. The

results for β = 50 and Ns = 1 are given. We found that significant increase in code lengths

is required in the presence of high amounts of MAI for 8-PPM as compared to 16-PPM and

32-PPM. Also, we observed that only a two-fold increase in the block length results in an
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Figure B.3: Cutoff rates of TH 2-PPM multiuser UWB for different spreading and hopping

factors for Nu = 100.

error rate reduction from 10−3 to 10−6 for all the M-ary schemes. A further investigation of

the actual coding scheme for the system described in this letter can be undertaken. The work

on capacity limit achievable by Reed-Solomon (R-S) M-ary PPM in AWGN presented in [99]

can complement this effort.

B.4 Conclusion

This work evaluates the practical capacity, known as the cut-off rate, for TH-PPM adopted for

UWB communication over multiple-access channels, without a need for numerical integration

or Monte Carlo simulation. We have shown how the cutoff rate can be used in M-ary PPM

UWB multiple-access communication systems for determining the system trade-offs. More-

over, cutoff rate evaluated in this letter can be a fast way of gaining insights into the multiuser

capacity of TH-PPM UWB systems.



Appendix C

Derivations

C.1

The incomplete gamma function is defined as [80]

ΓL[a, b] =

∫ b

0

e−tta−1dt. (C.1)

Therefore,

Fγ(γ, 1) = ΓL[1,
γ

γ̄
] =

∫ γ
γ̄

0

e−tt1−1dt = 1− e−
γ
γ̄ . (C.2)

C.2

The PDF of γ can be derived given that γ = α2Eb/N0, and PDF of α is known. We use the

method of function of a RV.

α =

√
γ
N0

Eb

, ⇒ dγ

dα
= 2

√
γEb/N0 (C.3)

Note that γ̄ = ΩEb/N0, which implies N0/Eb = Ω/γ̄. Then, α =
√

Ωγ
γ̄

and dγ
dα

= 2
√

γγ̄
Ω

is the

Jacobian of the transformation. Hence,

pγ(γ) = (dγ/dα)−1pα

(√
Ωγ/γ̄

)
=

pα

(√
Ωγ/γ̄

)

2
√

γγ̄
Ω

(C.4)
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This concludes the derivation of (2.10)

C.3

We demonstrate how the integral in Pmpsk(e|g∗) is evaluated to arrive at (3.5). The sym-

bol error probability (SEP) for MPSK modulation conditioned on the fade samples can be

expressed for GSC as

Pmpsk(e|β, g∗) ≈ h× erfc

(√
βΛ∗ sin2

( π

M

) Es

N0

)
. (C.5)

We shall treat (3.4) as p(β, lo) = p1(β, lo) + p2(β, lo) + p3(β, lo) where,

p1(β, lo) =




L

lo


 βlo−1e−β

(lo − 1)!
, p2(β, lo) =




L

lo




L−lo∑

l=1

η(l, n, N)e−β(1+l/lo),

and

p3(β, lo) =




L

lo




L−lo∑

l=1

η(l, lo, L)
lo−2∑
p=0

1

p!

(−lβ

lo

)p

e−β. (C.6)

We express Pmpsk(e|g∗) = P1 + P2 + P3 and demonstrate how the integral in Pmpsk(e|g∗) =
∫∞
0

Pmpsk(e|β, g∗)p(β, lo)dβ is evaluated to arrive at (3.5). First, let us define

P1 = h




L

lo




∫ ∞

0

βlo−1e−β

(lo − 1)!
erfc

(√
βΛ∗λ

)
dβ. (C.7)

Let θ1 = Λ∗λ
1+Λ∗λ and y = β(1 + Λ∗λ), then we can write

yθ1 = βΛ∗λ. (C.8)

With this representation we can express (C.7) as

P1 = h




L

lo




∫ ∞

0

ylo−1e−yθ1/(Λ∗λ)

(lo − 1)!(1 + Λ∗λ)lo
erfc

(√
yθ1

)
dy. (C.9)
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Next, we can show that θ1

Λ∗λ = (1 − θ1) and, thereafter, see that (C.9) is in the following

form [74]:

1

2(W − 1)!

∫ ∞

0

erfc (
√

xy) e−y(1−x)yW−1dy =
1

22W

W∑
j=1

C2W−j−1
W−1

(
2

1 +
√

x

)j

. (C.10)

From here P1 is obtained in a straight forward manner which is the first part of (3.5).

Next, we have

P2 =

∫ ∞

0

erfc
(√

βΛ∗λ
)




L

lo




L−lo∑

l=1

η(l, lo, L)e−β(1+l/lo)dβ. (C.11)

Let θ2 = Λ∗λ
(l/lo+1+Λ∗λ)

and Γ = β(l/lo + 1 + Λ∗λ) then (C.11) can be written in the following

form

P2 =




L

lo




L−lo∑

l=1

η(l, lo, L)
1

(l/lo + 1 + Λ∗λ)

∫ ∞

0

erfc(
√

θ2Γ)e−Γ
(1+l/lo)

1+l/lo+Λ∗λ dΓ. (C.12)

It can be shown that 1+l/lo
1+l/lo+Λ∗λ = 1− θ2, therefore,

P2 =




L

lo




L−lo∑

l=1

η(l, lo, L)
1

(l/lo + 1 + Λ∗λ)

∫ ∞

0

erfc(
√

θ2Γ)e−Γ(1−θ2)dΓ, (C.13)

and hence,

P2 =




L

lo




L−lo∑

l=1

η(l, lo, L)
1

(l/lo + 1 + Λ∗λ)

1

(1 +
√

θ2)
, (C.14)

and finally, by doing similar manipulations as performed above, P3 can be expressed as

P3 =

∫ ∞

0

erfc(
√

θ1ω)




L

lo




L−lo∑

l=1

η(l, lo, L)
lo−2∑
p=0

(−l/lo)
p 1

(1 + Λ∗λ)p+1

ωp

p!
e−ω(1−θ1)dω. (C.15)

By interchanging the integral and the summation, the integration can be evaluated and the

resulting expression simplifies to,

P3 =




L

lo




L−lo∑

l=1

η(l, lo, L)
lo−2∑
p=0

(−l/lo)
p 1

(1 + Λ∗λ)p+1

1

22p+1

p+1∑
j=1




2(p + 1)− j − 1

p




(
2

1 +
√

θ1

)j

.

(C.16)
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Combining P1, P2, and P3 we obtain the desired expression for Pmpsk(e|g∗).

C.4

For MRC, the normalizing factor is

υMRC =

∫ ∞

γth

(
m

γ̄

)Lm
γLm−1

Γ[Lm]
exp

(
−mγ

γ̄

)
dγ. (C.17)

With the definition of the incomplete gamma function the expression in (C.17) can be ex-

pressed as

υMRC =
Γ

[
Lm, mγth

γ̄

]

Γ[Lm]
. (C.18)

For Rayleigh fading (m = 1) and no diversity antennas at relay (i.e., L = 1),

υ = Γ

[
Lm,

mγth

γ̄

]
= Γ[1, γth/γ̄] = exp(−γth/γ̄). (C.19)

For Nakagami SC, the normalizing factor is

υSC =

∫ ∞

γth

L

(m− 1)!

L−1∑

l=0

(−1)l




L− 1

l




l(m−1)∑

k=0

bl
k

(
m

γ̄

)m+k

γm+k−1 exp

(
−(l + 1)

mγ

γ̄

)
dγ,

=
L

(m− 1)!

L−1∑

l=0

(−1)l




L− 1

l




l(m−1)∑

k=0

bl
k

(
1

1 + l

)k+m

Γ[k + m, (1 + l)
mγth

γ̄
]. (C.20)

C.5

Computing πi,j for the selected scenarios.

One cooperative relay: with m1 = 1 and m2 = 2.

πi,j =
1

(mi − j)!
(
− γ̄i

mi

)mi−j

{
∂mi−j

∂ωmi−j
(1− γ̄i

mi

w)miψγ(ω)

}

ω=
mi
γ̄i

. (C.21)

π1,1 =
1

(1− 1)!(−γ̄1

m1
)1−1

(1− ω
γ̄1

1
)1 1

(1− ω γ̄1

1
)(1− ω γ̄2

2
)2
|ω= 1

γ̄1

=

(
1− γ̄2

2γ̄1

)2

, (C.22)

next π2,1
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π2,1 =
1

(2− 1)!(−γ̄2

2
)2−1

∂

∂ω
(1− ω

γ̄2

2
)2 1

(1− ω γ̄1

1
)(1− ω γ̄2

2
)2
|ω= 2

γ̄2

=
1

(2− 1)!(−γ̄2

2
)2−1

∂

∂ω

1

(1− ω γ̄1

1
)
|ω= 2

γ̄2

=
−2γ̄1

γ̄2

1

(1− 2γ̄1

γ̄2
)2

(C.23)

then π2,2

π2,2 =
1

(2− 2)!(−γ̄2

2
)2−2

∂2−2

∂ω2−2
(1− ω

γ̄2

2
)2 1

(1− ω γ̄1

1
)(1− ω γ̄2

2
)2
|ω= 2

γ̄2

=
1

(1− ω γ̄1

1
)
|ω= 2

γ̄2

=
1

(1− 2γ̄1

γ̄2
)
. (C.24)

Two cooperative relays: with m1 = 1, m2 = 2, and m3 = 2, the CF for this scenario is

ψ(ω) =
1

(1− ωγ̄1/1)(1− ωγ̄2/2)2(1− ωγ̄3/2)2
(C.25)

Therefore

π1,1 =
1

(1− 1)!
(−γ̄1/1)1−1 1

(1− ωγ̄2/2)2(1− ωγ̄3/2)2
|ω= 1

γ̄1

=
1

(1− γ̄2

2γ̄1
)2(1− γ̄3

2γ̄1
)2

and,

π2,1 =
1

(2− 1)!(−γ̄2

2
)2−1

∂

∂ω
(1− ω

γ̄2

2
)2 1

(1− ω γ̄1

1
)(1− ω γ̄2

2
)2(1− ω γ̄3

2
)2
|ω= 2

γ̄2

= (
−2

γ̄2

)
∂

∂ω

1

(1− ω γ̄1

1
)(1− ω γ̄3

2
)2
|ω= 2

γ̄2

employing the product rule for differentiation, d
dx

uv = u dv
dx

+ v du
dx

, we have,

=
−2

γ̄2

{
γ̄3

(1− ωγ̄1)(1− ωγ̄3/2)3
+

γ̄1

(1− ωγ̄1)2(1− ωγ̄3/2)2

}

ω= 2
γ̄2

. (C.26)

Upon doing the substitution π2,1 of (5.12) appears. In similar manner, π2,2, π3,1, and π3,2 can

be found.
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