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Dynamic Packet Scheduler Optimization in
Wireless Relay Networks
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Abstract—In this work, we investigate the optimal dynamic
packet scheduling policy in a wireless relay network (WRN).
We model this network by two sets of parallel queues, that
represent the subscriber stations (SS) and the relay stations (RS),
with random link connectivity. An optimal policy minimizes, in
stochastic ordering sense, a cost function of the SS and RS queue
sizes. We prove that, in a system with symmetrical connectivity
and arrival distributions, a policy that tries to balance the lengths
of all the system queues, at every time slot, is optimal. We
use stochastic dominance and coupling arguments in our proof.
We also provide a low-overhead algorithm for optimal policy
implementation.

Index Terms—Optimal Scheduling, Wireless Relay Network,
Coupling Arguments, Stochastic Ordering, Most Balancing.

I. INTRODUCTION

FOURTH generation (4G) wireless systems are high-speed
cellular networks with peak download data rates of 100

Mbps. IEEE 802.16j task group recommended the use of relay
nodes and cooperation in 4G networks design [1]. In these
systems, dedicated wireless relay nodes are deployed in order
to achieve cooperative diversity. Wireless relays are spread
over the coverage range of the cell. They have the effect of
increasing coverage within a cell and facilitating the targeted
data rate for 4G mobile users. These relays usually pos-
sess limited functionality and have low power consumption.
Consequently, they are significantly cheaper than a full-scale
base station. Early studies of cooperative communication were
initiated by [2], [3] and [4]. Since then, the subject attracted
the attention of many researchers, cf. [5] [6].
Most of the existing work in this area aimed at exploiting

the diversity and multiplexing gain to improve some perfor-
mance criteria, e.g., capacity and bandwidth utilization, outage
probability, error rate, etc. These are often achieved through
the use of adaptive modulation techniques, distributed space-
time coding, or error-correction coding. In this work, we study
this problem from a different perspective, the dynamic packet
scheduling perspective. We are interested in the scheduling
of packets on the uplink of a wireless relay network (WRN).
Each of the subscriber or the relaying nodes is assumed to
have a time-varying channel that can be modelled as a random
process. We present a queueing model that captures the packet
buffering, scheduling and routing processes as well as the

Manuscript received 20 January 2011; revised 20 June 2011. This work
was supported by the Natural Sciences and Engineering Research Council of
Canada (NSERC) PDF program and NSERC Grant CRDPJ 354729-07.
H. Al-Zubaidy is with ECE, University of Toronto (e-mail:

hzubaidy@comm.utoronto.ca).
C. Huang and J. Yan are with SCE, Carleton University (e-mail:

huang@sce.carleton.ca, jim.yan@sympatico.ca).
Digital Object Identifier 10.1109/JSAC.2012.1210xx.

intermittent channel connectivity in such network. We then
use this model to study dynamic packet scheduling in such
networks.
Dynamic packet scheduling enables the redistribution of the

available resources to improve network performance. Further-
more, optimal packet scheduling policies can be determined
under various operating constraints to optimize various perfor-
mance criteria. This motivated the investigation of the optimal
control problem that we present here. The inherent randomness
of the wireless channel and the dynamic configuration of the
nodes in wireless networks create a formidable challenge to
such investigation. Therefore, it is wise and often necessary
in such cases to make simplifying assumptions that result
in mathematically tractable problem formulations. Otherwise,
optimality results may not be attainable.
In this article, we investigate an optimal dynamic packet

scheduling policy in a wireless relay network (WRN) com-
posed of a base station (BS), L subscriber stations (SS) and
K relay stations (RS), for any arbitrary L andK . This network
is modelled by two sets of queues with infinite size (see
Figure 1). The wireless channel in such network is varying
with time and can best be described by a random process.
This assumption is widely used in literature, cf. [11], [12]
and many other. A wireless link is assumed to be ‘connected’
with probability p and ‘not connected’ otherwise. We further
assume that the connectivity processes are independent across
the wireless links. The transmission frame is divided into two
halves; during the first half a SS node is scheduled to transmit
(to a selected RS) and during the second half a RS node is
scheduled to transmit to the base station. This model can be
used to study scheduling and routing algorithms in multi-hop,
wireless networks such as relay assisted, fourth generation
wireless networks.
The optimization cost that we consider in this work is

a monotonic, non-decreasing function of the system queue
length. We prove using coupling arguments [10], that a
most balancing (MB) policy minimizes, in stochastic ordering
sense1 [9], the cost function.

A. Previous Work
The problem we are investigating lies in the area of optimal

control in queueing networks. A related problem was first
studied by Roseburg et al in [8]. They investigated an optimal
control policy of service rate in a system of two queues in
tandem. They proved, using dynamic programming argument,

1Stochastic dominance is a stronger optimization notion than the expected
cost minimization since the former implies the latter; however, the reverse is
not true [7].
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Fig. 1. A queueing model for dynamic packet scheduling in wireless relay
networks.

that a threshold policy is optimal in that it minimizes the
expected cost function of the queue occupancy.

Another work related to the optimal control problem we
are presenting here was reported by Tassiulas and Ephremides
in [11]. They considered a model of parallel queues with a
single server; they showed that a LCQ policy, a policy that
allocates the server to its longest connected queue, minimizes
the total number of packets in the system. The authors in [12]
studied a satellite node withK transmitters. They modelled the
system by a set of parallel queues with symmetrical statistics
competing for K identical servers. At any given time slot
in this model: (i) a server is connected to either all or no
queues at all, (ii) at most one server can be allocated to
each scheduled queue. Using stochastic coupling arguments,
the authors proved that an LCQ (Longest, Connected Queue)
policy is optimal.

In previous work [13], we studied the problem of optimal
scheduling in a multi-server system of parallel queues with
random queue-server connectivity. We relaxed assumptions (i)
and (ii) in [12] above. We proved, using coupling arguments,
that a Most Balancing (MB) policy is optimal in that it
minimizes, in stochastic ordering sense, a cost function of the
queue sizes in the system.

In [14], the authors proposed a cooperative multiplexing and
scheduling algorithm for a wireless relay network with a single
relay node. They showed that this algorithm outperforms
the traditional opportunistic techniques in terms of spectral
efficiency. The authors in [15] studied link scheduling in
WRN with bandwidth and delay guarantees. They modelled
the system using simple directed graph. They proposed an
efficient algorithm to provide delay guarantee over WRN.

For a wireless relay network, the choices of relay node,
relay strategy, and the allocation of power and bandwidth
for each user are important design parameters which were
investigated thoroughly in recent literature. Relay selection
and cooperation strategies for relay networks have been in-
vestigated by [16] and [17] among others. Power control
has been investigated by [18] and [19] and many others.
However, the modern wireless networks are mostly IP-based,
and therefore the optimization problem may be reduced to
finding the optimal dynamic packet scheduling policies in
these networks.

B. Our Contributions

In this work, we developed a queueing model to study the
process of packet scheduling in wireless relay network. Our
main contributions can be summarized by the following:

• We develop a queueing model to study packet scheduling
in WRN, see Figure 1.

• We introduce (in Equation 15) and show the existence of
the class of optimal scheduling policies (i.e., the MB poli-
cies). We prove their optimality (Theorem 2) for packet
scheduling in this model. The optimality criterion we
use is stochastic ordering and the cost that is minimized
belongs to a set of functions of the SS and RS queue
lengths.

• We provide an implementation algorithm for packet
scheduling policies in WRN. We also prove that this
algorithm results in a MB policy.

The model we are presenting in this article differs from
the previous work (in section I-A) in that it contains two sets
of parallel queues in tandem rather than just one. At every
time frame, the scheduler in this case must decide which SS
node transmits during the first half of the frame, which RS
queue receives the transmitted packets and which RS node
transmits (to BS) during the second half of the frame. The task
of solving this problem is quite challenging. The dependency
between the two sets of queues (i.e., SS and RS), mainly the
dependency of the scheduling controls (to be defined shortly in
section II below) U2(t) and U3(t) on U2(t) and U1(t), added
more complexity to the solution of this optimization problem.
The approach we used in our proof (section IV) addressed
this issue rigorously. The model and results we present here
will help provide a sound theoretical ground to the problem
of packet scheduling in WRN and can also be used to study
multi-hop wireless networks in general.
The rest of this article is organized as follows; in Section

II, we present a detailed description of the queueing model
under investigation. In Section III, we define the class of
“Most Balancing” policies. We present the optimality results
in Section IV. Conclusions are given in Section V. Due to
space limitation, we moved some of the proofs to a technical
report (please refer to [23]).

II. MODEL DESCRIPTION

We model the WRN by a discrete-time queueing system as
shown in Figure 1. The objective is to find the optimal dy-
namic packet scheduling policy for this network. The optimal
policy is the one that minimizes a cost function of the queue
lengths (to be defined shortly).
In this model, time is slotted into constant intervals each of

which is equal to one transmission frame. At every time slot,
the following sequence of events happen: (a) the system state
(queue sizes and connectivities) is observed, (b) a scheduler
action (or control decision) is selected, and (c) the exogenous
arrivals are added to their respective SS queues. The scheduler
action involves (i) selecting a SS node to transmit to a RS
node (denoted by U1(t)), (ii) selecting the RS node that the
scheduled packet is routed to (denoted by U2(t)), and (iii)
selecting a RS node to transmit to the base station (denoted
by U3(t)). These actions are sequentially executed with order
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U1(t), U2(t) then U3(t). A packet that arrives during the
current time slot can only be considered for transmission in the
subsequent time slots. We assume that the scheduler has com-
plete knowledge of the system state when the decision time
arrives. This is a realistic assumption for most infrastructure-
based networks since they use a centralized control provided
by the base station. They deploy a dedicated control channel
that can be used to communicate such information2. Note that
a SS that is not connected to the cell’s pilot channel is outside
its coverage area and will not be considered by the scheduler.

A. Formulation and Statistical Assumptions

We define the following notation that we use to describe
the model under investigation. Throughout this paper, we
will use UPPER CASE, bold face and lower case letters
to represent random variables, vector/matrix quantities and
sample values respectively. In our notation, we define two
dummy queues, one SS and one RS, that we denote by the
index ‘0’. These queues are used to represent the idling action,
i.e., a dummy packet is removed from queue 0 when no
real packet from real queue is scheduled for transmission.
We assume that the dummy queues have full connectivity
at all times and initial sizes of 0. The dummy queues are
required in order to facilitate the mathematical formulation
of this optimal control problem. Let L = {0, 1, . . . , L}
(respectively K = {0, 1, . . . , K}) be the set of indices for
the SS (respectively RS) stack of queues. For any time slot
t = 1, 2, . . ., we define the following:

• X(t) = (X0(t), X1(t), . . . , XL(t)) is the queue length
vector for SS nodes (measured in number of packets) at
the beginning of time slot t, where Xi(t) ∈ {0, 1, 2, . . .}
and X0(1) = 0, i.e., we assume that the dummy queue
is initially empty.

• Y(t) = (Y0(t), Y1(t), . . . , YL(t)) is the queue length
vector for RS nodes at the beginning of time slot t, where
Yi(t) ∈ {0, 1, 2, . . .}. We assume that Y0(t) = 0 for all
t.

• A(t) = (A0(t), A1(t), . . . , AL(t)), where Ai(t) is the
number of exogenous arrivals to SS queue i during time
slot t.

• Cs(t) = (Cs
0(t), Cs

1(t), . . . , Cs
L(t)) (resp. Cr(t) =

(Cr
0 (t), Cr

1 (t), . . . , Cr
K(t))) is the data channel connec-

tivity for SS (resp. RS) nodes during time slot t, where
Cs

0(t) = Cr
0 (t) = 1, ∀t.

• U(t) = (U1(t), U2(t), U3(t)), s.t. U1(t) ∈
L, U2(t), U3(t) ∈ K, is the scheduler decision (or
control), where U(t) = (i, j, k) means that SS node i is
scheduled to transmit to RS node j during the first half
of time slot t, and RS node k is scheduled to transmit
to the BS during the second half of time slot t.

For ease of reference, we refer to the state of queue lengths
and connectivities, i.e., the tuple (X(t),Y(t),Cs(t),Cr(t)),
as the system “state” (denote by S(t)) at time slot t.

2The model can be modified by allowing the scheduler to schedule multiple
packets, or multiple time slots, at a time. This will reduce the required
frequency for the state updates and hence the control overhead. We conjecture
that our optimality results will hold for this case and under the added
constraints.

We make the following statistical assumptions regarding
the random processes in the system. The arrival processes
(Ai(t), i = 1, . . . , L) are assumed to be i.i.d. Bernoulli3, with
parameter q. However, the arrivals to any RS queue at time
t is equal to the number of packets transmitted from a SS
node to that RS node during that time slot. For convenience,
we define A0(t) = W s

0 (t), where W s
0 (t) is the number of

packets withdrawn from queue 0 during time slot t, in order
to ensure that X0(t) = 0 for all t. Furthermore, transmitted
dummy packets (i.e., fictitious packets from dummy queues)
will not be added to the receiver queue (the RS queue that
the packet is routed to). This assumption is intuitively correct,
since fictitious packet is generated only when there is no real
packet transmission.
The connectivity processes Cs

i (t) and Cr
j (t), for all i =

1, . . . , L and j = 1, . . . , K are assumed to be independent
2-state channels with connection probability p. It is further
assumed that the connectivity and arrival processes are inde-
pendent of each other.
Some of the statistical assumptions that we enforce are

necessary for the tractability of the solution for this problem.
Others can be relaxed for the cost of more complexity. For
future work, we propose to relax some of these assumptions.
We define next the ‘withdrawal’ and the ‘insertion’ controls

as a function of the scheduler controlU(t) in order to simplify
problem formulation and the proof of our results.

B. Feasible Withdrawal/Insertion Control Vectors

Let 1{B} denote the indicator function for condition B. At
any given time slot t, we define the SS (respectively the RS)
withdrawal vector Ws(t) (respectively Wr(t)) as follows:

W s
i (t) = 1{U1(t)=i}, ∀i ∈ L, and, (1)

W r
j (t) = 1{U3(t)=j}, ∀j ∈ K, (2)

where W s
i (t) (respectively W r

j (t)) represents the number of
packets withdrawn from SS queue i (respectively RS queue
j) during time slot t. We also define the RS insertion vector
as:

V r
j (t) = 1{U2(t)=j}, j = 1, . . . , K, (3)

where V r
j (t) represents the number of packets inserted to RS

queue j during time slot t. Note that we do not allow real
packets to be inserted in the dummy queue. Similarly, we do
not allow dummy packets to be inserted into real queues.
In the system described above and for any feasible with-

drawal/insertion controls, the queue length for any SS node
evolves according to the following relation:

X(t + 1) = X(t) − Ws(t) + A(t) (4)

Similarly, the queue length evolution for any RS node is given
by the following relation:

Y(t + 1) = Y(t) + Vr(t) − Wr(t) (5)

It is apparent, from Equations (4) and (5) that Equations (1)
– (3) do not guarantee feasibility of the withdrawal/insertion

3This assumption is widely used in the literature for analytic studies and
optimization of wireless networks [11], [12] and [13].
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vectors and hence the scheduling control vector U(t). There-
fore, we provide the following feasibility condition:
A vectors U(t) is said to be a ‘feasible scheduling control’

if the following condition is satisfied: ‘a packet may only
be withdrawn from a connected, non-empty queue’. Formally,
given the system state S(t) during time slot t, a scheduling
control vector U(t) is feasible if and only if the resulted
withdrawal/insertion vectors satisfy the following feasibility
constraints:

0 ≤ W s
i (t) ≤ 1{Xi(t)>0} · Cs

i (t), ∀i �= 0, (6)

0 ≤ W r
j (t) ≤ 1{Yj(t)>0} · Cr

j (t), ∀j �= 0, (7)

L∑
i=0

W s
i (t) = 1,

K∑
j=0

W r
j (t) = 1. (8)

According to Constraint (6), a packet is withdrawn from a
SS queue i only if queue i is connected and non-empty, i.e.,
Xi(t) > 0 and Cs

i (t) = 1. Similarly, according to Constraint
(7), a packet can only be withdrawn from a connected, non-
empty RS queue. Constraint (8) insures that only one SS node
and one RS node are allowed to transmit at any given time
t. Let U(S(t)) be the set of all feasible scheduling controls
when the system in state S(t).

C. Policies for Dynamic Packet Scheduling

A packet scheduling policy π (or policy π for short) is a
rule that determines the feasible control vectors U(t) for all
t as a function of the past history and current state of the
system, where the state history H(t) is given by the following
sequence of random variables

H(1) = (X(1),Y(1)), and for t ≥ 2 :
H(t) = (X(1),Y(1),Cs(1),Cr(1),A(1), . . . ,

Cs(t−1),Cr(t−1),A(t−1),Cs(t),Cr(t)) (9)

Let Ht be the set of all state histories up to time slot t and
Z+ be the set of non-negative integers. Then a policy π can
be formally defined as the sequence of measurable functions

gt : Ht �−→ Z3
+, s.t. gt(H(t)) ∈ U(S(t)), t = 1, 2, . . . (10)

The set of feasible4 scheduling policies described in Equa-
tion (10) is denoted by Π. We are interested in a subset of
Π, namely the class of Most Balancing (MB) policies. The
main objective of this work is to prove the optimality of MB
policies among all policies in Π.

III. THE CLASS OF MB POLICIES (ΠMB )

In this section, we provide a description and mathematical
characterization of the class of MB policies. Intuitively, the
MB policies attempt to balance the sizes (leftover) of the SS
queues as well as the RS queues in the system. This can be
achieved by minimizing the queue length differences for the
two sets of queues, at every time slot t. We present next a
more formal characterization of MB policies. We first define
the ‘imbalance index’ (κ(x)) of a vector x.

4We say that a policy π is feasible if it selects a feasible scheduling control
Uπ(t) ∈ U(S(t)) for all t.

Let x ∈ ZM
+ be an M -dimensional vector. The imbalance

index of x is defined as follows:

κ(x) : ZM
+ �−→ Z+, κ(x) =

M−1∑
i=1

M∑
j=i+1

(x[i] − x[j]), (11)

where [k] denotes the index of the kth longest component in
the vector x.
The above definition ensures that the differences are non-

negative and a pair of components is accounted for in the
summation only once. We define next the “balancing inter-
change” for the vector x. We use this operation in the proof
for the optimality of MB policies.
Definition: Balancing Interchange: Given vectors x,x∗ ∈
ZM

+ , we say that x∗ is obtained from x by performing
a balancing interchange if the two vectors differ in two
components i > 0 and j ≥ 0 only, where

x∗
i = xi − 1, x∗

j = xj + 1, s.t. xi ≥ xj + 1. (12)

For example, let x = (6, 3, 4) then x∗ = (5, 4, 4) is obtained
by choosing i = 1 and j = 2, and x∗ = (5, 3, 5) is obtained
by choosing i = 1 and j = 3.
To put the above definition into perspective, if the vector x

represents a queue sizes vector then a balancing interchange
would involve the removal of one packet from a larger queue
i and the insertion of that packet to a smaller queue j. We
will show later (in Lemma 2) that such an interchange will
decrease the imbalance index of the vector.
Given a state s(t) and a policy π that chooses the feasible

scheduling control u(t) ∈ U(s(t)) at time slot t; define the
“updated” queue sizes, x̂i(t) and ŷj(t), as the sizes of these
queues after applying the control u(t) and just before adding
the exogenous arrivals during time slot t. Note that because
we let a0(t) = ws

0(t), x̂0(t) may be negative. The updated
queue sizes can be stated as follows:

x̂i(t) = xi(t) − ws
i (t), i ∈ L, and, (13)

ŷj(t) = yj(t) + vr
j (t) − wr

j (t), j ∈ K (14)

At any given time slot t, the imbalance indices for the
updated SS and RS queue length vectors x̂(t) and ŷ(t) are
given by κ(x̂(t)) and κ(ŷ(t)). The L + 1st SS queue as well
as the K + 1st RS queue are the dummy queues defined in
the previous section. From Equation (11), it follows that the
minimum possible value of the imbalance index for a M +1-
dimensional vector x is equal to M · x[M ] which is indicative
of a fully balanced system.
Denote by ΠMB the set of all MB policies. We define the

elements of ΠMB as follows:
Definition: Most Balancing Policies: A Most Balancing
(MB) policy is a policy π ∈ Π that, at every t = 1, 2, . . .,
chooses feasible scheduling control vector u(t) ∈ U(s(t))
such that both imbalance indices κ(x̂(t)) and κ(ŷ(t)) are
minimized, i.e.,

ΠMB=
{
π ∈ Π: argmin

u(t)∈U(s(t))

κ(x̂(t))
⋂

argmin
u(t)∈U(s(t))

κ(ŷ(t)), ∀t
}
(15)

In Equation (15), two sets of policies are defined through
the two argmin functions. Policies in the first (respectively
the second) set minimize the imbalance index for the SS
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(respectively the RS) queue length vector. The intersection
of the two sets results in a set of policies that minimize the
imbalance index for both vectors. We say that a policy has the
“MB property” during time slot n, if it chooses a control that
satisfies Equation (15) at t = n. Then a MB policy can be
defined as the policy that has the MB property at every time
slot.
Consider a system with L = 3, K = 2 and full connectivity

(i.e., all channels are connected). Let x(t) = (5, 6, 2) and
y(t) = (3, 2). A policy that chooses either U(t) = (2, 2, 1)
or U(t) = (2, 2, 2), has the MB property at t.
The set ΠMB in (15) is well-defined and non-empty, since

the minimization is over a finite set of controls. Furthermore,
the set of MB policies may have more than one element.

A. MB Policy Implementation
In this section, we provide a low-complexity heuristic

algorithm (LCQ/SQ/LCQ) to implement MB policies. This
algorithm is defined next:
Definition: Algorithm LCQ/SQ/LCQ: For every time slot
t, Algorithm LCQ/SQ/LCQ selects the feasible vector u(t)
such that u1(t) is the longest connected SS queue, u2(t) is
the shortest RS queue, and u3(t) is the longest connected RS
queue. That is

u1(t) = ls : ls ∈ argmax
i∈L:cs

i (t)=1

xi(t) (16)

u2(t) = sr : sr∈ argmax
i∈I

cr
i (t), I= argmin

j∈{1,...,K}
yj(t)(17)

u3(t) = lr : lr ∈ argmax
j∈K:cr

j (t)=1

(yj(t) + vr
j (t)) (18)

where vr(t) is the RS insertion vector at time slot t. For
SS queue 0 we add one extra condition for the sake of
mathematical accuracy, that is: “If u1(t) = 0 then u2(t) = 0.”
This may happen when the controller is forced to idle during
the first half of the frame. �
Equation (17) identifies the shortest RS queue; if there are

more than one RS queue that satisfy this condition, one of
which (at least) is connected, then the connected one is the one
selected as u2(t). Otherwise, u2(t) will be the shortest non-
connected RS queue. The reason behind this extra condition is
a special case where all the RS queues have the same size, then
RS queue u2(t) will be the longest RS queue after adding the
packet transmitted from SS queue u1(t). Selecting a connected
RS queue in this case will provide the opportunity for the
scheduler to select the longest RS queue as u3(t).
Cellular networks, including 4G wireless networks, are

mostly infrastructure-based networks. Therefore, a centralized
approach can be used for the implementation of packet-
scheduler (i.e., in BS). Furthermore, in modern cellular net-
works a pilot channel is used to estimate, among other things,
the channel signal-to-noise ratio by measuring the received
signal power at the receiving end. In this case, the channel
state information (CSI) as well as the queue state information
can be made available to the controller with minimal efforts.

Lemma 1. Algorithm LCQ/SQ/LCQ results in a feasible
control vector u(t) for any t.

Proof: According to Equations (16) – (18), packets are
withdrawn from connected queues only. Furthermore, packets

are withdrawn from the longest connected queue for both
SS and RS stack of queues. This will insure that as long as
there is at least a single connected, non-empty queue then the
LCQ will not be empty. Therefore, Equations (6) and (7) are
satisfied. Furthermore, Equation (8) is satisfied by definition
of the scheduler control u(t).
The following theorem states that the policy resulted from

the proposed implementation algorithm is indeed a MB policy.

Theorem 1. For the operation of the system presented in
Section II and shown in Figure 1, a MB policy can be
constructed using Algorithm LCQ/SQ/LCQ.

To prove Theorem 1, we need Lemma 2 below. It quantifies
the effect of performing a balancing interchange on the
imbalance index κ(x) of the L+1-dimensional vector x. The
proof of the lemma can be found in [23].

Lemma 2. Let x and x∗ be two L + 1-dimensional or-
dered vectors (in descending order); suppose that x∗ is
obtained from x by performing a balancing interchange of
two components, l and s, of x, where xl > xs, such that,
s > l; xl > xa, ∀a > l and xs < xb, ∀b < s. Then

κ(x∗) = κ(x) − 2(s − l) · 1{xl≥xs+2} (19)

1) Proof for Theorem 1: We prove Theorem 1 by contra-
diction. We assume that a MB policy selects a control u(t) at t
that does not satisfy Equations (16) – (18). The control vector
selected by Algorithm LCQ/SC/LCQ is feasible according
to Lemma 1. Then using Lemma 2 we show that applying
the controls selected by Equations (16) – (18) will result in
imbalance indices κ(x̂(t)) and κ(ŷ(t)) that are smaller than
those under the MB policy which contradicts Equation (15).
Therefore, u(t) must satisfy Equations (16) – (18) and the
theorem follows.

Proof for Theorem 1: Given the system state s(t) =
(x(t),y(t), cs(t), cr(t)) at time slot t; let ls be the index of
the longest connected SS queue (as in Equation (16)) and sr

be the index of the shortest RS queue before executing the
control u(t) that satisfies Equation (17); let lr be the index of
the longest connected RS queue after executing the controls
u1(t) and u2(t) and just before executing the control u3(t) (as
in Equation (18)). Let π ∈ ΠMB be a MB policy that selects
the scheduler control u(t) ∈ U(s(t)) during time slot t. To
show a contradiction, we assume (to the contrary of Theorem
1) that u(t) does not satisfy Equations (16) – (18).
We show next that in this case, the control vector selected

by Algorithm LCQ/SQ/LCQ during time slot t will result in
an imbalance index that is either (i) less than or (ii) equal to
that obtained under a MB policy. Case (i) contradicts Equation
(15); therefore, the MB policy must satisfy Equations (16) –
(18). Case (ii) insures that LCQ/SQ/LCQ satisfies Equation
(15). In either case, Theorem 1 will follow.
Consider the following three cases corresponding to Equa-

tions (16), (17) and (18):
1) xu1(t)(t) < xls(t), i.e., u1(t) does not satisfy Equation

(16) during time slot t. Then x̂u1(t)(t) < x̂ls(t) − 1 (under
π). According to Equation (12) we can perform a balancing
interchange between components u1(t) and ls that will reduce
the imbalance index κ(x̂(t)). Therefore, π does not satisfy
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Equation (15) and hence it is not a MB policy. This contra-
dicts the original assumption that π ∈ ΠMB . Therefore, we
conclude that a MB policy must satisfy Equation (16). Note
that xu1(t)(t) > xls(t) is not possible since queue u1(t) must
be connected (feasibility constraint (6)) and queue ls is the
longest connected queue by assumption.
2) yu2(t)(t) > ysr(t), i.e., u2(t) does not satisfy Equa-

tion (17) during time slot t. Then yu2(t)(t) + vr
u2(t)(t) >

ysr (t) + vr
sr (t) + 1. Similar to the previous case, we can

perform a balancing interchange between queues u2(t) and sr.
Again this will reduce the imbalance index κ(y(t) + vr(t)).
Therefore, π does not satisfy Equation (15) and hence it is
not a MB policy. This contradiction leads us to conclude
that π must satisfy Equation (17). Since sr is the shortest
queue by assumption, then yu2(t)(t) < ysr (t) is not possible.
However, if yu2(t)(t) = ysr (t) s.t. u2(t) �= sr; in this case, if
cr
u2(t)(t) = cr

sr (t) then u2(t) satisfies Equation (17) during
time slot t. Otherwise, i.e., cr

sr (t) > cr
u2(t)

(t) = 0, then
yu2(t)(t) + vr

u2(t)
(t) = ysr (t) + vr

sr (t) + 1. In this case, if
u3(t) = sr then ŷu2(t)(t) = ŷsr (t) + 2. A balancing inter-
change between queues u2(t) and sr will reduce the imbalance
index κ(ŷ(t)). Therefore, π does not satisfy Equation (15) and
hence it is not a MB policy. By contradiction π must satisfy
Equation (17).
If on the other hand u3(t) �= sr then a policy that chooses

either u2(t) or sr while keeping u1(t) and u3(t) the same
will result in the same imbalance index. Since π ∈ ΠMB by
assumption, then LCQ/SQ/LCQ ∈ ΠMB as well.
3) yu3(t)(t) + vr

u3(t)(t) < ylr (t) + vr
lr (t), i.e., u3(t) does

not satisfy Equation (18) during time slot t. Then ŷu3(t)(t) <
ŷlr (t) − 1. Again we can perform a balancing interchange
between queues u3(t) and lr that will result in a reduction
of the imbalance index κ(ŷ(t). Therefore, π does not satisfy
Equation (15) and hence it is not a MB policy. This contra-
diction leads us to conclude that a MB policy π must satisfy
Equation (18). Since lr is the longest connected queue by
assumption and given the feasibility constraint (7), the case
where yu3(t)(t) + vr

u3(t)(t) > ylr(t) + vr
lr (t) is not possible.

The above cases are the only possible cases. We conclude
that a MB policy π ∈ ΠMB satisfies Equations (16) – (18)
and Theorem 1 follow.

IV. OPTIMALITY OF MB POLICIES

In this section, we provide a proof for the optimality of
MB policies. We start by defining a partial order to facilitate
the comparison of the cost functions under different policies.
We also define the class of cost functions for the optimality
problem that we are investigating.

A. Definition of the Partial Order

In order to prove the optimality of MB policies, we devise
a methodology that enables comparison of the queue lengths
under different policies. The idea is to define an order that we
call the “preferred order” and use it to compare queue length
vectors, for the SS queues as well as the RS queues, under
different policies. We start by defining the relation 	 on ZM

+

for some M > 0 as follows; we say that the two vectors x̃
and x are related via x̃ 	 x if:

S1- x̃i ≤ xi for all i (i.e., point wise comparison),
S2- x̃ is a 2-component permutation of x; the two vectors

differ only in two components i and j, such that x̃i = xj

and x̃j = xi, or
S3- x̃ is obtained from x by performing a “balancing inter-

change” as in Equation (12).

Definition: The preferred order (�) is defined as the transitive
closure of the relation 	 on the set ZM

+ , M > 0. �
The transitive closure of 	 on the set ZM

+ is the smallest
transitive relation on ZM

+ that contains the relation 	 [20].
Intuitively, x̃ � x if the vector x̃ is obtained from x by
performing a sequence of reductions, permutations of two
components and/or balancing interchanges.

B. Definition of the Class of Cost Functions F
We denote by F the class of real-valued functions on the

set ZM
+ that are monotone and non-decreasing with respect

to the partial order �. Given any two vectors x̃,x ∈ ZM
+ , a

function f ∈ F if and only if

x̃ � x ⇒ f(x̃) ≤ f(x). (20)

Using (20) and the definition of preferred order, we con-
clude that the function f(x) = x1 +x2 + · · ·+xM belongs to
F . If x is a queue length vector, then this function corresponds
to the total number of queued packets in the system.

C. The Optimality Results
Let B ≤st C defines the usual stochastic ordering for two

real-valued random variables B and C [9]. For the rest of this
article, we say that a policy σ ∈ Π ‘dominates’ another policy
π if

f(Xσ(t)) ≤st f(Xπ(t)), AND f(Yσ(t)) ≤st f(Yπ(t)), (21)

for all t = 1, 2, . . . , for all cost functions f ∈ F ; where
Xσ , respectivelyYσ , is the SS (respectively RS) queue length
vector under policy σ.
Note that from Equation (20) and the definition of stochastic

ordering, Xσ(t) � Xπ(t) and Yσ(t) � Yπ(t), for all t and
all sample paths in a suitable sample space, is sufficient for
policy domination. The sample space is the standard one used
in stochastic coupling [10].
In what follows, let XMB and Xπ (respectively YMB and

Yπ) represent the SS queue sizes (respectively RS queue
sizes) under πMB ∈ ΠMB and an arbitrary policy π ∈ Π.
To prove the optimality of MB policies (i.e., Theorem 2), we
need the following definitions and results. Define the following
subsets of the set Π of all feasible scheduling policies: (a)
Πτ ∈ Π, the set of policies that has the MB property during
slots t ≤ τ , and are arbitrary for t > τ . (b) Πu2

τ ∈ Π, the set of
policies that has the MB property during time slots t ≤ τ − 1
and during t = τ choose the same controls u1(τ) and u2(τ)
as those selected by a MB policy and an arbitrary u3(τ). Note
that u3(τ) may not be a MB control.
From the above definitions we have Π = Π0. Note that

the set Πn for any t = n is not empty, since MB policies
are elements of it. For n = 0, 1, . . ., Πn form a monotone
sequence of subsets, such that Πn ⊆ Πu2

n ⊆ Πn−1. In light of
the above, the set ΠMB can be defined as ΠMB =

⋂∞
n=1 Πn.
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We will need the following lemmas to complete the proof of
Theorem 2.

Lemma 3. Given π ∈ Πτ−1, a policy π̃ ∈ Πu2
τ can be

constructed, such that π̃ dominates π.

Lemma 4. Given π ∈ Πu2
τ ; a policy π̃ ∈ Πτ can be

constructed, such that π̃ dominates π.

To prove Lemmas 3 and 4, we construct the policy π̃ as
described in the lemmas statements. Then we use stochastic
coupling arguments to prove that the two relations

x̃(t) � x(t) (22)

ỹ(t) � y(t) (23)

are satisfied for all t. This will insure the dominance of policy
π̃ over π. Please refer to the technical report in [23] for the
full proofs for Lemmas 3 and 4.
The above lemmas provide a methodology to construct

a MB policy from any arbitrary policy π using stepwise
improvements (i.e., by constructing policies that has the MB
property for one extra time slot at every subsequent step) on
the original policy while maintaining policy domination. The
intermediate construction step (Lemma 3) is necessary in order
to simplify the coupling arguments used in the proof of the
lemma.

Theorem 2. Consider the system presented in Figure 1 and
described in Section II. A Most Balancing policy πMB ∈
ΠMB dominates any arbitrary policy for this system oper-
ation, i.e.,

f(XMB(t)) ≤st f(Xπ(t)), AND (24)

f(YMB(t)) ≤st f(Yπ(t)), ∀ t = 1, 2, . . . , (25)

for all π ∈ Π and all cost functions f ∈ F .
Proof: Starting from an arbitrary policy π, we apply a

series of modifications to π, using Lemmas 3 and 4, that result
in a sequence of policies (π1, π2, . . .), such that: (i) policy π1

dominates the original arbitrary policy π, (ii) πn ∈ Πn, in
other words, policy πn has the MB property during time slots
t = 1, 2, . . . , n, and, (iii) πm dominates πn for m > n (i.e.,
when πm has the MB property for a period of time m − n
slots longer than πn).
By definition, π is an arbitrary policy; therefore, π ∈ Π0.

We construct a policy π̃ ∈ Πu2
1 that dominates π according

to Lemma 3. Using Lemma 4 we construct a second policy
π1 ∈ Π1 that has the MB property during time slot t = 1 and
dominates π. Repeating the construction steps above and using
Lemmas 3 and 4 again for time slots t = 2, 3, . . . will result in
a sequence of policies πn ∈ Πn, n = 2, 3, . . . that satisfy (i) –
(iii) above, i.e., each subsequently constructed policy has the
MB property for one more time slot (than the previous one)
and dominates all the previous policies including the original
policy π.
Denote the limiting policy for the sequence of constructed

policies as n −→ ∞ by π∗. In that case, π∗ ∈ ΠMB since it
has the MB property at all time. Furthermore, we can conclude
from the previous construction that π∗ dominates πn, for all
n < ∞ including the original policy π. The theorem follows
since the initial policy π ∈ Π is assumed to be arbitrary.

V. CONCLUSION AND FUTURE WORK

In this work, we studied the wireless relay networks opti-
mization problem from dynamic packet scheduling perspec-
tive. We provided a queueing model for these networks that
takes into consideration the randomness of the wireless chan-
nel connectivity. We introduced a class of packet scheduling
policies, the most balancing (MB) policies. We proved, using
stochastic dominance and coupling method, that MB policies
dominate all other policies in that they minimize, in stochastic
ordering sense, a class of cost functions of the system queue
lengths including the total number of packets in the system.
We proposed an implementation algorithm and proved that it
will produce a MB policy for the proposed system. The results
presented in this article provide a concrete understanding
of the optimal scheduling policy structure in homogeneous
wireless relay networks and multi-hop wireless networks in
general.
This work can be extended in several directions. One such

extension is to use multiple servers in the model presented in
Figure 1 to represent multiple OFDMA or CDMA channels
each serving one or multiple packets at every time slot.
Another extension is to use finite-state Markov channel model
instead of the two-state model we are using in this work. It
is worth noting that these extensions are not trivial and some
may render the model intractable.

ACKNOWLEDGEMENT

The authors wish to thank Professor J. Liebeherr from
University of Toronto, Toronto, ON, Canada for his help and
insightful comments.

REFERENCES

[1] “MMR Harmonized Contribution on 802.16j (Mobile Multihop Relay)
Usage Models,” Document No. IEEE 802.16j-06/015, Sep. 2006.

[2] A. Sendonaris, E. Erkip and B. Aazhang, “User Cooperation Diversity–
Part I: System Description,” IEEE Trans. Commun., vol. 51, no. 11, pp.
1927–1938, 2003.

[3] N. Laneman, D.N.C. Tse and G.W. Wornell, “Cooperative Diversity in
Wireless Networks: Efficient Protocols and Outage Behaviour,” IEEE
Trans. Inf. Theory, vol. 50, pp. 3062–3080, 2004.

[4] A. Nosratinia, T.E. Hunter, A. Hedayat, “Cooperative Communication
in Wireless Networks,” IEEE Commun. Mag., Vol. 42, pp. 74–80, Oct.
2004.

[5] A. Sendonaris, E. Erkip, and B. Aazhang, “Increasing uplink capacity
via user cooperation diversity,” in Proc. IEEE Int. Symp. on Inform.
Theory, Cambridge, MA, USA, Aug. 1998.

[6] V. Stankovic, A. Host-Madsen, and Z. Xiong, “Cooperative diversity for
wireless ad hoc networks,” IEEE Signal Processing Mag., vol. 23, pp.
37–49, Sep. 2006.

[7] S. M. Ross, Stochastic Processes. 2nd ed. New York: Wiley, 1996.
[8] Z. Roseburg, P. Varaiya, J. Walrand, “Optimal Control of Service in

Tandem Queues,” IEEE Trans. Autom. Control AC27, pp. 600–610,
1982.

[9] D. Stoyan, Comparison Methods for Queues and other Stochastic Mod-
els. J. Wiley and Sons, Chichester, 1983.

[10] T. Lindvall, Lectures on the coupling method. New York: Wiley, 1992.
[11] L. Tassiulas and A. Ephremides, “Dynamic server allocation to parallel

queues with randomly varying connectivity,” IEEE Trans. Inf. Theory,
Vol. 39, Issue 2, pp.466–478, Mar. 1993.

[12] A. Ganti, E. Modiano and J. N. Tsitsiklis, “Optimal Transmission
Scheduling in Symmetric Communication Models With Intermittent
Connectivity,” IEEE Trans. Inf.. Theory, Vol. 53, Issue 3, pp. 998–1008,
Mar. 2007.



8 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 30, NO. 9, OCTOBER 2012

[13] H. Al-Zubaidy, I. Lambadaris and I. Viniotis, “Optimal Resource
Scheduling in Wireless Multi-service Systems With Random Channel
Connectivity,” in Proc. IEEE Globecom ’09, Honolulu, HI, USA, Dec.
2009.

[14] Y. Shi, W. Zhang, K. B. Latief, “Cooperative Multiplexing and Schedul-
ing in Wireless Relay Networks,” in Proc. IEEE Int. Conf. on Commun.
(ICC’08), 2008.

[15] C.Y. Hong, A.C. Pang, “Link Scheduling with QoS Guarantee for
Wireless Relay Networks,” in Proc. IEEE Conf. on Computer Commun.
(INFOCOM), Rio De Janeiro, Brazil, 2009.
Communications, vol. 53, no. 1,

[16] V. Sreng, H. Yanikomeroglu, and D. Falconer, “Relay selection strategies
in cellular networks with peer-to-peer relaying,” in Proc. IEEE Vehic.
Tech. Conf., pp. 1949–1953, Oct. 2003.

[17] M. Yu and J. Li, “Is amplify-and-forward practically better than decode-
and- forward or vice versa?” in Proc. IEEE Inter. Conf. Acoustics,
Speech, and Signal Processing, (ICASSP’ 05), vol. 3, pp. 365–368,
Mar. 2005.

[18] A. Host-Madsen and J. Zhang, “Capacity bounds and power allocation
for wireless relay channels,” in Proc. IEEE Trans. Inf. Theory, vol. 51,
no. 6, pp. 2020–2040, June 2005.

[19] M. Chen, S. Serbetli, and A. Yener, “Distributed power allocation
for parallel relay networks,” in Proc. IEEE Global Telecom. Conf.
(GLOBECOM’ 05), vol. 3, pp. 1177–1181, Nov. 2005.

[20] R. Lidl and G. Pilz, Applied abstract algebra, 2nd ed., Undergrad. Texts
in Math., Springer, 1998.

[21] J. Walrand, “A note on optimal control of a queuing system with two
heterogeneous servers,” Systems and Control Letters, Vol. 4, pp. 131–
134, 1984.

[22] P. Nain, P. Tsoucas and J. Walrand, “Interchange arguments in stochastic
scheduling”, Journal of Applied Probability, Vol 27, pp. 815–826, 1989.

[23] H. Al-Zubaidy, C.C. Huang and J. Yan, “Dynamic Packet Sched-
uler Optimization in Wireless Relay Networks,” technical report
arXiv:1104.3165v1 [cs.NI], http://arxiv.org/pdf/1104.3165.

Hussein Al-Zubaidy received his PhD from Car-
leton University, Ottawa, Canada, in 2010, major-
ing in Electrical and Computer Engineering. He
got his B.Sc. (with honors) and M.Sc. from the
University of Technology - Electrical Engineering
department - Baghdad, Iraq. His research interests
include: stochastic modelling and optimization, al-
gorithms design, scheduling in emerging wireless
networks, optimal resource allocation, mesh and Ad-
Hoc networks, cooperative communication networks

and security in wireless networks. He was the recipient of many honours
and awards including: Ontario Graduate Scholarship (OGS), NSERC Visiting
Fellowship, NSERC Summer Program in Taiwan and NSERC Post-Doctoral
Fellowship. Dr. Al-Zubaidy is a member of IEEE. Currently, Dr. Al-Zubaidy
is a post-doctoral fellow at ECE, University of Toronto, Toronto, Canada.

ChangCheng Huang received his B. Eng. in 1985
and M. Eng. in 1988 both in Electronic Engineer-
ing from Tsinghua University, Beijing, China. He
received a Ph.D. degree in Electrical Engineering
from Carleton University, Ottawa, Canada in 1997.
From 1996 to 1998, he worked for Nortel Net-
works, Ottawa, Canada where he was a systems
engineering specialist. He was a systems engineer
and network architect in the Optical Networking
Group of Tellabs, Illinois, USA during the period of

1998 to 2000. Since July 2000, he has been with the Department of Systems
and Computer Engineering at Carleton University, Ottawa, Canada where he
is currently an associate professor. Dr. Huang won the CFI new opportunity
award for building an optical network laboratory in 2001. He was an associate
editor of IEEE Communications Letters from 2004 to 2006. Dr. Huang is a
senior member of IEEE.

James Yan is currently an adjunct research profes-
sor with the Department of Systems and Computer
Engineering, Carleton University, Ottawa, Canada.
Dr. Yan received his B.A.Sc., M.A.Sc., and Ph.D.
degrees in electrical engineering from the University
of British Columbia, Vancouver, Canada. From 1976
to 1996 with Bell-Northern Research (BNR) and
from 1996 to 2004 with Nortel, he was a telecommu-
nications systems engineering manager responsible
for projects in performance analysis of networks

and products, advanced technology research, planning new network services
and architectures, development of network design methods and tools, and
new product definition. From 1988 to 1990, he participated in an exchange
program with the Canadian Federal Government, where he was project prime
for the planning of the evolution of the nationwide federal government
telecommunications network. Dr. Yan is a member of IEEE and Professional
Engineers Ontario.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket true
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Cadmus MediaWorks settings for Acrobat Distiller 8)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


