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Abstract

Most datacenter network designs overwhelmingly use exypeasd power-consuming electronic switches or expensitieeaop-
tical switches with long reconfiguration time. In this papge explore architectural solutions to leverage the desigments of
Passive Optical Cross-Connection Networks with Multipleneés (POXNMMPs) and Passive Optical Cross-Connection Networks
with Multiple Planes and Bundled Ports (POXP-BPSs), both of which consist primarily of passive optitatirics and optical
transceivers that replace groups of switches in hieraatimetworks. Through simple physical interconnections, pneposed
architectures allow datacenter network (DCN) to increrainscale out in network capacity. From developed formédagalcu-
lating cost and power consumption, we demonstrate that FERIRNBPs can significantly reduce the cost and power consompti
of datacenter networks compared to the traditional DCNslo@r overhead and adapt to the types of real datacenteasosn
that are possible with POXNIP-BPs, we propose the new Multiple Channels with BundledsHoistributed Access Protocol (M-
CBDAP), which outperforms the Multiple Channels DistriédtAccess Protocol (MCDAP) for POXMP in terms of bandwidth
efficiency, especially for those applications involving higheoportions of inter-rack tfic than intra-rack tridic.
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1. Introduction pod would like to communicate with hosts in other pods [11].
Consequently, more and more new non-blocking network de-
Datacenter networks (DCNs) are important for deliveringsigns based on electrical packet switches, such as BCupe [8]
web services, online services, social networks, and madiern VL2 [9], and fat tree [10], have been proposed. VL2 and fat
ta storage infrastructures. They also play a key role inatlou tree utilize Clos topologies to build more flexible DCNs with
computing [1]. At present, most DCN designs involve the masgreater functionality, including extensive path diversimong
sive usage of active and expensive devices, such as electraservers, non-blocking performance, robustness-facimgfdil-
ic switches and active optical switches. However, given thaires, etc [11]. BCube, a recursive defined structufiers the
increasing demands for cloud infrastructure, the semigond novel idea that the server plays a role in forwarding pactets
tor industry has reached the physical limits of voltageiagal behalf of other servers. These designs reduce costs by using
[2, 3]. Bandwidth and power consumption requirements fer fu commodity switches instead of non-commodity switches;-how
ture systems reach 400 RBand 20 MW [4], and the need to ever, the high power consumption of electronic switchesioas
reduce these usages has necessitated changes to futeendatayet been considered.

ter architectures. At the same time, some stud|e§ [5, 6] have Motivated by the advantages of large bandwidth over packet

§hown that dqtacenters should be ab!e to handle highly d'ynangwitching, some fully optical and optical burst switch-bd$-

ic and unpredlctable tfc patterns, which changg co.nstantly alen designs have been proposed. This field has been attracting
a granularity of.15.ms. Furthermor_e, many applicationsirvo more and more attention. Many papers have discussed tlee issu

ing large and distributed computations are spread acrosg M5t how to use Optical Burst Switching (OBS)s in a network.
3 variety of contention resolution and avoidance schemes ha

: hi been presented for OBS networks [12]. However, an OBS is
Current DCNs use a variety of e patterns. This creates a ,, 4otive device, which must set up lightpaths before send-

significant burden when the DCNs are in their communicatior]ng packets. This step occupies network resources. fiidra
stages. When facing the challenge of massive amounts (sf-traniS not significant, it will take a long time to Ifier, thus in-
ferred data and rapid changes infi@patterns, high network creasing packet delay. For this reason, most OBS-based D-
performance often cannot be achieved due to oversubsurjpti CNs, such as Helios [13] and C-through [14], are used only
which results in bandwidth bottlenecks that exceed thequefC ¢ o naths while electrical networks are retained. Helibs u

age of the oversubscribed factor when a number of hosts in fres the MEMS optical switch, and WDM technology provides

higher bandwidth with less power consumption than the glect

“Corresponding author, Tek1 613 262 9001, cal packgt s_thch-based topology. C-through is a hybrikpac
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high bandwidth to entire networks [7].
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across dierent racks in order to match their maximum aggre-of configuration.
gated bandwidth demands following configuration, whilemaai In this paper, we propose a Passive Optical Cross-conmectio
taining the traditional packet switches of a tree topology. Network with Multiple Planes and Bundled Ports (POXNP-
Different from these two approaches, an all-optical soluBP) based on the POXNIP. Compared to the old POXMP,
tion based on AWGR has been proposed in [15]. Due tahe POXNMP-BP exhibits better performance across many key
the elimination of the electrical loopback fber, to avoid indicators, including lower hardware cost, lower power-con
contention, the denied packets will be blocked in théfdiu sumption, and higher bandwidtiffieiency, especially in cases
at the host. The resulting packet retransmission will leadequiring trdfic aggregation. We will present POXMNP-BP,
to more latency. Another drawback is the high hardwarehighlighting the advantages in physical transmissionesyst
cost caused by the wide usage of expensive active elemenisower consumption, and algorithm compared to P@MR
such as Field-Programmable Gate Array (FPGA) and Refled-everaging proposed POXMP-BP and existing POXNIP,
tive Semiconductor Optical Amplifier (RSOA). Another all- we propose a new DCN based on these passive optical de-
optical solution [16] utilizes the Wavelength-Divison Miul  vices, called Sandwich Tree. Certain levels of existingteta-
plexing (WDM), Wavelength Selective Switch (WSS), Micro- ic switches in current DCNs (e.g. ToR switch and core switch)
Electro-Mechanical-Systems Switches (MEMS), opticatwir  can be replaced by POXMPs or POXNMP-BPs, thus build-
lators, and optical transceivers to build a flexible topglog ing a tree topology through placing electronic switches and
However, massive usage of expensive optical componermis, sSuPOXN/MPs or POXNMP-BPs alternatively. The introduction
as WSS and MEMS optical switches, substantially incredmes t of this alternative placement rather than massive usagkeof e
cost of building Proteus-based datacenters. In additioa,td  tronic switches will significantly lower the total cost toilali
both the limitations in maximum channels of Dense Wavelengt and power consumption to maintain large DCNs. Furthermore,
Division Multiplexing (DWDM) technology and the port den- as optical signal is transmitted in a broadcast-and-sédstt
sity of the ToR switches, Proteudow scalability hinders its ion, it is ideal for dynamic tréiic patterns such as multicast and
performance in DCNSs. broadcast trdic to be routed with less duplicate packets in in-
Due to the complex control plane, slow switching issue, andermediate electronic switches.
expensive hardware cost, it undermines the capacity aggant  The remainder of the paper is organized as follows. In sec-
of optical devices in DCNs. From this point, two passive op-tion 2, we present POXINIP-BPs in terms of physical inter-
tical devices, POXN and POXNIP, both of which are power- connections, facility cost and power consumption savitigs,
efficient and cost4&cient, and can provide broadcast transmis-new protocol-MCBDAP—for collision-free transmission,dan
sion medium, attract our attention because of their paknti the new algorithm for MCBDAP. In section 3, we present our
to be leveraged as core elements to build DCNs. POXN [17proposed Sandwich Tree structure by exploring the approfich
proposed passive optical coupler fabric constructed bytimul integrating POXMVIP-BP as a design element into a multi-tier
ple stages of couplers in Banyan topology as the switch fabBCN step-by-step. In addition, we analyze its benefits imger
ric for traffic transmission in networks. POXN can scale upof hardware cost and power consumption. In section 4, we an-
to 81-port coupler fabrics using existinge2 or 3x3 couplers  alyze the network performance of the proposed structuee—th
and enables collision-free frame transmission based os-a diSandwich Tree—based on POANP-BPs angbr POXNMPs
tributed polling protocol. The drawback of the POXN is the from device-level to network-level. In section 5, we higjtii
low average transmission rate per port for unicastitaBased  our contributions by comparing with the existing works. éts
on POXN, POXNMP [18] adds an additional plane for unicast tion 6, we conclude the paper.
traffic transmission. Under the new protocol, PQXNP coor-
dinates dynamic tiféic distribution in two planes. However, the
potential of employing POXN and POXMP in a large-scale 2. POXN/MP-BP
DCN has not been explored. Based on the limitations of exist-
ing devices, the problems we are facing can be summarized asBefore introducing POXMMP-BP, we will discuss previous
follows: works on POXN and POXMP in terms of physical transmis-
e A single POXN or POXMMP coupler fabric can accom- sion system, wavelengths assignment ifiedent planes, and
modate up to 81 ports. To further scale up the number of portsierits and drawbacks.
as required by large DCNSs, we cannot simply connect multiple Ni et al. [17] proposed POXN where a passive optical cou-
POXNs or POXNMPs in a cascade due to insertion losses angbler fabric built by integrating multi-stage o2 or 3x3 cou-
power splits. A new network architecture that can scale up tglers in Banyan structure is used as the core device. Eaeérser
support arbitrary number of servers in a DCN while taking theport has an array of fix-tuned transmitters and an array of fix-
low-power and low-cost advantages of POXN or POMIR is  tuned receivers, all working atfiierent wavelengths. Leaving
required. a transmitting port of a server, the wavelengths are contbine
e POXN/MPs must have the same port types. This limitsby a multiplexer before they reach an ingress port of the cou-
their ability to engage in tféic aggregation, which is typically pler fabric in the middle. Within the fabric, the wavelengtire
desired in a DCN, especially at the access level. For exaraple carried to all egress ports due to the broadcast nature ¢dithe
typical top-of-rack (ToR) switch has twenty 1 Gbps down$ink ric. Out of an egress port of the coupler fabric, all wavetbsg
and two 10 Gbps uplinks. POXMPs do not support this kind are split by a demultiplexer before reaching the receiviod.p
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Figure 1: Physical interconnections of a four-port POXIR. Figure 2: Physical interconnections of a three-port POMR-BP.

The power budget of a transmitter determines how many port§hus, we will discuss how POXNP-BPs achieve this objec-

a passive coupler fabric can have. tive and how their fficiency algorithms can be improved by
An et al. [18] proposed a POXNIP, which is an upgrade educing constant tuning times in certain scenarios.

version of the POXN that introduces a new plane for transmit-

ting unicast tréfic. A four-port POXNMP transmission system 2.1. Physical Transmission System

is shown in Fig. 1. In this architecture, four ports are con-

nected through a coupler fabrics as well. Th#edence is that

each portis nOV\; ecr]]glﬁped W'thf.th paurs IOf tr;nsrﬁltte;sban IOXN/MPS. These modifications should be implemented with-

;)eocr‘tasl,vf?)rrs&ﬂﬂiec:stvtv rﬁlli :r?de:t;hi c;i(r?erg?\\//v?\ii ﬂgusess :rtinakzllea(l)m reducing channelfigciency, increasing hardware cost, or

: o : ) i i i tion. A three-port PQXIR-BP
transmitter and a fixed receiver with wavelengtfiatient from increasing power consumption ree-port PQ

. . transmission system is shown in Fig. 2.
port t'o port for unicast triic. The multlgast trﬁc should be Like POXN/MPs, and without introducing other devices,
sent in a packet-by-packet manner, while unicastitraan be

sent in parallel if the receiving ports arefidrent. POXN/MP-BPs employ a passive cross-connection coupler fab-

find th h h ol | ric that acts as their core component, connecting all ports
We find that POXNMPs have the potential to be leveraged 1 its interfaces. Additionally, POXMP-BPs use two

as core DCN devices, since they are characterized by low po‘%’ptical planes that enable dynamicfrapatterns in DCNSs.

er consumption, low cost, high transmission capacity, &ed t The main diference between POXMPs and POXXMP-
broadcast transmission of multicastffira These merits make BPs is the introduction of port bundling on designated ports

POXNMPs more competitive devices for DCNs than electron-
ic and active optical switches. However, if a POXMN is in-

To support the tric aggregation function, POXNIP-
Ps must modify the physical interconnections of previous

For instance, in Fig. 2, ports 3 and 4 in Fig. 1 are bundled to-
. L . gether as a logical port. Accordingly, port 3 is equippechwit
tegrated Into a mulltl-tlelr IfD(i]N,Sthsnn.ot adolllr ?Dssﬂimaggre- one more transmitter and one more receiver. As a result, the
gation at a certain level of the DCN, since all POXN ports 5. 1 \yrEQC is changed to @ WFFOC and the 2 AWG

are homogeneous. Thus, a new device is needed that can S%t'changed to axi3 AWG. Bundling can also save the num-
isfy the following three requirements: First, this devit®sld ber of transponders required. As shown in Fig. 2, the bugdlin

retain the charactgnsﬂgs Of POXMPs. Sec?”d’ I shoulql PO hort only needs one transponder instead of the two transpon-
vide supportfunctionality for tf@ic aggregation at a certain lev- ders in Ports 3 and 4 in Fig. 1 for multicast plane. The two

e?ptical planes can still workfEectively, as long as the unicast
ransmitters use non-overlapping wavelengths to delinerast
POXN/MP'BF?’ based on th.e PQXMP' ) ] traffic simultaneously and the multicast transmitter uses its ex-
In this section, the physical interconnections in POMR-  ¢j;sjve wavelength to broadcast multicastfiasequentially.
BPs will be discussed, and an example of a three-porjore importantly, these changes do ndieat the scheduling
POXN/MP-BP will be provided. Then, we will explore how herformance at all and, instead, bring much more scheduling

much the power budget can be saved for POMR-BP com-  fiaxipility, thus improving diciency, which will be discussed
pared to the POXNMP. Based on the physical transmission i, section 2.3.1.

system, we will develop how the new algorithm works in the
new MCBDAP, with the assistance of pseudo code and a tran
mission scheduling example. In addition to satisfying tee r
quirements of building a DCN with a passive optical device, In this section, we will discuss how bundled ports can save
POXN/MP-BPs can also bring more flexibility to transmis- power consumption for transmitting ports by reducing power
sion scheduling through their physical interconnecticarges. loss caused by coupler.
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The problem with the mechanism for bundled ports is thar  *°

more ports are multiplex¢gdemultiplexed by WFFORWG, POXN/MP using 2*2 coupler )
. . POXN/MP-BP with 2-in-1 bundled ports using 2*2 and 3*3 coupler
which may increase the power loss for WFF@®/G. Howev- 25| | ¢ POXN/MP-BP with 4-in-1 bundled ports using 2*2 and 3*3 coupler| |

er, considering the existing optical technology, the polwss
caused by a multiplexgte-multiplexer is 2.5 dB for Coarse
Wavelength Division Multiplexing (CWDM) based on thin-film
filers [17]. Therefore, without causing extra power los® th
number of bundled ports can be multiplex@etmultiplexed in-
to a single fiber which connects to &hx N coupler fabrics.

We now discuss how the POXMP-BP saves power bud-
get for transmitters. Compared to the same system capdcity
a POXNMP, we assume that in a POXMP-BP, half of the
ports are individual ports and the other half are bundled-por
s (each of which iB-in-1 bundled port). Now we can know 0y 5 2 5 0 5 o o
that both ofB-in-1 bundled port and individual port need one N- port count of the coupler fabric
inpuyoutput port for coupler fabrics and there &¢g2B B-in-

1 bundled ports andll/2 individual ports. This indicates we Fig“iiﬂﬁ%%%ﬁgog\l’f;vﬁsz ?r: i gzﬁg:ga ‘;L(’)triit’;‘;;"é fﬁmr'tﬂ'é?jzom
only need a /2B + N/2)-port coupler fabrics. Recall from P ) - -
the section 2, power loss caused by3oupler and 22 cou- HeIng 22 and 33 couplers.
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pler can be reduced from.@&/ x [logs N1 — 0.2) dB to [547 x 30
r|Og3(N/ZB+ N/Z)-| - 02] dB and from (371)( “ng N-| - 02) POXN/MP using 3*3 coupler
- i - POXN/MP-BP with 2-in-1 bundled ing 22 and 3*3 I
dB to [371 x [log,(N/2B + N/2)] - 0.2] dB. With such de 25 | --POXN/MP-BP a::h 4-::-1 bﬂ:dlzd zg:: 3::3 2+2 ::d 343 223;:: 1

crease of power loss, we can lower the required power budg:
for transmitters while retaining the same system capacity.

In Fig. 3, itis clear to see that through saving the numbe|
of input/output ports for coupler fabrics, we can use the combi-
nation of 22 coupler and 83 couplers to build a coupler fab-
rics with a relatively smaller port count and thus reducing t
power loss at the coupler fabrics. For example, the POXN
needs 5 stages ofx2 couplers to build a 3232 coupler fab-
rics, which leads to 31x 5 - 0.2 = 183 dB. By contrast, the
POXN/MP-BP with 2-in-1 bundled portsB = 2) only needs
a 24x24 coupler fabricsN/2B + N/2 = 24) that can be built 0 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
by 3 stages of 22 couplers and 1 stage 0k3 coupler, which O B pomtcountof the soupler fabric 0 %
leads to 3713+ 547x 1 - 0.2 = 164 dB. It is interesting
to see that two lines indicating the POXWP-BP with 2-in-1  Figure 4: Compare power loss at a coupler output for P@XR using X3
and 4-in-1 bundled ports overlap. The reason is that thougkpupler and POXMMP-BP with 2-in-1 bundled ports and 4-in-1 bundled ports
the POXNMP-BP with 4-in-1 bundled portsy = 4) needs a  USing %2 and 33 couplers.
20x20 coupler fabricsN/2B + N/2 = 20), we can only build a

24x24 coupler fabrics with 4 unused ports since manufacturin%y contrast, POXKMP-BP with 4-in-1 bundled ports (34)

a unit coupler with more thanx3@ ports is not trivial with the 245 4 1818 coupler fabrics ({ + 1)/2B + (N — 1)/2 = 18)

exi;ting technology [17]. . , that can be built by 2 stages ok3 couplers and 1 stage ok2
Fig. 4 shows that through saving the number of inpuitput couplers, which leads to.BLx 1 + 5.47x 2 — 0.2 = 1445 d-

ports for coupler fabrics for POXMMP constructed by:83 cou- B. Thus, in this scenario, POXMP-BP should have a larger
pler, we can still use the combination ok2 and 3 coupler-  p\qied port count to save power consumption.

s to build relatively smaller port count of coupler fabrics f
POXN/MP-BP and thus reducing the power loss at the couple& 3 MCBDAP

fabrics. Diferent from Fig. 3, POXMP and POXNMP-BP "

with 2-in-1 bundled ports overlap. We now explain why this  The introduction of bundled ports changes the unicast plane
happens. For example, POXMP needs 3 stages ok3 cou-  The besttime to send and receive unicagfitavill differ from
plers to build a 2%27 coupler fabrics. POXMWIP-BP with  those for POXMMPs. To adapt to these changes in the physical
2-in-1 bundled portsB = 2) needs a 2020 coupler fabrics interconnection, a new protocol-MCBDAP—is proposed.

((N +1)/2B + (N — 1)/2 = 20) that can be built by 3 stages = The MCBDAP is still divided into two phases: the discovery
of 2x2 couplers and 1 stage ok3 couplers, which leads to phase and the data transfer phase. Like the MCDAP, the MCB-
3.71x3+547x1-0.2= 16.4 dB. Evidently, using 3 stages of DAP begins with a discovery phase, which is followed by a data
3x3 couplers is better than this approach. Thus, POXRBP  transfer phase. The POXMP-BP comprises several groups of
with 2-in-1 bundled ports will choose 27 coupler fabrics. bundled ports that are physically combined in each switéte T
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changes to the physical interconnections do not make any diport, the tréfic volume to be sent from the transmitietio the
ference for the multicast plane. However, the introductdn receiverj will be compared with all other combinations of the
bundled ports creates more flexibility in the data transfergg ~ other transmitters of the same bundled port (includingnd
for the unicast plane by reducing the tuning time for the tun-the other receivers of the same bundled port (includ)ngak-
able transmitter and the variable idle time for availableeie-  ing the selection range much wider. As a result, largefitra

ing ports. volume can be picked up and sent out.
In this section, we will explain how the new algorithm works ~ Trade-df:
using pseudo code. Furthermore, the new algorithimprove- If these scenarios happen frequently during the data eansf
ments in iciency, as compared to the old MCDAP algorithm, phase, this will lead to a situation in which each transmitte
will be discussed under filerent scenarios. tends to send more fffic to receivers of the bundled ports than
to receivers of the normal ports during the early stages. As
2.3.1. Benefits and tradefe a result, receivers of the bundled ports may become avajlabl

The diference between the MCBDAP and the MCDAP is While available transmitters may have noffi@ato send. This
that the MCBDAP provides much more flexibility in certain s- Situation, which is most likely to happen close to the cycid,e
cenarios, thus improving algorithnffiiency by reducing type May increase the potential for type 2 mismatches.

2 mismatches and constant tuning time. To explore these ben- The following Fig. 5 presents the pseudo code for the core
efits, we must analyze which kinds of scenarios trigger them®f the MCBDAP algorithm, wher&; indicates the trdic to be
This is helpful when we simulate the POXWP-BP in a more ~ Sent from transmitter to receiverj, Qjj,, refers to the tréiic
complex environment (e.g., a network-level environmest), 0 be sent from transmittérto each remaining receiver T;
ince we can leverage this flexibility and avoid unnecesseey-o andR; refer to the normal individual transmitter and receiver,

head as much as possible. Ty, and R, refer to the transmif[ter' and.receiver of the bundled
We explore four scenarios that can trigger the MCBDAPSPO': e represents transmittés idle time,t" represents the

benefits, as follows: constant tuning timeigyrrent represents the current tmtﬁ, rep-
Scenario 1: resents the completion time for the transmission from trats

teri to receiverj, tjj represents the transmission time @
(i.e., scenario 2)t; represents the transmission time Q¥;
(i.e., scenario 3), ant}j represents the transmission time for
Qv (i.e., scenario 4).

At the beginning of each cycle, transmittdras a much larg-
er traffic volumeT 2 to receiverj’ thanTi? receiverj. Consider-
ing the LQF algorithm for MCDAP, transmittéis not allowed
to send to receivey, since receivey is being used by the trans-
missionTi(?.. The new algorithm also cannot send to receiv-
er j due to the potential for a wavelength collision. However,3_ Sandwich Tree Structure
with the introduction of bundled ports, transmitteis able to
send the tréic Ti?, which originally was designated to be sen-
t from transmitteri to receiverj’ to receiverj at the current
stage. Based on the largest queue first principle, we knotv th
if a larger queue size can be selected, all transmittersttefira
ish at roughly same time, which reduces the potential foe typ
2 mismatches.

Scenario 2:

Transmitteri has just finished sending its ffiz to receiverj
(which is one of receivers of the bundled port). Assumihip
the other receiver of the same bundled porti?f has not been

Previous calculations in [17] have shown that a PGMR
can accommodate up to 81 ports. However, to build a large-
cale DCN, tens of thousands of servers must be accommo-
dated. To accomplish this, first, one could consider casgadi
the POXNMP to achieve a high port count to connect more
servers. Since current DWDM technology can support only
160 channels, the maximum number of ports on all servers is
160 [19]. If more servers join, the overlapping wavelength-
s will be recycled, resulting in transmission collisionsurf
thermore, insertion losses and power splits in the pasgitie o
sent yet, transmittércan keep sending unicastfiia T tore-  cal fabric consume too much power, suggesting that the pow-
ceiverj without tuning to another wavelength. Unlike in the old er budget may not be fiicient to transmit a signal through
algorithm for the POXXMP, in the new algorithm, transmitter two POXNMPs. Another one may attempt to connect two
i does not need to wait for another available receiver and thepROXN/MP-BPs through a switch between them, rather than to
tune its wavelength to this receiver. More specifically,tth@s-  cascade POXMIP-BPs directly. Based on Googles multi-tier
mitteri will not experience a constant tuning tifié duringthe  DCN architecture shown in Fig. 6, we propose the Sandwich
two continuous data bursts. Tree structure, where we can alternately place switches and
Scenario 3: POXN/MP-BPs or POXNMPs. The motivation behind this ap-
Transmitteri, which is a bundled port, compares itsfir@  proachis to increase uplink bandwidth from servers to $weisg
size with each other bundled transmitters on the same nadtle threduce the number of network tiers, and lower power consump-
is sending to the available receiver Then, it picks up the tion and total expenditure.
largest tréfic size to send to receivér In this section, we will discuss how to build a Sandwich
Scenario 4: Tree. Itis similar to fat tree topology; however, comparathw
Transmitteri, which is a transmitter of a bundled port, pairs the traditional fat tree topology, the Sandwich Tree introgs
with receiverj. If the receiverj is also a receiver of a bundled POXN/MP-BPs and POXMMPs to replace portions of switch-
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New Largest Queue First for POXN/MP-BP Spine Block

1: for all transmitting port i do
2 select max{Q;;} to send from transmitting port i to receiving port j
3 while j,j € R; is not available or j,j € R, has 0 bundled ports do
4 select max{Qyj,,,, } of the remaining j, j € R;|J Ry
5: end while
6 disable paired transmitting port i and receiving port j and let Q;; =0
7. end for
8: repeat .
9: a pair of ¢ and j finishes its data burst first, enable corresponding ¢ and f?ffoffﬁL777]7774???5?102 ,Bli,ikjr,,,q,,,,\,,,,L,,,<
10: j and then traverse
11: for all receiving port ¢ do Stage 3
12: search for an available receiving port j
13: for all transmitting port i do
14: search for an available transmitting port 4
15: if an available 7, i € Tj pairs an available j, j € R; and Q;; # 0 Stage 2
16: or an available i, ¢ € T}, pairs an available j, j € R; and ) Qi #
17: 0,7 € T, then
18: pick up Q;; or max{Qy;} and disable just paired T; and R;
19: and let Q;; = 0 or Qy; =0
20: if tldle > ¢T then
21: ffj = teurrent + tij O tirj Stage 1
22: else if t/4¢ > 0 and t{¥¢ < T then
23: th; = teurrent + (tT —t]1°) +t; or ty;
o else t/lle = Figure 6: One example of Google’s DCN with five stages of dvasc
25: 5 = teurrent + 17 + tij or tir
26 end if
27: end if . L . .
28: if an available i, i € T; pairs an available j, j € Ry and 35 Qi servers and is asymmetric in structure, with uplinks andrdow
29: # Oi'szZRb ;’Z ‘““’,a"'a;labl“d@ i e}? Pﬁi“ an available j, j € Ry links that difer in speed and number. The homogeneous struc-
30: and 0 # 0,1 € Ty and 7' € R, then A 7 ) )
31: pick up. maz{Qi;'} or maz{Qy;} and disable just paired T} ture of the POXNMMP is not capable of addressing this kind
82: f“fm;,ﬁj arﬁ 1:; Qijr =0o0r Qiyr =0 of traffic aggregation; thus, in this case, the PQXIR-BP be-
o PO e 4ty o iy comes the only choice. So, in this section, we will discuss ho

35: else if t/d¢ > 0 and t/4® < {7 then to replace certain levels of switches in a multi-tier stawetwith

Z’?f i gt of i2d €TUT, —=J then POXN/MPs or POXNMP-BPs.

38: ese T Multi-stage Clos topologies built from massive silicon com
o o dtfz: Feurrent + (£ = £4) + iy or iy modity switches can support the building of large-scale BCN
a: else [1]. For example, Google’s DCN has been developed and up-
” if ji‘?tzoi L€ Tlgfb;j/({,then graded to new generations every one to two years since 2004.
" ddge’ e The foundation of all of such architectures is a multi-stage
45: £fj = teurrent + 17 +tijr or iy structure, which can be divided into three aspects: ToRcEwit

jﬁ en(f?fd it es, aggregation blocks, and spine blocks. One instancechf su
18; end if a structure is shown in Fig. 6. The extensive use of switches
fg en;‘f‘ifm in a multi-stage network will significantly increase thewetk

51: until all queues in each transmitting port have been sent

Figure 5: New algorithm for POXMWIP-BPs.

latency and the total cost. Thus, our goal is to deliver a ogkw
with a low hop count and a low hardware cost by replacing
groups of switches using POXMPs or POXNMP-BPs.

Now, we explain how POXMMP-BPs or POXNMPs can

_ _ be leveraged to replace groups of switches. First, we will
es and we assume that there idficaaggregation from servers discuss the replacement of individual switch layers; thea,

to switches through first-level POXMP-BPs. will explore the simultaneous replacement of multiple feyef
The first subsection explores how POYWNP-BPs replace d-  switches.

ifferent layers of switches in detail. The second subsection First, we examine the ToR switch at stage 1. Assuming that
investigates how the Sandwich Tree is constructed. The thiryg carvers are connecting with ToR switches using twenty 1
subsection discusses how routing mechanisms work fors-nicaGbpS uplinks and that the top ports of the ToR switch are con-
t, multicast, and broadcast ffi@. The last subsection illustrates necting with stage 2 switches using two 10 Gbps uplinks, the
the advan_tages of the Sandwich Tree over_the trad|t|ont{bfat_ old physical interconnections of POXMPs will not work to
structure in terms of cost and power savings through ddta'lereplace the ToR switches, since all POXMNP ports are homo-
calculation. geneous. Therefore, a POXWP-BP will perform its function
) ) here to replace the ToR switch with two groups of 10 bundled

3.1. POXMVP-BPs as design elements to replace switches  qrts on the two switches and 20 individual ports on each-serv

To build a Sandwich Tree, we just address the issue of howr. More specifically, the POXMNIP-BP will consist of a 4848
to replace certain levels of switches in a multi-tier tremist  coupler; 20 individual ports on the server side, each of thic
ture. Forinstance, the ToR switch aggregatefitrtom source  will be equipped with a 2 AWG, a 2x1 WFFOC, and a pair
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of tunable and non-tunable transceivers; and two group$® of 1
ports on each switch side, each of which will be equipped with
1x16 AWG, a 1&1 WFFOC, 10 tunable transceivers, and one
non-tunable transceiver. Though a4 coupler is sfiicient,
unit couplers can be onlyx2 orand 3<3; thus, inputoutput
numbers can be any integer numbers composed solely of prim
factors of 3 anfbr 2 [17]. The case is the same for the AWG
and the WFFOC.

uplinks and downlinks. Either POXNIP-BPs or POXMVIPs

can be utilized to individually replace all switches in orfe o

these stages. For instance, a stage-2 switch has four 10Gbpsta: weir i wazs 77" =750

uplinks and four 10Gbps downlinks, which can be easily re-

placed by an 88 POXN'MP. Figure 7: An example of an eight-pod Sandwich Tree with POMR-BPs and
Third, like switches at stages 2, 3, and 4, switches at stage BOXNMPs.

can also be replaced by POXWPs because of their symmetric

characteristics. The port counts for the PQKIW¥s can difer,

and transceivers in this stage are normally equipped wittefa

speed (e.g., 4000 Gbps). In addition to individual replace-

ments within certain stages, POXWPs and POXXMP-BPs

can realize multiple replacements affeient stages simultane-

ously; however, no two replacement stages can be adjacant.

instance, stage 1, stage 3, and stage 5 can be replacedssimult . i

neously by POX}MPs or POXNMP-BPs. However, stage 1 -3+ Routing in Sandwich Tree

and stage 2 or stage 4 and stage 5 cannot be replaced at thdn this section, we will explain how unicast and multicast

same time because of problems caused by P@¥Nntercon-  traffic are delivered from the source server to the destination

nections, as already explained in section 3. Therefore,ame ¢ server(s) in a Sandwich Tree topology.

conclude that POX{MPs or POXNMP-BPs can be leveraged  First, we will discuss how unicast ffec is sent from server

to replace, at mosk/2 and k + 1)/2 stages, respectively, of a to server. Before this protocol can work, two questions must

Clos datacenter network witkeven and odd stages. Further- be solved. First, how can a switch determine the packet-desti

more, since it enables the bundled ports with random numbenation and insert the packet into the correct output portnwhe

s, the introduction of POXMP-BPs can even benefit random it receives a packet from a server? Second, how do the ports

topology networks, as long as the total number of ports does n on the upper level of switches, which are connected by the top

represented by 1pod switch1, where pod has the same mean-

ing as in the server address, switch refers to the positidheof

switch (from left to right) in a pod, antD number is replaced

by a constant 1, which can be used tfi@tientiate switch from
Server.

exceed the port count limitation of the POXWP-BPs. level of POXNMPs, know which receiving port(s) to send their
_ packets to?
3.2. Sandwich Tree Structure Our solution to the first question leverages a new two-level

There are three main reasons for proposing Sandwich Tre®uting table, which can be implemented in hardware using
structure with POXXMP-BPs. First, POXMMP-BPs can pro- CAM [20]. This offers a fast approach to finding a match. The
vide greater uplink bandwidth on certain switches becatise capproach draws on the fat tree topology, which also implésmen
the mechanism for bundled ports. Second, the introduction ca two-level lookup table to forward packets. Before the iraut
POXN/MP-BPs will lead to lower hardware costs and highertable is introduced, the transponder number of switcld.0
energy diciency. Third, POXNMP-BPs can further save pow- is clearly presented in Fig. 8. The lower level of the switch
er budget for transmitters by reducing the power loss for theomprises four groups of bundled ports, each of which has one
coupler fabric. transponder (i.e., 0, 3, 6 and 9) for multicastfimand four 2-

Fig. 7 shows the construction of an eight-pod Sandwich Treén-1 bundled ports, each of which has two transponders {,e.
structure. The Sandwich Tree structure replaces two lefels 2, 4,5, 7, 8, 10 and 11) for unicastfiia. On the top side, there
electronic switches—the ToR switch and the core switcht-wit are eight normal ports, each of which has one transponéer (i.
POXNMP-BPs and POXNMPs, respectively. 12, 14, 16, 18, 20, 22, 24, and 26) for multicastficaand the

It is important to note that we apply the fat tree addressingther transponder (i.e., 13, 15, 17, 19, 21, 23, 25, and 27) fo
methodology. In &-pod network, there are two forms of ad- unicast tréfic.
dressing, which correspond to two types of devices: seauats Fig. 9 illustrates the two-level routing table for switch
switches. The address form of the server can be denoted-as fdl0.0.0.1, which draws inspiration from [10]. First, packets
lows: 1QpodcoupletlD, where pod refers to the pod number generated at each server can be classified into intra-ratk tr
(pode [0, k—1]), coupler represents the position of the couplerfic and inter-rack tréic. Since first-level ToR switches are re-
to which servers are connectingpluplere [0, k/2b—1] (where  placed by POXKXMP-BPs in the Sandwich Tree, servers must
b is the number of bundled ports), ahD represents the host make a decision regarding which switch to send their packet-
position (D € [2,k/2+1]). For each switch, the address can bes to. Source servers can solve this problem using many ap-

7



12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

OO0 00 0 00 00 060 00 00

Switch

Jo o Heg o L G

012 345 678 9 10 11

Figure 8: Transponder numbers 0 to 27 for switct0ID1 in a POXNMP-BP
with eight pods.

Figure 10: Sandwich Tree broadcast.

Table 1: Transponder number for switch 10.0.0.1 corresipgntd different

kinds of trafic to the hash function, the packet will be forwarded to tramspo
Switch side Port number Titec type der 10 on switch 10.1.1. Then, the longest-matching prefix
Down 0,3,6,9 multicast tfic search does not yield a terminating prefix, so the secorel-lev
2,457,810, and 11 unicastflia suffixes will be searched. Based on this search, transponder 13
Up 12,14,16,18,20,22,24, and 26 multicastiica is found, and the packet is forwarded to it. Through the upper

131517,19,21,23,25, and 27 _ unicasfiica level POXNMPs, the corresponding transponder 13 on switch

10.0.1.1 will receive the packet and forward it to transponder 2.

Prefix Transponder — Suffix Transponder From there, the packet will be delivered to destinatiord102.

10.0.0.4/30 1 0.0.0.2/16 13 . . .
Second, we will discuss how multicast and broadcasii¢ra
10.0.0.0/30 2 0.0.0.2/17 15 . . .
is transferred in the Sandwich Tree.

10.0.1.4/30 4 0.0.0.3/16 17
10.0.1.0/30 5 0.0.0.3/17 19 As we can see from Fig. 10, server 1 wishes to send broad-
10.0.2.4/30 7 0.0.0.4/16 n cast trdfic to all other servers in the Sandwich Tree. In or-
10.0.2.0/30 8 0.0.0.4/17 23 der to fully utilize the characteristics of the multicasaipé for
10.0.3.4/30 10 0.0.0.5/16 25 POXN/MPs or POXNMP-BPs, we must use other switches to
10.0.3.0/31 11 0.0.0.5/17 27 relay broadcast tfic to local servers within a pod because this
0.0.0.0/0 - will reduce the number of duplicate packets on the switch.sid

For instance, in Fig. 10, both switch 1 and switch 2 receive
Figure 9: Two-level routing table for switch T00.1. It will deliver anincom-  the packet. Then, switch 1 forwards the packet through its up
ing packet to a specific transponder depending on the déstin® address of  per transponders, while switch 2 forwards the packet thaisg
the packet. lower transponders. If switch 1 is selected to forward thekpa
to servers 3 and 4, it must duplicate one more packet and then
. . forward it through its lower transponder. The original peick
e e st s oo v St A onte aversinganoter FORMP n he opand o
sider a simple approach. Let us assume thé upper' layer a“—/e .at switches 3, 5 anq 7. Here, each switch V.w" make a
i upllcate packet, which will be sent through the switstow-

plication is based on TCP. A hash function based on a tu- . )
ple (src IP.dst IR src port dst por) is implemented in each er transponder. In this way, only three duplicate packets ar

. enerated in the switches. Regarding multicadfitrawe use
source server. Subsequent pgckets will follow the same paté&e same approach proposed in [8] . A centralized manager is
thus avoiding packet reordering. For example, if server 1 added to collect IGMP join requests forwarded by each switch

10.0.3.5 sends a packet to server 1.20.2, according to the : : . .
hash function. the packet will first be forwarded to tran and then to assign a forwarding state to each switch, which fi-
unction, P Wit Tl W e nally delivers the multicast tfac to the interested servers.

10 on switch 1@.0.1. Once the switch receives the incoming
packet, it determines the next hop based on the two-levél rou  Compared to the same scale of a traditional fat tree, server
ing table. Each entry in the first-level prefix will be searthe 1 sending a broadcast packet requires 14 duplicate packets,
first, until the second entry, 1@0.0, is found. Then, the packet ince each switch requiresl duplicate packets to send a packet
will be forwarded to transponder 2. From there, the packit wi throughn ports. In Fig. 11, we can see all 14 packet dupli-
be delivered to destination 100.2. cates are denoted by circles. In terms of broadcast andaasiti
For the inter-rack tréiic, the only diference is that the pack- traffic, the Sandwich Tree saves more bandwidth than the tra-
et will traverse one more level of POXMPs. For instance, ditional fat tree structure by reducing the number of dwgikc
let us assume that server 1287.68.5 in pod 7 sends a packet packets. The bigger the scale of the DCN, the more bandwidth
to the server 1 10.0.2 in pod 0. In the first stage, according will be saved.
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Figure 12: Cost comparison among the traditional fat trgeoltmy, the

3.4. Benefits in terms of cost and power consumption POXN/MP, and the POXMP-BP, with diferent numbers of bundled ports.

Ir: bt?”:'ing (r:iltjirrelntTDhCNsi,nn:r;?|m|zn:ig :OVSJ avr\]/ﬁl %?Wigcon- For the POXMMP-BP replacement in the fat tree topology, the
sumption 1s critical. 1hus, S section, we SCUBE  iotal costCpoxnmp-ap IS as follows:

cost and power consumption of the Sandwich Tree. Six gener-

al formulas will be developed to represent the cost and power 3 3 3 3

consumption of all of three topologies: the Sandwich Tree us  Croxnmp-gp = 7 + 75X 450+ = + 7~ X 350

ing POXNMPs only, the Sandwich Tree using POMNPs and 343 3 K3
POXN/MP-BPs, and the traditional fat tree topology. Finally, + = X525+ k% x 480+ 57 x40 3)
the advantages of the Sandwich Tree with PQMR-BPs over 2

the other two topologies are clearly shown in tables andtggap = 70125 + 2105 + 480K

Based on the developed formulas, we develop the above Fig.
3.4.1. Cost advantage 12. We choose dlierent pod valuesk(= 4, 8, 16, 24, 32, 40,

In order to illustrate the huge cost savings made possible b§nd 48) and then calculate the corresponding number ofrserve

the Sandwich Tree topology, we will develop a general foamul V;’]hiCh isk?/4 . Th(hax-r?xis repr?sents tTe number of Se“’efls in
for all three topologies. In this model, the Capital Expéuwnc the datacenter, which ranges from only 16 to 27,648, while

(CAPEX) per link is not adopted because of the asymmetry of XIS represents the total expenditure (in ml|.|I0n USD) foitdb-

the aggregation switch. Instead, the CAPEX is calculated fo'9 DCNs of diferent scales. POXMP-BPbis used to denote
the whole system worth being investigated for the same numbdlifférent cases of the number of bundled ports, lahere rep-

of servers. First, we examine the main components in the fe{}esgnts the same thing la# the above formulas. For example,
tree topology, which comprisek/@)? servers andq/2)? k-port if kis 48 andb is 4, thls means that four ports W|Il'be bundled
core switches in totak/2 k-port aggregation switches, ak¢2 togeth.er on each switchs NIC, thg numper of switches in each
k-port access switches existingkipods [10]. We also calculate POd Will bek/2b =6, and each switch will havextk/2 = 96

the main components for the other two topologies. Baseden thPC!tS connected to the 24 first-level couplers through 2&i
main component quantities outlined in Table 2, plus theit un ent links.

costs[16, 24], we can develop three CAPEX formulas for three The Iinehmazked' kr)]yrpl)lu.s sign rgpresenting tfhe P(ZMN'in-
kinds of topologies. For the fat tree topology, the totaltcos creases s arpyW|t' t e increasing number of servershingic
Cratee Can be represented by: approximate 102 million USD. The fat-tree topology, deuote

by the line marked by diamond, illustrates a total cost that i
creases slightly less than that of the PQKIR, reaching around

95 million USD (thus saving about 6.5 million USD) when the
datacenter accommodates 27,648 servers (48 pods). In-accor
) dance with expectations, the POXWP-BP2 achieves signifi-
For the POXNMP topology, the total cosEroxnmp is as fol-  cant cost savings, costing as much as 5.1 million USD less tha

5k3 3k3
Crat tree = =2 X 450+ - X 200= 8625k 1)

lows: the fat tree topology. With the increasing number of bundled
e s @ ports on the switch side, the POYXP-BP performs better and
Croxnmp = — X 450+ % % 350+ 3k % 525 bgtt.er. More specmcally,' gxpendlture savings can reach 12
2 4 4 million USD and 13.8 million USD for POXMMP-BP4 and
+ K2 x 480+ g % 40 (2) POXNMP-BP6, respectively. Furthermore, when b increases
4 from 2 to 6, total expenditures decrease from 90.3 milliobUS
— 911.25k3 + 480k? to 81.6 million USD. These results match expectations,esinc



Table 2: Comparison of main component quantities among ttoologies

Quantity of Components

Topology Line-card&switch fabric  10G LR (1310nm)  10G LR (1550nm) 1@@able LR (1550nm)  Coupler AWG and WFFOC
Fat tree & /4 3x3/2 0 0 0 0
POXN/MP K3/2 0 33/4 3*K3/4 K? 33/4
POXN/MP-BP K3/4 + K3/4b 0 K3/2 + K3/4b 3A3/4 K2 K3/2 + K3/4b

2000

Table 3: Unit power consumption of each element

1800 - ——-Traditional fat-tree
- - - S —+—POXN/MP
Device Unit power consumption(W)  Unit price (USD) POXN/MP-BP2

Swich por & ZT60E=450 s
LR(1310 nm) transceiver 200 POXN/MP-BP6
LR(1550 nm) transceiver 350

LR(1550 nm) tunable transceiver 525
Coupler 480
AWG or WFFOC 40
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when the number of bundled ports increases, fewer total ele o
ments are required (except for the cases of tunable LR (155 0 5000 10000 15000
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Figure 13: Power consumption comparison of the traditidatitree topolo-
gy, the POXNMP, and the POXMMP-BP, with diferent numbers of bundled
3.4.2. Power consumption advantage ports.
In terms of the power consumption, the benefits of the Sand-
wwh Tree are a]so clegr. One big advantage of using a PassiY& he calculated as follows:
optical coupler is that it consumes zero power by nature- Fur

i : KK KK
thermore, neither the AWG not the WFFOC uses any power Proxnmp_Bp = u LK s K LK isv067

The only element that increases the power usage is the long- 4b 2 4b

range LR (1550 nm), which uses more power than the long- 3

range LR (1310 nm). However, the unifidirence between the t 15x0.67 6)
two is very minor, at only 0.5 W. By contrast, the fat tree tbpo K3

ogy, with its wide deployment of electronic switches, canss = 4.38¢ + 3'386

far more power than the POXMP-BP topology.

We develop three general formulas to determine the power As can be seen from Fig. 13, the results show that the
consumption of all three topologies based on the numberof ePOXNMP-BP has a significant advantage over the tradition-
ements in the last section and the unit power consumption dd! fat tree topology and the POXMP with respect to power
each component in Table 3. One thing should be noticed is th&MNsumption. For the fat tree topology, power consumption
the POXNMP-BP topology can consume less power by reducincreases dramatically with the increase in servers, irgch
ing the power budget for coupler fabrics, which is demorstta  @Pproximately 189 x 10°KW when the datacenter has 27,648
in the section 3.2. This is why the formula of the POXNP-BP  Servers. The POXWIP uses significantly less power, consum-

topology contains an extra cieient 0.67. ing only 094 x 10°KW for a datacenter with 27,648 server-
The power consumption of the fat tree topoldR: ree CAN s. Undoubtedly, thg POX/IN/IP—BR has the best perfqrmance
be calculated using the following formula: of all three topologies. It exhibits a much slower increase,
when the number of servers increases by four orders of mag-
513 3 nitude (from 16 servers to 27,648 servers). More specifical-

P+at tree = =7 % 125+ % x1=171253 (4) ly, for a large-scale datacenter containing 27,648 sertbes
POXN/MP-BP6 replacement topology results in power savings
For the POXNMP, the power consumptioRpoxywe can be  UP 10 134x 10°KW , representing a 71% reduction in the total
calculated as follows: power consumption of the fat tree topology.

Compared with the savings in the expenditure, it is clear
that the power savings of the POXMP-BP topology over the
POXN/MP and fat tree topologies are more substantial. Thus,
the POXNMP-BP replacement methodology not only saves
For the POXNMP-BP, the power consumptioPeroxnmp-sp money, but also relieves the burden of power usage within the

10

K3 3Kk 3Kk
Proxymp = = x 125+ == x 15+ - x 15= 8.5k% (5)



datacenter. Furthermore, since less power is used, mods fun Port S Port 6
will be saved. At the price of 12.73 ceff&V hour [21], the
power usage dierence between the fat tree topology and the L] LILIC]
POXN/MP-BP6 topology results in a savings of 1.42 million
USD per year, under the condition of 27,648 servers. Finally
cooling costs represent another major factor in total gttt
usage, representing nearly 30% of this usage in large-daéle
acenters [22]. Thus, it should be noted that, once coolilstsco
are taken into consideration, total saving will be grealtent
1.46 million USD.

O o

Port 1 Port 2 Port 3 Port 4

4. Numerical Results

Thus far, we have explored the general concepts of upgrad-
ing POXNMPs to the new POXNP-BP design element and Figure 14: Simulation topology of an six-port POXWP-BP at the device-
building Sandwich Trees using POXMPs and POXNVP-  'evel
BPs in a fair amount of detail. We have also investigated the

routing schemes, hardware costs, and power consumptions of Table 4: Time periods for éierent kinds of overhead
propos.ed arc_hnecture; _ _ Operation Time period
In this section, we will set up experiments at the device and —jnger-port guard interval (including Tasefi@nd on,
network levels to theoretically assess our simulation rsde automatic gain control [AGC],
We will first examine a single POXMMP-BP works at the de- clock data recovery [CDRY], Bs
vice level in a real network scenario using an OPNET modeler. and ,Coqe'g,m“pfa"gnmer:t intervals) -
We will simulate the complete protocol, including the digco Transm'lsst'on t'r:‘te or contro {_“essa@é 1 ]1;“5
ery phase and the data transfer phase, in order to demanstrat n Iert'pof process'?_g me s
. - . nter-frrame gap time o ns
the practicability and correctness of the PQXNP-BP. Finally, \me 9ap
L . Worst-case propagation delay from port to coupler us5
we will simulate the proposed topologythe Sandwich Tresat t : —
Tunable transmitter tuning time AM6us
network level. S
Per-frame service time .B092us

In order to prove the practicability and validity of the
POXN/MP-BP, a six-port POXMP-BP is first simulated at
the device level. Then, we evaluate the network performanCﬁ1
of a Sandwich Tree with a combination of PO}N‘P-BPS. and 8.09 Gbps, compared with 7.56 Gbps for the MCDAP, repre-
PQXN/MPS and the network performance of a Sandwich Treesenting a relative improvement of approximately 7%. As a re-
with POXN'MPs only at the network level over two steps. The o . 4 six-port POXXMP-BP can achieve 64.72 Gbps aggre-
first step is to build a two-level network model with one level atéd throughput, compared with 60.48 Gbps throughputfor a
gf !IDJDX:\!MPT ancli orle Ie\liel of(jsvrn?;\es. Tlhe slecfogg steplis t ight-port POXNMP. This benefit will increase as more ports
BL; a rTe- Eivef ne.\t/v?]r mo g W lonel e}/i OMI}? DM:" become involved in the system. This result also matchescexpe

S, One 1evel of swilches, and one level o OMIRs. tations, since thef@ciency improvement algorithm in section
simulations are simulated in the OPNET modeler and all th% 3.1 suggested that, at some point, bundled ports traiitsgnit
results are shown with a 95% confidence interval. and receiving packets for one another greatly reduces tla@ me
packet queueing delay, allowing more packets to be delivere

4.1. Device-level simulation .
As with the simulati ¢ ters in 118 during the data transfer phase.
s Wi e simulation setup parameters in [18], we assume In addition, Fig. 16 illustrates how the increase in load to

thballt al trans_rmtters (|r|1(clud|rr:g the flzed;rigscr;ntljtteralg\lﬁm,In- Ia transmitting port fiects the mean packet delay in a single
able transmitter) work at the speed o PS- contro POXN/MP-BP. The mean packet delay shows a very steady
messages are 128 bytgs, packet sizes follow an exponeistial dand slow increase when the value of the load varies between
Itggti t'fz 4W$tgl:l r::;g Zli%s?:g\]:e:zlromh?;fiss, ttrr]ie d:rtzdtr:\?esrfa;%g 0 and 0.7, after which it experiences a substantial incremse

. ’ ypP 99 y pecially when it reaches the load limit of 0.81. Compared to

cycles. The SImuIatlop topology is depicted in Fig. 14, the POXNMP, the POXNMP-BP exhibits a flatter increasing
The overhead consists of control message overhead and haE nd regarding the mean packet delay. This is becausesircert

ware limitations, which are shown in Fig. 4[18]. The up- . .
per bounds of the MCBDAP can be calculated as follows: 1_amount of overhead can be avoided through the benefits of the

12/144.96= 0.917. new protocol.
As we can see from Fig. 15, the MCBDAP exhibits better
performance than the MCDAP. The systems maximum band‘-1
width efficiency is about 0.81, which is very close to the val-  First, a two-tier network model with POXNIP-BPs is simu-
ue of the upper bound for the MCBDAP. For instance, whenated in order to prove the network performance (e.g., agggee

11

e loadp is 0.81, the throughput for the MCBDAP can reach

.2. Network-level simulation
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mance is compared to that of the POXMNP structure. Second, 1 2 3 4 5 6 7 8
a three-tier network model with a combination of POXNP-
BPs and POXNVPs is simulated to prove that POXMP- Figure 18: Simulation topology of a POXMP with eight servers.

BPs and POXINVPs are able to operate well in a multiple-tier
network and to cooperatdfeiently with traditional electronic

switches. 3000 series switch [23], the switching time is proportiottal
the packet size and is less than 40°° s.
4.2.1. Two-tier Sandwich Tree Modeling We use an all-to-all tfic pattern, where a server distributes

We will illustrate how to integrate POXMNIPs and half of its trdfic to servers connected to dférent POXNMP-
POXN/MP-BPs into Sandwich Trees in detail. In this subsec-BP. Further, this portion of tfdc is uniformly distributed a-
tion, we will simulate a POXMP-BP in a two-tier Sandwich mong these servers. In this setting, packets are evenly dis-
Tree. The next subsection will show how to scale up continutributed over links based on a 4-tuple. This achieves the e-
ously with one more level of POXINIPs in a three-tier Sand- quivalent éfect of employing Equal Cost Multi-Path (ECMP)
wich Tree. The simulation topology is shown in Fig. 17. Toat a flow or even finer packet granularity. Thus, we believe
compare performance, the same scale of POWRE is simu- that the results here also hold for general ECMP-like rcthin
lated, as shown in Fig. 18. Since it is too complicated anduch as VLB [11, 26], which is widely used in DCNs. Simi-
impractical to simulate a 48-port POXMP-BP on a packet- lar to the fat tree addressing form [10], the server follotes t
by-packet basis, we choose a simulation topology in whiah tw |P address format 1podcoupleriD, and the switch follows
POXN/MP-BPs form subnets 1 (including server 1 to serverthe format 10pod switch1. The last two quad-dotted pieces of
4) and 2 (including server 5 to server 8), respectively. Eactinformation-coupler, ID, switch, and lare added into the con-
of the two POXNMP-BPs connects a group of bundled portstrol messages for each server and switch, as relevant. ,Simce
on each switch, while connecting to four normal ports on fourthis scenario, no inter-pod fiie is introduced, thepod infor-
servers. Packets arriving at eight servers still follow &8m  mation is not needed.
distribution. According to the configuration of the CiscoxXie End-to-end (ETE) delay performance must be analyzed, s-
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Figure 19: Delay from source server to destination servéngg@ia one Figure 20: Delay from source server to destination servengyeia two
POXN/MP-BP; delay from source server to destination server geingwo POXN/MP-BPs include three main kinds of delays, which are serveug-
POXN/MP-BPs; and end-to-end delay for a two-tier Sandwich Treeltmy ing delay, switch input port queueing delay, and switch oufport queueing
(shown in Fig. 17) with dierent loads fiered to the system. delay.

ince this is an important factor that can measure the quafity lay show drastic increases, while the switch queueing dstlby
service (QoS) of a network. We measure only packet queueingetains its slow, increasing trend. This is because of @tiidr
delay, switching delay, and ETE delay. pattern setup, in which half of the ffec generated at each serv-
Fig. 19 shows three categories of delays: interndficale- ~ €r will traverse the switch to reach its destination, resgltn
lay, external tréfic delay, and total tfiic ETE delay. Internal the switch having a lower load than the source server.
traffic refer to trdfic transmitted among servers 1, 2, 3, and 4 To demonstrate our thinking, we also measure the average
or among servers 5, 6, 7, and 8. Externafficarefers to trfic  link utilization for all kinds of links, as shown in Fig. 21p4
relayed by the switch. For example, server 1 might send trafeluding two uplinks and two downlinks. The uplink from the
fic to server 5, 6, 7, or 8, which would need to be relayed bysource server to the POXMP-BP carries external tfiac sent
switch 1 or 2 (shown in Fig. 17). ETE fifec refers to all tréfic ~ from the source server to the bundled port on the switch and
(including internal and external fifec) transmitted across the carries internal trific from source server to the other servers
entire network. connected by the same POXWP-BP. These two kinds of traf-
All three kinds of delays show an increasing trend with thefic travel through the POXMP-BP, and then external fiec
increase in loadsftered to each server. As can be seen in Figis carried by the uplink from the POXNIP-BP to the bun-
19, the closer they are to the load limit of 0.761, the fadteirt ~ dled port. The link from the bundled port to the PO}NP-
corresponding delays increase. As the load changes frotn 0.1 BP carries the external titec already relayed by the switch,
0.761, internal triic always experiences at least average delaywhich will reach its destination after traveling throughoém
while external tréiic sufers the longest average delay. This e POXNMP-BP. The link from the POXNMP-BP to the nor-
result can be expected, since internatficadoes not need to Mal port carries two kinds of tflic, including internal tréiic
undergo a switch before reaching its destination servegs, (e Sent from source servers connected by the same PRIRNBP
server 1 sends tfac to server 2, 3, or 4 in Fig. 17). By contrast, and external trdic sent from other source servers connected by
external tréiic will experience more delay, including queueing other POXNMP-BPs. This is why the lines marked by cross
delay, switching delay, and propagation delay due to swigch and square have nearly double the link utilization of thedin
to other POXNs (e.g., server 1 senddfirato servers 5, 6, 7, marked by diamond and asterisk.
or 8 in Fig. 17). In addition, ETE delay illustrate the ovéral Based on the measurements and analyses of the packet delay
performance of all internal and externalffrain the network. for these three dierent kinds of tric, the main components
48x10%s. of end-to-end delay, and the link utilization for the fouffei-
To verify the simulation results, we measure the three kind€nt kinds of links, we can conclude that the introductionré o
s of delays that dominate ETE delay: server queueing delaynore tier in the new two-tier Sandwich Tree structure doés no
switch queueing delay, and switch delay (Fig. 20). Propagat become the bottleneck, while the source server reachegsits s
delay are not drawn in the figure, since these are represbpted tem limit with the increasing load.
a constant value. Furthermore, twice the propagation qelesy Per our expectations, the switch side link utilization ianhe
the server queueing delay in Fig. 20 is equal to the intera&lt  half of that of the source server utilization. This may eipla
fic delay in Fig. 19. It is interesting to note that, near thedo why queueing delay on the switch maintain a slow increase
limitin Fig. 20, both the server queueing delay and the ETE dewhile the ETE and queueing delay on the server show dras-
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Figure 21: All four kinds of link utilizations with dferent loads fiered to each ~ Figure 22: Normalized aggregate throughput for a two-ti@xXR/MP and a
source server. two-tier POXNMP-BP.

tic increases in Fig. 20. Compared with the queueing delay
for internal trdfic, external tréfic experiences less packet delay
when it traverses another POXNP-BP. This further explain-
s why, in Fig. 19, the external tifec delay is not double that
of the internal tréfic with the introduction of another tier of
POXNMPs. Switch |

Finally, we measure aggregated throughput as the sum of the
traffic transfer rate through servers 1 through 8, which reaches
about 60.88 Gbps for the unicast plane of the POXR-BP.
For the internal tréiic, the per-port maximumf&ciency for the
unicast plane is still 0.917. By contrast, for the externai-t
fic, the per-port maximumfgciency for the unicast plane is
1-(12+ 12+ 4)/14496 = 0.807 (12us is the overhead for
the POXNMP-BP, and 4us is the switching latency). SIiNCe . o« soer Sover sover Serer Server server Somer Serer Server Server Semer Semer S
each server generatesftrathat has an equal likelihood of be- L U L
ing internal or external tfic, the overall per-port maximum
efficiency for the unicast plane is 0.862, according to a Weightfigure 23: The three-tier simulation topology is a tyvo-pmMork composed

. . of four POXNMP-BPs, two POXNXMPs, and four switches.

ed arithmetic mean.

Fig. 22 depicts the dlierence between the Sandwich Tree
built with POXN'MP-BPs and that built with POXIVMPs in  through the POXMVP-BP interconnection, while connecting
terms of aggregate throughput as a percentage of ideal-aggigith the other three switches through the PQXI® intercon-
gate throughput (i.e., normalized aggregate throughptigll  nection. We compare this model with the three-tier Sandwich
terminals are capable of sendingffraat a full rate, the value Tree structure built using switches and PQXNPs only (with-
will be 1. From the simulation results, we see that the teo-ti oyt POXNMP-BPs), which is shown in Fig. 24.

POXN/MP-BP topology achieves a higher normalized through- o the settings are the same as those in the two-tier simula-

Switth2  Switch3 ‘ ‘ ‘ Switch 4

put of 0.76. tion. We still measure average intra-podii@delay, inter-pod
traffic delay, and total tiffic ETE delay. In the first scenario,
4.2.2. Three-tier Sandwich Tree Modeling we evaluate unbiased ffic, which means that each server has

Based on the last subsection, we add a core layer on the1:1 proportion of inter-pod and intra-podftia to send.
top of two-tier Sandwich Tree to create a three-tier Sandwic  Fig. 25 reveals that the three-tier network built through th
Tree architecture in order to demonstrate that POXRIBP  combination of POXNMVP-BPs and POXMMPs exhibits near-
and POXNMP can alternately substitute switches and operatéy the same increasing trend for all three kinds of delay$ien t
efficiently and independently in a scaled-down network. network. It is good to know that the introduction of another

Accordingly, to build this two-pod, three-tier Sandwicte@&r layer of POXNMP does not have a great impact on network
structure, we introduce another pod containing eight moréatency. At the same load of 0.72, the average inter-pod traf
servers. The simulation topology is depicted in Fig. 23.dare  fic delay only increases by approximatel2 x 10* s com-
pod, each switch uses its lower ports to connect to eigheserv pared to that of the two-tier Sandwich Tree. The path length
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s and 445x 10°° s, respectively. The sum of the three delays
agrees with the increase in inter-podiimdelays 12 x 1074 s,
further demonstrating the validity of our results.

In terms of normalized throughput, the addition of the tep ti
only decreases the performance by about only 3.2%. In compar
ison with the POXNMMP-only architecture, the Sandwich Tree
containing both POXMP-BPs and POXNPs results in a
higher normalized throughput, achieving a throughput @b
0.717, with a relative percentagefdirence of around 5.7.

For the internal triiic, the per-port maximumficiency for
the unicast plane is still 0.917. By contrast, for the inged
traffic, the per-port maximumtgciency for the unicast plane is
1-(12+12+ 12+ 4+ 4)/14496 = 0.696 (12us is the over-
head for the POXMP-BP, and 4us is the switching latency).
Since each server generatediicathat has an equal probabil-
ity of being inter-pod or intra-pod tfic, the overall per-port
Figure 24: The three-tier simulation topology is a two-petwork composed ~Maximum dficiency for the unicast plane is 0.779, according to
of six POXN'MPs and eight switches. the weighted arithmetic mean. Compared with this value, the
simulation results yield a relativeftirence of about 7.9 %.

In the second scenario, we evaluate anothdfi¢rpattern:
that of biased trdic. This means that the servers have more

7E-4

T T T T T
~6-Delay from source server to destination server going via one first-level POXN/MP-BP and two first-level POXN/MP-BPs|
ay from source server to destination server going via two first-level POXN/MP-BPs and one top-level POXN/MP

] rack-level shifle trdfic than internal triic. This kind of situ-
ation is commonly seen in campus and enterprise datacenters
] One representative application is that of VM migration, ethi

happens when network operators are trying to balance tlde loa
] among racks. In this scenario, each server generates liased
fic following a series of proportions (2 : 1,3 : 1,5 : 1, and
] 10 : 1) for inter-pod tréic and intra-pod tréic.
As we can see from Fig. 26, all of the fiig delays exhib-
it more rapid increases than the unbiasedfitran scenario 1.
This is because the transmitting ports that finish sendieg th
05 07 os unicast tréfic will suffer longer idle times due to the unbalanced
traffic before the next cycle of data transfers, thus lowering the
Figure 25: Delay from source server to destination servergguia one first-  Utilization of bandwidth and increasing the server quegielie
'evg' PtQXt’_\’MP and two fifSTj'et\\/;' ':Oi(IW”TEgS? de';‘g ffO”:j SOU“Ee Slewelf lay. In addition, ETE delay are very close to inter-pod traf-
e e easher®fic delay, Since an overwhelming majoriy ofia flows tend
different loads fiered to the system. to be delivered from the source pod to other pods. Therefore,
inter-pod trdfic delay dominate the ETE delay for all kinds of
traffic.
difference shows that this increase is composed of three com-In accordance to our expectations, the combination of
ponents: one queueing delay in the switch, one switch IsggencPOXN/MP-BPs and POXNPs outperforms the architecture
and one propagation delay. From the simulation results,ame ¢ consisting of POXNXMPs only, since the former has advantages
determine that top-level POXNIPs connected by upper switch in terms of its protocals algorithm diciency (details in 2.3.1),
ports yield an average throughput of 3.57 Gbps and a queueinghich significantly reduce the amount of idle time required i
delay of around B x 107° s. First, the average throughput of the uncast tréiic transfer phase.
3.57 Gbps means that half of theffiais external. This agrees  Fig. 27 shows that a Sandwich Tree using PQMR-
with our trafic pattern setup. Furthermore, th&% 10°s  BPs and POXVPs achieves a higher normalized aggregate
gueueing delay agrees with the simulation results for therme throughputthan a Sandwich Tree using PQXIR's only under
packet delay for the POXMINIP when the load is 0.36 at the different proportions of inter-pod and intra-podii@ especial-
device level [9]. Since upper switch ports run another, pasle  ly for biased tréfic. At a proportion of 10 : 1, the mixed topolo-
dent protocol for the POXMWIP, matching values are expect- gy still has a 0.64 normalized aggregate throughput, inraght
ed. Compared to the externalftia in the two-tier Sandwich with a 0.56 throughput for the POXMP-only architecture. It
Tree, in addition to the extra queueing delay at the toptleveis important to note that, in the first case, the 1:1 proporiso
POXN/MPs, inter-pod tréiic will experience two more propa- equal to the first simulation scenario (i.e., unbiaseffitla We
gation delays between the two pods through the POX®Nand  can conclude that the introduction of POXWP-BPs is better
one more switching latency in the switch within the destorat  able to support a scaled-down network with multiple tieenth
pod. These propagation and average switching delays afe 10the POXNMP-only solution. Furthermore, the higher ffia
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Figure 26: Delay from the source server to the destinatioveseia one first-
level POXNMP-BP and two first-level POXWIP-BPs; delay from the source
server to the destination server via two first-level PQMR-BPs and one top-
level POXNMP; and ETE delay with dierent loads under a biasedftra sce-
nario with a proportion of 10 : 1.
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Figure 27: Comparison of the normalized aggregate throutghfer diferent
proportions of inter-pod and intra-pod fii@ for a combination of POXHMPs

and POXNMP-BPs and POXMMPs only in a three-tier Sandwich Tree struc-

ture.

proportion is, the better the Sandwich Tree using POMR-
BPs and POXIPs will perform.

5. Related Work

power consumption is drastically reduced. In what follows,
discuss works related to these three aspects.

5.1. Passive optical device in DCN

Several recent works have discussed how to utilize passive
optical devices rather than electronic switch and activicap
switch to serve as the core switching fabrics within a DCNeOn
major proposal is the use of AWG and AWGR as the key com-
ponent, which enablesfiierent sizes of AWGR for intra-rack
and inter-rack transmission [27]. One problem of this archi
tecture is that large port count of AWGR may not be commer-
cially available. Another major proposal is the use of POXN
and POXNMP based on passive optical fabrics [17, 18]. The
drawbacks of these proposals are the same type of port for eac
host, which makes it dicult to adapt to the real scenario of
DCN, such as tidic aggregation for ToR switch at the access
level. In our proposal, POXNIP-BP introduces a mechanism
for bundled ports, which reduces the facility cost by redgci
transceiver for multicast tfic and increases the power con-
sumption saving by reducing the inptastputs of passive op-
tical fabrics considering the same system capacity condgare
POXN/MP.

5.2. Algorithm improvement

POXN/MP enables ficient transmission of unicast and mul-
ticast trdfic pattern through two étierent planes without con-
tention. However, POXMMP has only been explored at device-
level, which has not considered the real scenario in a DCN. In
one previous study [28], 10 filerent categories of datacenters
were investigated in terms of the ratio between théitrapread
across other racks and theftta traversing within the rack. It
shows clearly that at least 60% of fiia generated by server-
s in the campus and enterprise DCNs tends to leave the rack.
In our proposal, POXWP-BP provides such flexibility that
enables tric aggregation functionality. More importantly, the
mechanism for bundled ports can improve chanfiaiency by
reducing certain amounts of overhead during the data &ansf
phase for both unbiased and biasedfita Such improvements
make POXNMP-BP competitive as the core design element in
DCN architecture.

5.3. Power-g¢icient DCN
Non-blocking network designs based on electronic switch-

In this section, we highlight our contributions by comparin es, such as Portland, VL2, and the fat tree, have been prdpose

this study with the existing ones. Our main contributions ca to solve the bandwidth bottlenecks that exceed the pergenta
be summarized in three aspects: 1) We proposed POIRN  of the oversubscribed factor when a number of hosts in a pod
BP which enables bundled ports by changing the physical inwould like to communicate with hosts in other pods [29]. How-
terconnection, which does not only save cost and power corever, these kinds of topologies also have disadvantagesy Th
sumption by reducing multicast transceivers, but furtbardr  are expensive, have complex wiring, and consume significan-
power budget for transmitters by reducing the number of int power. Other proposals enabling optical technology sisch a
put/output ports for the coupler fabric; 2) We explored the ben-c-through and Helios leverage optical circuit switch taad
efits of bundled ports introduced by POXWP-BP which pro- traffic from traditional electrical network. The drawback is rel-
vides much more flexibility in certain scenarios, thus impro atively longer reconfiguration time and circuit visit delayn-

ing channel #&iciency for both biased and unbiasediiig and  other relevant work is the work in [15], where all-opticallso

3) We proposed a new DCN structure called Sandwich Tredjons based on AWGR combines the distributed all-optical to
where POXNMMP and POXNMP-BP are alternatively placed ken (AO-TOKEN) and the all-optical NACK (AO-NACK) tech-

in different network tiers; therefore, the total facility cost andnologies to achieve collision-free transmission. The twaim
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disadvantages are the high latency caused by the retransmigs]
sion of denied packets Hiered in the host kier and the high
hardware cost caused by the wide usage of expensive active e
ements, such as FPGA and RSOA. Another all-optical solution
[27] choose tunable transceivers anéfetient sizes of AWGR

to build a various sizes of DCN architectures. Due to the-rout [7]
ing characteristics of AWGR, the receivable wavelengtimfro

the specific input port of the AWGR to the specific output port [g]
of the AWGR can only belong to a certain wavelength group,
thus requiring an extra hop transmission. Compared to #ygse

e

proaches, Sandwich Tree applies broadcast-and-seléibifias [
for the POXNMP or POXNMP-BP to well support for various  [10]
traffic patterns such as unicast and multicagfittawhile lever-

aging electronic switches between two levels of P@QMR and 1)
POXN/MP-BP to forward tréfic to the destination rack or pod.
Elimination of certain levels of electronic switches dieaily
reduce the power consumption and facility cost. (12]
6. Conclusions [13]

The work described in this paper has addressed the issue of
building a cost- and powerfiicient DCN capable of handling
dynamic trdfic patterns. Many designs are focused on building
new DCNs using electronic switches and active optical switc [15]
es. However, the former of these is ffieient in either cost
or power consumption, while the latterfiers slow configura- [16]
tion times and high hardware costs. Furthermore, both elec-
tronic switches and optical switches arefiigent by nature
when transmitting multicast and broadcastftca which pre- 171
vents them from adapting to dynamic DCNfira patterns.

In this paper, we propose a new DCN architecture, callegis)
Sandwich Tree. The introduction of POXMP-BPs allows the
structure to handle a certain number of switches witfedént
types of ports that facilitate tfidc aggregation. Moreover, the
Sandwich Tree using POXNIP-BPs topologies significantly
reduce hardware costs and power consumption compared to tFél
Sandwich Tree using POXNIPs topologies and traditional fat
tree topologies. Furthermore, a new algorithm is proposed f 2
the MCBDAP, which further improves the channdli@ency
by reducing tuning and mismatch time. The new algorithm out{22]
performs the previous algorithm in all scenarios, esphcial
cases of biased ffiéc.

Our simulation results demonstrate that the Sandwich Tref3]
has better network performance than the Sandwich Tree using
POXN/MPs only in multi-tier networks in terms of ETE delay
and normalized throughput for unbiased and biasetidra

(19]

[24]
(25]
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