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Abstract

Recent advancements in low-power, low-cost, miniaturized sensor technology have pro-

pelled wearable electronics into the mainstream. Wearable devices like smartwatches,

smartglasses and other smart clothing are now commonplace, finding applications in

health and fitness, sports analytics, personnel tracking, and human computer interfaces.

Many of these systems, however, are consumer oriented, with closed environments and

limited access to sensor data, greatly restricting their use as exploratory tools for ex-

perimenters and researchers. Some research devices exist but are often expensive and

limited in what they offer. In this work, we describe the development of a novel wearable

sensor platform targeted towards researchers, developers, and hobbyists, that attempts

to overcome many of the limitations of existing systems while adding new features to

improve and simplify experimental designs. Following a clear set of guidelines, the sys-

tem was built, validated, and tested in a real-life experiment to assess its effectiveness

and ease of use. The developed platform consists of small 35x25x15mm nodes each con-

taining an nRF52 Bluetooth microcontroller, IMU sensor, and small LiPo battery. Two

additional input and output nodes allow external devices and sensor connections. The

nodes communicate wirelessly with a central hub using Bluetooth 5, sending raw sensor

data, which is then visualized and analyzed using a graphical software interface.
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Chapter 1

Introduction

1.1 Advances in wearable technology

Over the past decade, the rapid innovation in sensor technologies coupled with the ever-

growing needs of the smartphone market has resulted in the development of miniaturized,

low cost, low power, embedded sensors for a variety of uses. For example, a single

smartphone, the Samsung Galaxy S10 released in 2019, sports an entire sensor suite,

from motion and light sensors, to an ultrasonic fingerprint scanner and a heart rate

monitor, in addition to the more traditional camera and microphone sensors [1].

The availability of such sensors has birthed entire new technology sectors such as the

Internet of Things or IoT, which relies on wireless embedded sensor networks to digitize

and connect the virtual world with the real one. Sensors play a large role in enabling

IoT as it allows such devices to record many real world parameters to be later used for

analysis [2]. Home automation is a subset of IoT which uses a sensor network deployed

in a home to automatically control various aspects of the house based on sensor data

analysis. For example, passive infrared sensors are often used to detect room occupancy

and control lighting accordingly, smoke and gas detectors can detect gas leaks, while
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security oriented devices such as glass break sensors and motion sensors can detect

intruders [3].

Another subset of IoT that has found great success in the past few years is wearable

technology or simply “wearables”, which benefit from the continuation of sensor minia-

turization and accessibility. Wearables are electronic devices that are small enough to

be worn on the human body or integrated into regular clothing items [4][5][6][7]. These

systems use embedded sensors to collect data from the wearer and extract useful infor-

mation related to the person’s fitness, health, position, environment and many other

parameters, opening such systems to be used in a variety of applications and a number

of emergent fields. The first wearable product to find commercial success was the Fitbit

released around 2009, this rubber band used an embedded inertial measurement unit

to measure its wearer’s motion and estimate their step count and energy expenditure

[5]. Over the following years, many consumer electronic companies released their own

wearable devices from fitness trackers and smart watches such as the Samsung Gear

(2013) [8] and Apple Watch (2014) [6], to smart glasses such as the Google Glass (2013)

[9], and Virtual/Augmented Reality headsets like the Microsoft HoloLens (2016) [10].

This explosion in wearable sensor technologies offers new insights that was previ-

ously inaccessible in many applications and fields related to human monitoring and

human computer interaction. With such sensors, it is now possible for the first time to

measure human experiences continuously, completely wirelessly and without impeding

the wearer’s activity [4][7].

1.2 Applications of wearable sensors

One of the largest applications of wearable technology is fitness and healthcare [11][7].

The nature of wearables allows the use of sensors in close proximity to the human body
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and sometimes in contact with the skin. Such placements are ideal for health-related

sensors that can measure a wide variety of biological signals such as the motion of the

body, skin temperature measurements, skin oxygen saturation, and electrical biosignals

such as ECG for cardiovascular information, EMG for muscle activity, and EEG for brain

activity among many others. These measurements can then be used to extract important

information about the wearer’s health and fitness levels. Most modern smartwatches

contain a number of these sensors and provide the user software interfaces to monitor

and keep track of their health and fitness over time [5][6][8].

In addition to consumer oriented applications, the miniaturization of clinical grade

biosignal sensors has allowed health monitoring not only for in- and out-patients, but

also for the general public with preemptive telehealth monitoring (and eventually care)

[12]. One such example is the Apple Heart Study [13] developed in partnership with

Stanford University to detect and report atrial fibrillation and other heart conditions in

Apple watch wearers.

Many of these same sensors have made their way outside of the healthcare domain

finding uses in professional sports training. Coaches and athletes are looking to monitor

their training and characterize and evaluate improvements. Multiple companies such as

Polar and Catapult offer solutions for hockey, soccer, and other team sports that use

IMUs, GPS receivers, and heart rate sensors to provide a network of sensors for real-time

player tracking and sports analytics [14][7].

Human Computer Interfaces are another prime application for wearable technolo-

gies. Modern Virtual and Augmented Reality systems have head mounted displays with

inward and outward facing sensors and controllers, which use a combination of IMUs,

cameras, infrared receivers, and capacitive touch sensors among others, capturing the

user’s body movements, hand gestures, and even face and eye motion, to build immersive

gaming experiences as well as telepresence and telecontrol applications [15][7].
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A number of emergent fields have also found great benefit from the use of wearable

technologies. From physiological and situational awareness systems for military and

search and rescue operations [16], to keeping track of miner’s health, condition, and

location during mining operations [17][18], and even tracking the health and location of

cows for the cattle industry [19].

1.3 Wearable sensor evolution

As new sensor modalities and form factors continue to emerge, the wearables field is

bound to keep expanding. And as with many new technologies, much still needs to be

discovered in regards to the potential of wearable technologies, their applications, and

role in society. Current wearable systems are mostly focused on end-user applications,

with most of the research and development for these product conduced behind closed

doors. As such, the knowledge of wearable and sensor development is not often shared

between developers, while public researchers and hobbyists are constrained to design

and build their own systems from scratch.

In recent years, some researchers have leveraged these advancements in technology

to develop new sensor platforms with specific applications in mind [20].

The Nightingale V2 [21] (developed at IMEC Netherlands) is a Bluetooth multi-

sensor platform incorporating a number of bio-signal sensors including ECG, Bio-

impedance, PPG, motion and heart sounds sensors, and targeted towards synchronous

multi-parameter sensing in health monitoring applications.

NETWIS [22](developed at the University of Bologna and ETH Zurich) is a wire-

less sensor network consisting of multiple small motion sensing Wireless Inertial Sen-

sor (WIS) devices which communicate wirelessly to a gateway using custom protocols,

promising high scalability and synchronization for full body motion detection applica-
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tions.

BlueSense [23] (developed at the University of Sussex) is a real-time, low power,

extensible wearable platform targeted towards full body motion sensing. It is based

around an ATmega microcontroller and contains an Inertial Measurement Unit and

various methods of data logging including an on-board SD card, Bluetooth and USB

interfaces.

However, for many others, designing and building a sensor platform from the ground

up is often times outside the scope of the research.

During this technology’s growth stage, it is vital for developers to experiment and test

new ideas for novel transducer designs, form factors, body locations, wireless protocols,

and sensor data analysis. This can be clearly seen in the design of commercial wearable

devices such as Photoplethysmography (PPG) wristbands [24], which are constantly and

rapidly evolving with each iteration of the product to accommodate the highly dynamic

environment that is the human body.

It becomes thus clear that there is a need for a solution offering researchers and

developers in various fields an environment to rapidly experiment and enact changes,

with support for a wide range of sensors, rapid changes in sensor design and open data

for in-depth analysis. While most consumer products remain largely closed to experi-

menters, with only barebone APIs and offering little control [25][6], a small number of

companies have released wearable and sensor products with a focus towards the research

market and experimental design.
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1.4 Review of current systems

Many wearable devices currently exist on the market from consumer oriented products

to research focused devices. In this section we review five popular system and summarize

our findings in Table 1.1.

Perhaps the most recognizable wearable currently on the market is the Apple

Watch. This smartwatch, introduced by Apple in 2015, offers a wide range of fea-

tures in a compact and sleek design targeted towards the general public. The new

generations of the device have included a suite of sensors from motion and light detec-

tors to optical (PPG) as well as electrical (ECG) heart monitors [6]. This has allowed

the watch to offer additional features to its users from fitness applications that measures

and compares heart rate levels, to full on medical uses by collecting ECG information,

all without the need for external devices such as smartphones or computers for analysis.

Although useful for many applications, the quality levels of these sensors, as well as

the inability to extract the raw data from the device makes it less than ideal for most

research studies.

The Finnish company Polar has been in the wearables market for the past four

decades with their release of the first wearable heart rate monitor in 1982 [26]. To-

day, they continue to produce smartwatches with optical heart rate monitors, but are

perhaps more famous for their high accuracy ECG chest straps for fitness and training

applications [25]. However, similarly to the Apple Watch, these devices are targeted

towards the consumer market, and provides little in terms of access to the raw data,

opting instead to send simple heart rate measurements every few seconds to the user’s

mobile device.

The Empatica E4 wristband moves away from the consumer market and promises

clinical quality data to researchers interested in capturing real-time wrist based phys-
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iological data. It features sensors for measuring heart rate, motion, temperature, as

well as Galvanic Skin Response (GSR), in a simple wristband form factor [27]. Unlike

its consumer counterparts, the E4 allows researchers to access its raw data, for more

in-depth analysis. However, it’s research-oriented nature comes at a fairly high price

markup compared to similarly capable devices, making it inaccessible for many users.

The BioRadio is another wearable research device focused mostly on biomedical

measurements. With internal motion sensors, and four biopotential channels, the Bio-

Radio is ideal for taking high resolution measurements of electrical parameters such as

ECG, EMG, and EEG [28]. The system also supports additional plug-in sensors such as

respiration and blood pressure through a custom interface. Although technically wear-

able, the BioRadio is large and heavy compared to other systems with a form factor of

a small phone and meant to be clipped on the waist. This, in addition to its long sensor

wires can restrict the motion of its wearer making it cumbersome for many applications

requiring some level of dexterity.

The Shimmer3 is a wearable sensor platform targeted towards researchers and aca-

demics offering a selection of small units with different sensors, including IMU, ECG,

EMG and GSR sensor units [29]. A software solution called Consensys allows the re-

searcher to then collect data from the various units with the ability to stream from up

to 7 devices concurrently. The devices are reasonably sized at 65 x 32 x12 mm, allowing

them to be strapped to various limbs without much impact on the wearer. However,

similar to the previous research devices mentioned, the price of the Shimmer3 system

makes it prohibitive to many hobbyists and small scale researchers.
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1.5 Limitations of current systems

As diverse as these systems are, they all possess a number of limitations that hinder

their use in many experiments and applications. These limitations, related to the form

factor, sensor selection, and other design decisions, severely limits the flexibility of these

systems and restricts their use to a select number of situations.

Monolithic: Most of theses systems have a monolithic design with all the sen-

sors enclosed in one case. This simplifies the complexities of the system for both the

manufacturer and the user. However, such a design is only capable of measuring sen-

sor information from one location on the body, or requires a number of external wired

connections to reach the desired sensing areas. A monolithic design disqualifies any ex-

periment that requires collecting various parameters from distant parts of the body, or

at the very least inconveniences the user by requiring cumbersome wired connections.

Form factor: Size and form factor are highly important in wearable systems as this

directly dictates the location at which the device could be placed as well as the type

of activities possible while wearing the device. The smaller a wearable device is, the

more versatile it becomes, allowing it to be placed on the body without impeding the

wearer’s motion or affecting their comfort. This is particularly important for continuous

applications like monitoring sleep or when the wearer needs to retain full range of motion

for training and fitness applications. Miniaturization comes with a number of inherent

drawbacks like small battery life and relatively low range, however for many applications

and experiments, a small form factor is an essential prerequisite.

Sensor selection: The wearable system’s sensor selection often defines its uses and

the applications it might be suitable for. Modern systems incorporate multiple sensors

that can record multi-parameter data concurrently. However, sensor development and

prototyping can sometimes be just as vital to an experimental setting as the development
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of the entire system. Unfortunately, many of these systems do not allow that level of

customization, and are incapable of interfacing to the developer’s custom sensor solution,

reducing the amount of control over the types of experiment that can be conducted.

Developers are thus limited to the sensors offered by the manufacturer and are incapable

of making modifications to the sensor’s internal configurations.

Limited data: An issue more prevalent in consumer oriented devices is the limited

access to the raw data collected by the sensors. The data collected by consumer wearables

is often made hard or impossible to access by the user, who might only be given access

to a heavily processed version, giving them a simple high level overview. A common

example can be seen in heart rate chest bands, which although collects rich ECG data,

only exposes a simple Heart Rate number every few seconds. The severity of this problem

varies between devices: while some do not expose any data at all, opting to send it

directly to the cloud for analysis, others offer limited APIs to collect simple processed

data, and more research oriented systems allow users to collect the raw data or lightly

processed versions of it.

Cost: While consumer devices are lacking when it comes to sensor selection and

access to data, it has a large advantage over research devices when it comes to cost. Many

research wearables cost thousands of dollars, which excludes small research groups and

hobbyists from the list of potential users. This is a major oversight of current systems

since such groups are instrumental in the exploration of new ideas and the development

of innovative systems.

Features: There is also a distinct lack of features that would seem to be important

from an experimental point of view, such as a feedback system that would not only allow

real-time data collection but also real-time feedback through actuator devices such as

motors, lights, sound, and haptic feedback devices. Or a way to synchronize data from

external devices such as video cameras in order to overlap sensor data with video footage,
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providing even more insight into the conducted experiments. Such ideas with a focus

on experimental design and device development could thus provide an additional layer

of integration to custom and third party devices.

1.6 Purpose

The purpose of this research is to build a wearable sensor platform that overcomes the

limitations of many of the devices currently on the market and offers a new alternative

for hobbyists, researchers, and developers looking to rapidly setup experiments and

explore data from a variety of traditional and custom sensors. The system should not

be application-, sensor-, or location-specific, focusing instead on a distributed, modular

approach, giving the user control over the sensor modality, position, and configuration.

Additionally, as one of the most crucial aspects of wearables, the system should be

designed to be as small and lightweight as possible, reducing the effects on the wearer’s

comfort and range of motion. Finally, to appeal to a broader audience, we will design

the system to be easy to use and configure, with a simple and intuitive user interface

that allows users to easily setup and record new experiments.



Chapter 2

Thesis Overview

2.1 Guiding Principles

• Distributed: to measure multiple independent parameters simultaneously.

• Modular: to allow various configurations and versatile positioning on the body.

• Extendable: to allow the use of many sensor modules including custom designs.

• Small and lightweight: to be placed on the body without interfering with the

wearer’s range of motion or comfort levels.

• Easy to setup and modify on the spot: ideal for rapid experimentation and

exploration.

• Raw sensor data: with timestamps and headers, and a simple file storage for

streamlined analysis.

• Low latency for real-time communication: to allow the potential for feedback

loops and detect events as they occur.

• Simple and intuitive: graphical user interfaces and user experience with simple

one button operation.
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2.2 System Description

Figure 2.1: Overview of the system, including the nodes, hub, and PC application.

Based on those guiding principles we have built a complete distributed sensor plat-

form, consisting of wireless sensor modules called nodes, a central network router called

the hub, and complemented by a comprehensive computer application with a number

of advanced software features. Each of these three subsystems play a central role in the

operation of the platform.

The nodes are small and lightweight wearable devices, each containing a microcon-

troller, Bluetooth radio, small lithium polymer battery, as well as a sensor, and act as the

source for data collection. The nodes collect data independently from one another and

sends it in real-time to the central hub through a real-time, high-throughput Bluetooth

transmission link.

The hub’s main role is to receive and buffer the data sent by the nodes, creating a

sensor network with a star topology. Other than controlling the network by connecting

to, synchronizing, and communicating with the nodes, the hub also acts as an interme-
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diary between the sensor network and computer software operated by the user through

a USB interface. This bidirectional communication allows the sensor data to be passed

to the application for processing and storage, while also giving the user control over the

network.

The computer application is an easy-to-use multipurpose software with a graphical

interface that allows the user to monitor and control the network remotely. It offers

all the tools necessary to collect data and record experiments including real-time sen-

sor data visualization and plotting, data processing and storage, multi-camera sensor

synchronized video, among others.

Building such a solution required multidisciplinary work, from hardware to soft-

ware to mechanical design. Since everything had to operate according to our guiding

principles, each component was designed from the grounds up. The custom hardware

design including electronic design, Printed Circuit Board (PCB) layout, chip selection,

and programming interface were all designed to minimize footprint. While the firmware

was modified and extended to operate as a bidirectional low-latency, high-throughput

network with additional features like node synchronization. The computer application

design focused on ease of use and provided practical tools for experimenters through the

use of robust frameworks and software libraries. And finally, a careful mechanical design

was necessary to retain a small wearable form factor while adding a modular connection

system and physical robustness.
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2.3 Accomplishments

1. Conceptual design of a distributed sensor platform for wearable instrumentation

and sensor exploration.

2. Designed and built hardware including electronics, PCB layout, and board assem-

bly for both sensor nodes and receiver hub with features such as:

• Very small 13 mm by 18 mm board footprint. (node)

• On board IMU sensor. (node)

• Low profile connector-less programming interface. (node)

• Green and red indicator LEDs for status information. (node)

• Analog node variant with two 12 bit ADC channels supporting up to two

external analog sensors.

• Output node with two digital outputs for controlling external digital devices.

• Concurrent charging circuitry for five nodes. (hub)

• Programmer board for flashing firmware.

3. Designed and coded sections of the firmware running on the nodes and hub to

provide basic runtime operations and sensor network features such as:

• Bidirectional Bluetooth communication.

• 250 Hz sensor sampling.

• On-board buffering.

• Synchronization.

• Sub 100 ms latency, high throughput data transfer.
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• Bidirectional USB computer/hub communication interface.

4. Designed and built a computer application to communicate with the sensor network

and provide features such as:

• Simple and easy-to-use graphical user interface.

• Data processing and storage in CSV or TXT format with proper headers.

• Real-time data visualization and plotting thanks to close integration with the

KST open source software.

• Multi-camera synchronized video recording thanks to close integration with

the OBS open source software.

• Command sequence tool to create custom sequences controlling the Output

node remotely with event scripting.

• Trigger feature to execute specific commands automatically.

• Easy-to-use automated software installer and updater.

• Cloud integration with data file upload, in-browser visualization, and remote

download.

5. Designed, modeled, and manufactured all mechanical aspects of the system includ-

ing:

• 3D printed node enclosure with high resilience, minimalist form factor, and

LED light guides.

• Compact 3D printed hub enclosure with USB port, external dipole antenna,

and five docking stations for recharging and storing the nodes.
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• Innovative connection system using Pogo-style connectors along with small

neodymium magnets, used for recharging and attaching to anchor points on

the body.

• 3D printed anchor points offering a versatile platform to attach the nodes

anywhere on the body, including shoe lace anchors, strap anchors, and custom

sensor modules.

• Connection modules of different variations to interface with custom user ana-

log sensors or output digital devices.

6. Validated the system’s performance by running a number of test to ensure high

reliability and detect potential issues in areas like:

• Synchronization accuracy.

• System range.

• Data loss.

• Physical robustness.

• Magnetic connection strength.

• Charge and discharge times.

• Application bugs and compatibility.

7. Independent assessment of the system usability and performance by third party

experimenters which used it in a real-world setting.

8. Analyzed the independently recorded data to look for behaviour patterns and

extract meaningful information, showcasing an example of potential uses of the

system.



Chapter 3

Hardware

There are two main hardware subsystems: the Node (and its variants) and the Hub.

When designing the hardware of such a system, many parameters have to be taken into

consideration, from physical factors such as weight and size to radio communication

technologies and battery life. These requirements guide everything from the selection of

electronic components to the layout of the PCB.

3.1 Node

The term “wearable” is often used to describe electronic devices that can be worn on the

body comfortably without impeding the actions of the wearer. In order to be considered

wearable, the nodes have to be lightweight with a very small form factor. However bene-

ficial, reducing the overall size of the node has large implications on the electronic design.

Since the largest component in wearable and portable devices such as smartphones and

smartwatches is often times the battery, reducing the size of the node restricts the design

to smaller less powerful batteries, which in turn affects operation time, power usage, and

the choice of wireless technologies. For these reasons, Bluetooth was found to be the
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most suitable wireless communication method between the nodes and the hub due to its

low power consumption and small physical footprint. Each of the nodes is comprised of

a few core subcomponents: a microcontroller, a radio, and power management circuitry.

In addition to these, the IMU Node has an Inertial Measurement Unit (IMU) sensor for

motion sensing, and the Output Node has an output driver board to control external

devices.

Figure 3.1: The populated Node board with core components highlighted.

3.1.1 Microcontroller

There are a wide selection of Bluetooth microcontrollers on the market that are all

suitable for this application. The MBN52832 by Murata [30] based on the NRF52

[31] microcontroller series by Nordic Semiconductor was chosen due to having support

for the latest version of Bluetooth 5, its small size at 7.4 x 7.0 x 0.9mm, integrated

radio transceiver and on-chip Bluetooth antenna, as well as an extensive Bluetooth API

and large amount of documentation and supporting material. This microcontroller also

requires minimal external circuitry to operate, reducing its overall footprint even further.

The NRF52 microcontroller is built around an ARM Cortex-M4 CPU running at 64MHz,

with 512KB of Flash memory and 64KB of RAM [32], sufficient for recording, storing
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and transmitting sensor data at high sample rates. Additionally, the microcontroller

supports all communication interfaces required with UART for serial communication,

I2C for the IMU sensor, and a 12bit Analog to Digital Converter for the Analog Node.

3.1.2 Power Management

In order to power the node and still maintain the size requirement, a very small 40mAh

Lithium Polymer (LiPo) battery was chosen, occupying a small volume of 12 x 16 x 5mm

and weighting about 2 grams. To reduce and regulate the 3.7 volts from the battery

to the 3.3V required by the microcontroller an AP7312 [33] Linear Drop Out (LDO)

regulator was used. The enable pin of the regulator was also connected to a MAX16054

[34] switch controller and a flat momentary button that acts as an ON/OFF switch for

the whole node, allowing the system to be reset or turned off when not in use. Finally,

a small voltage divider circuit measures the battery voltage level through one of the

microcontroller’s analog pins.

3.1.3 LED Indicators

Each node possesses two small surface mounted green and red LED indicators hooked

up directly to the microcontroller’s digital output pins and programmed to relay status

information to the user.

3.1.4 Node Variants

There are three node variants, all containing the same core components: the NRF52

microcontroller, power circuitry and battery. However, each has additional circuitry to

accommodate its function.
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IMU Node

To measure linear acceleration and angular rotation, the IMU Node contains the

LSM6DS3[35] Inertial Measurement Unit from STMicroelectronics[36]. This system-

in-package chip contains a 3D accelerometer and a 3D gyroscope for capturing motion

in 6 degrees of freedom. Its low power consumption, fast sampling rate (up to 1.6 kHz),

very small footprint (2.5 x 3.0 x 0.83mm), and I2C support made it an ideal sensor for

use in the IMU Node.

I2C

Microcontroller
NRF52832 LiPo Battery

3.7V
40mAh

LDOPower
Controller

Power Circuitry

Indicator LEDs Power Button

Programming Interface

IMU Node

Inertial
Measurement

Unit

Figure 3.2: Diagram of the IMU node variant with added I2C circuitry for the Inertial
Measurement Unit.
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Analog Node

The analog node has no additional components on board. Instead, two of the microcon-

troller’s analog input pins, along with two sets of power and ground pins, are connected

directly to an external connector. These 6 pins can then be accessed externally by the

user through the connection modules which allows the connection of external active and

passive analog sensors to the system. The microcontroller’s 12 bit Analog to Digital

Converter (ADC) digitizes the analog input and incorporates it into the wireless sensor

network.

2x Analog Channels

Microcontroller
NRF52832 LiPo Battery

3.7V
40mAh

LDOPower
Controller

Power Circuitry

Indicator LEDs Power Button

Programming Interface

Analog Node

External
Connector

Figure 3.3: Diagram of the Analog node variant which contains an external connector with
two analog channels, power, and ground pins.



3.1 Node 23

2x Outputs

Microcontroller
NRF52832 LiPo Battery

3.7V
40mAh

LDOPower
Controller

Power Circuitry

Indicator LEDs Power Button

Programming Interface

Output Node

Dual Motor
Driver

External
ConnectorExternal

LEDs

Figure 3.4: Diagram of the Output node variant which contains external red and blue LEDs,
a dual motor driver board, as well as an external connector with two digital outputs, power,
and ground pins.

Output Node

Unlike other variants, the output node does not record any sensor information from

the environment, instead it outputs information into the world by controlling up to

two external electronic devices. Such devices include LEDs, buzzers, relays, motors,

actuators, haptic feedback devices, TTL systems, and any other devices that can operate

with a 3.7V power input. The simplest way of controlling such devices would be to

directly connect them between the node’s ground and one of its programmable digital

output pins. However, this was soon revealed to be unsuitable due to a 30mA maximum
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current draw limit from each pin. To remedy that, a dual motor driver board based on

the DRV8835 by Texas Instruments [37] was used. This allowed the addition of external

power sources, permitting devices to draw current directly from battery or from up to

11V of a user connected external power source. Similar to the Analog Node, an external

connector on the back allows the user to connect custom devices using one of the various

connection modules. The two connected external devices are color coded red and blue

with the Output Node incorporating two additional indicator LEDs used to keep track

of the status of each device.

3.1.5 Electronic Design

Once all the components for the node have been chosen, the system schematics were

drafted. The reference designs provided by Nordic Semiconductor for the microcontroller

and the application designs for each of the subcomponents were used as a baseline for

the design. Some schematic component models were retrieved from online repositories

such as SnapEDA[38] while others had to be custom designed following the component

datasheet. After the addition of passive circuitry with bypass capacitors and pull-up

resistors for the data lines, the subcomponent interconnections were implemented and

verified before moving on to the PCB layout design.
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Figure 3.5: Schematics of the node’s electronic design. U1: Power controller, U2: LDO, U3:
Microcontroller, U4: IMU sensor, J1: Programming interface.

3.1.6 Layout and Board Design

The layout for the node circuit board was similarly implemented with a few key require-

ments guiding the design. Due to the node’s size restriction, the board footprint had to

be as small as possible, using the smallest possible components and smallest connection

traces allowed by the PCB manufacturer. However, since the boards were to be assem-

bled by hand, the components had to still be large enough to allow for hand soldering.

To accommodate that, most passive components like resistors and capacitors were cho-

sen to be of a standard surface mount size of 0402mm. As for the larger active ICs, the

smallest available package was chosen while avoiding Ball Grid Array (BGA) packages
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which are more difficult to solder by hand. Apart from size restrictions and ease of as-

sembly, it was important that the first stage prototypes be inexpensive to manufacture.

Thus the design was limited to a two layer board and by other restrictions on the lower

cost prototype service offered by the manufacturer, including trace widths and “via”

diameters among other things. Finally, even with these restrictions, the board had to

have enough exposed pins for battery, serial, analog, I2C, debugging and programming

to allow for certain functionalities and testing.

Figure 3.6: PCB layout design of the node.Left: 2D traces corresponding to the different
PCB layers. Right: 3D representation of the board.

3.1.7 Programming Interface

One such important set of pins is the programming interface used to flash firmware ap-

plications onto the microcontroller. Two of the most widespread programming interfaces

supported by the microcontroller are the Joint Test Action Group (JTAG) and Serial

Wire Debug (SWD) standards [39]. SWD was chosen due to its minimal requirement of
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only four pins: power, ground, Serial Wire Clock (SWCLK), and a bidirectional Serial

Wire Data (SWDIO). With these four pins, the microcontroller can then be connected

to an SWD programmer such as the J-Link by SEGGER [39] and programmed by a

computer through USB.

In addition to the SWD pins, a UART serial interface with three pins: TX, RX and

RESET were exposed, to allow for a simple method of communication between the com-

puter and the microcontroller after flashing. This was used as a secondary programming

interface with Arduino as well as a way to relay runtime debugging information.

Physically, these pins only need to be connected to external devices during program-

ming, debugging and testing. A permanent connector, such as a micro USB, which

would not be used after the development stages would uselessly occupy a large space

on the board, greatly increasing the size of the nodes. For this reason, we explored

multiple temporary interface solutions including temporarily soldered header connectors

and board sections that could be cut off after initial development.

The most suitable solution was found to be the Tag-Connect [40] system that allows

for ten flat pogo-style pins contact pads to be used as a temporary wired connection.

Its reusability, minimal footprint, flat surface, and cost made it the ideal candidate for

this project.
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Figure 3.7: The Tag-Connect[40] connection system used for the programming interface. It
uses pogo-style pins for communication and power, and three guiding rods to align properly.

3.2 Hub

As the name implies, the hub is the central unit to which all the nodes connect to. It

occupies three main roles in the system, each with corresponding circuitry and compo-

nents. First, it acts as a wireless receiver, collecting sensor data sent from the nodes.

Second, it is the interface between the nodes and the computer software. Third, it is a

charging and storage station for the nodes.

The hub is a stationary wired unit without the stringent size and weight restrictions

of the nodes, resulting in fairly different design decisions, such as a large receiver antenna

and a wired USB connection for data transfer and power. Unlike the electronic design

of the nodes which was built from the ground up, the hub incorporates an off the shelf

microcontroller board alongside a custom built one. Without size restrictions, incorpo-

rating a prebuilt component greatly accelerated development and provided features out

of the box that would otherwise need to be reimplemented.

The Bluefruit Feather board by Adafruit [41] was chosen for this role as it incorpo-

rates many of the same core components found in the nodes, including a microcontroller
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Figure 3.8: Diagram of the Hub including the off the shelf Adafruit Feather, as well as the
custom charger board with five node chargers.

based on the same NRF52832 architecture, the MDBT42 by Raytac [42]. This ensured

that the same codebase could be used across devices without modifications while still

benefiting from the MDBT42’s upgradable antenna. In addition, the Feather board

comes prebuilt with a micro USB connector as well as a Serial-to-USB chip, simplifying

the communication interface between the hub and the computer.
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3.2.1 Wireless Receiver

The hub is the central unit in the Bluetooth sensor network. By using a microcontroller

based on the same NRF52832 chipset found in the nodes we ensure that both subsystems

have the same Bluetooth 5 implementation and reduce any chances of protocol incom-

patibilities. Since size is not a constraint for the hub, a large dipole antenna was added

to dramatically increase the range of the sensor network. This was done by replacing the

external chip antenna found on the Bluetooth module by a u.FL connector, connected

to a 2dBi dipole antenna through a u.FL to RP-SMA pigtail.

3.2.2 Computer Interface

As a mediator between the sensor network and the user, the hub has to communicate

with the computer software to interchange data, user commands, status information,

and general debug messages. This is done through the CP2104 USB/UART bridge by

Silicon Labs [43] found on the Bluefruit Feather board. This IC bridges the UART pins

of the NRF52832 microcontroller on one side and the computers USB port on the other,

establishing a USB 2.0 interface between the two. And since the Bluefruit Feather board

includes a micro USB connector, a standard micro USB to USB cable is used to connect

the hub to the computer.

3.2.3 Charging Station

Aside from its role in the sensor network, the hub also doubles as a charging station for

the nodes. To achieve that, in addition to the Bluefruit Feather board, the hub contains

a custom made charger board populated with five BQ2404 Lithium Polymer battery

chargers from Texas Instruments[44]. Each charger is rated at 1 Amps which is capable

of charging the node’s batteries in less than an hour. The chargers are fed directly from
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the USB power input into the hub.

3.2.4 Electronic and Board Design

The schematics and layout for the hub were designed similarly to those of the node.

However, since this board operates in conjunction with the Bluefruit Feather, it is much

simpler in design as it only contains the five chargers and corresponding circuitry. Two

additional components were also incorporated into the design which was only populated

on a single board exemplar that acted as a development unit. A UART/USB bridge

(CP2104 similar to the one found on the Bluefruit Feather) with a micro USB connector

was added along with connector headers for the programming interface which was used

to program and test the nodes during development. The programming interface is used

to connect the Tag-Connect cable between the node’s board and the J-Link programmer,

the micro USB and UART/USB chip then bridges the node’s board to the computer’s

USB port for Arduino development and runtime debugging. The straightforward design

and lack of size restrictions allowed for a much simpler one layer board layout, simplifying

manufacturing and assembly.

3.2.5 Manufacturing and Assembly

To reduce manufacturing complexity and cost, the board designs for a complete system

were combined onto a single board, with one hub layout surrounded by five nodes with

so called “mouse-bites” breakaway bridges in between each design. Ten boards were

then manufactured and shipped by PCBCart [45] over the course of 10 days. After

delivery, the various components and ICs for three complete systems were purchased

from DigiKey [46] and assembled and soldered by hand.
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Figure 3.9: Schematics of the hub’s electronic design. U5, U7, U8, U10, and U11: Chargers,
U9: LDO, P3-7: Charging pins. There are also components used only on the programmer
board including U6: Serial-USB bridge, PROG and SWD: Programming headers.
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Figure 3.10: Final PCB layout incorporating both the node and hub for manufacturing, with
“mouse-bites” for easy removal. Left: Layout design. Right: Resulting PCB manufactured by
PCBCart.



Chapter 4

Firmware

As a microcontroller based on the ARM architecture, the NRF52832 supports a multi-

tude of compilers and software frameworks including one for the Arduino ecosystem [47].

As a framework focused on rapid prototyping, Arduino greatly simplifies and accelerates

the initial firmware development by providing a simple and easy to use Integrated Devel-

opment Environment (IDE) along with a wealth of third party libraries, documentation,

and support.

4.1 Firmware Stack

The Arduino support is enabled by a software stack provided by Adafruit and consisting

of multiple software layers. The lowest layer in the firmware stack is the SoftDevice

S132 by Nordic Semiconductor [48]. This layer consists of the bootloader required to

initiate program execution, the System-on-Chip libraries which deals with the low level

functionalities of the microcontroller, as well as the Bluetooth 5 Protocol Stack that

includes libraries for controlling the Bluetooth radio. On top of this layer, and com-

municating through API calls, resides FreeRTOS [49], a free real-time operating system
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Figure 4.1: Firmware stack layers. Each layer builds on the one below it and goes from the
lowest level code at the bottom of the stack, towards the user application at the top.

for microcontrollers. FreeRTOS adds the ability to run threads and interval timers and

is essential for Arduino operation. Support for the Arduino IDE and functions is then

provided by the core Arduino library stack, which includes libraries for serial communi-

cation, I2C protocols, delays, I/O controls, and others. In addition to the Arduino core

libraries, the firmware stack includes a third party library called Bluefruit52 provided by

Adafruit [50], that abstracts many of the Bluetooth functionalities and provides a much

more simple and user friendly API to execute Bluetooth commands such as connect,

scan, write, and read. Finally, at the top of the stack runs the user defined Arduino

application, dictating the high level operation of the program. It is where most of the

custom software is written and is the only part that varies between the different devices

in the system.

4.2 Firmware Modification

During development, some sections of the firmware stack had to be modified to better

fit the scope of the project. Such modifications were heaviest near the top of the stack

as most missing features could be implemented with API calls, and without modifying
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much of the underlying codebase. The bootloader, containing the SoftDevice S132 stack,

was provided as a .hex binary file and had no option to be modified. Regardless, there

was little reason to modify it as much of its functionality was required as is. Slight mod-

ifications were required to the FreeRTOS layer of the stack, mostly to the configuration

files. These changes increased the tick rate of the system from 1kHz to 32kHz providing

higher resolution timers and resulting in more accurate Bluetooth transmission intervals.

Since many desired functionalities were missing from the Bluefruit52 library, ad-

ditional code was added to support features like the ability to change the Bluetooth

Maximum Transmit Unit payload size, changing the Bluetooth Physical Layer settings,

reducing connection interval delays and other Bluetooth features and configuration pa-

rameters. In addition to the Bluefruit52 Bluetooth library, new third party sensor li-

braries had to be introduced to allow for specific sensor functionalities, including libraries

for the LSM6DS3 IMU sensor.

Finally, since the application layer is project dependent, it was created from scratch

for each for the nodes and hub to operate as desired. This layer includes functionalities

to interface with Bluetooth devices such as connection and disconnection, scan and

transmission data events, sensor interfaces to read data from sensor devices, as well as

peripheral operation functions to read the battery level, control the LEDs, etc.

4.3 Flashing Firmware

After writing the firmware source code, several steps were required to compile the code,

write it to the microcontroller’s flash memory and successfully boot and run the Arduino

program. Since the microcontroller’s flash is initially empty and contains no code, it is

impossible for the computer and Arduino IDE to detect or communicate with it. As

such, the first step in programming the microcontroller is to flash the bootloader. This
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is done through the Serial Wire Debug hardware interface with the aid of a J-Link

programmer. The programmer connects to the programming software running on the

computer through USB on one side and to the microcontroller through the SWD pins

on the other. The programmer then proceeds to copy the binary bootloader file to the

flash memory of the microcontroller. After a power reset, the bootloader code executes

and the microcontroller is recognized by the computer, ready to be programmed by

the Arduino IDE through a serial COM interface. Before compiling and uploading the

Arduino code, it is essential to modify the Arduino configuration files to include the

so called “Board Specific Definitions” and match the pins from the board’s hardware

design to the ones assigned by Arduino at startup, including the various input/output

pin and data lines such as I2C. The previous steps were only required the first time a new

microcontroller was programmed. Any subsequent programming can be done by simply

pressing the upload button in the Arduino IDE, this makes prototyping and testing easy

and fast, resulting in greatly accelerated development which is the primary advantage

of the Arduino ecosystem.

4.4 Node Firmware

The role of the nodes is to collect data samples continuously from the connected sensors,

compress and packetize it into a Bluetooth payload, and transmit it to the central hub at

preset intervals. The IMU and Analog nodes share similar firmware since their functions

are alike. The Output node, on the other hand, differs significantly both in its firmware

and the role it plays in the sensor network. The following section discusses some of the

key functions found in the node firmware.
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Figure 4.2: Flowchart of the node’s program. The yellow and blue circle represent the two
Arduino functions setup() and loop(). The orange diamonds represent the three main non-
blocking loops, including the SyncLoop, SensLoop, and BatteryLoop. The green rectangle
is an interrupt sent to the hub whenever data is ready to be sent, while the purple rectangles
are local interrupts that are triggered by hub events.
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4.4.1 Arduino Dependent

void setup ( )

The setup function is called at the start of any Arduino program. In the node,

the setup function is used to check for the sensor and initialize it, setup the

Bluetooth configuration such as name and transmit power settings, setup the

Bluetooth data structures and protocols, and start advertising the node on

the network.

void loop ( )

The loop, as its name implies, acts as an infinite while loop where most of

the real-time functionalities reside. This main loop is divided into multiple

small, non-blocking loops based on repeating timers that take care of various

functions including synchronization and time tracking, filling the sensor data

buffer, and updating the battery level information.

4.4.2 Bluetooth Specific

There are two type of Bluetooth functions: direct call and callback functions. Direct

call functions instructs the Bluetooth radio to execute certain commands directly, while

callbacks are software interrupts that execute in response to a predefined event.

Direct Calls

void setupMain ( )

Called once at the start of the program setupMain() sets up all the configura-

tions, services and characteristics data structures required for the Bluetooth

protocol.
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void startAdv ( )

This function configures and starts the advertising of the node on the Blue-

tooth network, causing the hub to recognize and connect to it after perform-

ing its scan.

Callbacks

void c o n n e c t c a l l b a c k ( . . . )

The connect callback is called as soon as the hub sends a request to connect

to the node, at which point the node simply records the hubs information

and connects to it.

void d i s c o n n e c t c a l l b a c k ( . . . )

Similarly to the connect callback, the disconnect callback occurs when the

hub sends a request to disconnect from the node. This triggers the node to

reset and wait for a new connect request.

void command callback ( . . . )

The command callback is a method to enable two way communications be-

tween the node and the hub. If a command payload is written by the hub to

the node’s Bluetooth “command” characteristic, the node reads the payload

and executes a function based on that command, such as toggling one of the

two LEDs.

void s y n c c a l l b a c k ( . . . )

The sync callback updates the local sync variable to match the one sent by

the hub. This is the primary way of keeping the nodes synchronized to the

hub, and thus to one another.
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4.4.3 General Functions

int getBatte ryLeve l ( )

In order to get the latest battery level, the analog pin connected to a voltage

divider hooked up to the battery is read. The ADC value recorded is then

converted to voltage and mapped to a percentage scale.

4.4.4 Loops

There are three core non-blocking loops that iterate as long as the node is connected to

the hub. Each loop is defined by an iterator, a fixed interval, and a counter.

i f ( micros ()− t i ck>=i n t e r v a l ){

t i c k = micros ( ) ;

// t a s k s

}

micros() is an internal Arduino function that calculates the number of microseconds

elapsed since the start of the program by using the RTOS tick count and clock speed.

This number is then compared to the one recorded during the previous iteration, if the

difference exceeds the desired interval, the following tasks are executed and the iterator

is set to the current time. Otherwise, the tasks are skipped until the next check without

blocking the program.

Sync Clock Loop

This loop keeps track of an internal synchronization clock sync that ticks every mil-

lisecond. It is different from the Arduino’s internal clock, in that it can be modified



4.4 Node Firmware 42

by an external signal through the sync_callback function. This allows the hub to

resynchronize all connected nodes to the same clock value remotely.

Sensor Reading Loop

The sampling rate of the sensors is defined by a 4 millisecond interval loop (250Hz).

Every iteration, a reading is taken from up to 6 sensor channel, and added to a frame

buffer. Instead of transmitting it at a fixed rate, the data is sent asynchronously once

the buffer is full, this ensures that each packet sent by the radio is always of the same

size. Once the buffer is full, a copy of the data is sent to the hub through a Bluetooth

“notify” interrupt, the buffer is emptied, and the loop starts again. By keeping the

sensor loop running on the node’s local clock, we ensure that the inter-sample duration

are consistent, resulting in high signal consistency even across multiple payloads, and

minimal disruption in case of lost packets.

Battery Loop

Every 30 seconds the battery level is checked, if it is below 25% the red LED is turned

on to indicate to the user that the node is almost out of power.

4.4.5 Variables

Bluetooth Datastructures

Bluetooth information is stored inside a nested structure of Services and Characteristics,

each with a unique ID. These Characteristics can be read from or written to by the hub,

enabling communication over the Bluetooth network. In the nodes, one main Service

is present, containing three core Characteristics, one for the synchronization signal, one

for the sensor data payload, and one for the command request. Reading or writing to
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one of those Characteristics triggers its associated callback.

Timer Iterators

A variable of type long is used to keep track of the microseconds passed between each

iteration of the various loops. These variables are updated at the start of each loop by

setting it to the microseconds elapsed since the start of the program. There are three

timer iterators or Ticks, one for each loop: sensTick, syncTick, and batteryTick.

Data Payload

In order to transmit Bluetooth data at the most efficient rate, the data payload size

has to be lower than the Maximum Transmit Unit of 247 bytes. To achieve this, the

various sensor channels (the 6 accelerometers and gyroscope axes for the IMU Node, or

the two analog channels for the Analog Node) of multiple successive samples have to be

serialized. The payload is represented by a byte array of 240 bytes. Each sensor channel

occupies two bytes with a maximum of 6 channels resulting in 12 bytes per sample. After

each sensor reading loop, each sample is appended to the previous one, until the array

is full after 20 samples, at which point the entire frame is transmitted. Each payload

sent thus contains 20 samples of up to six 16-bit sensor channels.

4.5 Node Variants

The IMU and Analog variants are both input nodes and differ only slightly in the sensor

reading section of the code. In order to read the accelerometer and gyroscope data, the

sensor has to be initiated during the setup stage. After that, during the sensor reading

loop each of the six sensor channels are read sequentially to form one sample which is

then stored in the frame buffer. The Analog node is similar, but instead of reading
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data from an IMU sensor, it reads from two sensor devices connected to the analog

pins. The data from the analog devices is stored in two of the 6 available channels

in the data payload. Since only two of the six available channels are occupied, the

Analog node transmission scheme is a prime candidate for throughput optimization in

future works. The Output node differs significantly since its role in the sensor network

is fairly different. Instead of sending sensor data, the Output node waits on a signal

from the hub to control LEDs and connected external devices. It does not have any

sensor reading or data transmission methods and instead uses an expanded version of

the command_callback method to receive information from the hub.

4.6 Hub Firmware

In comparison to the nodes, the hub’s firmware is somewhat more complex as it has to

both interface with the computer software on one end and act as the Bluetooth Central

device on the other.

4.6.1 Bluetooth Functions

void s ta r tScann ing ( . . . )

This function starts scanning for surrounding Bluetooth devices, as soon

as a node is discovered the scan_callback is called to start connection

procedures.

void d i s c o n n e c t a l l ( )

In order to reset the system, it is required to disconnect from all connected

nodes.
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Figure 4.3: Flowchart of the hub’s program. The yellow and blue circle represent the two
Arduino functions setup() and loop(). The orange diamonds represent the two main non-
blocking loops SyncLoop and ResyncLoop. The green rectangles are interrupts signals sent
to the nodes, while the purple rectangles are local interrupts that are triggered by node events.
Rectangles with a red outline indicate information or data sent to the computer.
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void writeCommand ( . . . )

This function is used to send specific commands to a node with a desired id

and is linked to the node’s own command_callback interrupt. This is similar

to a Remote Procedure Call (RPC) as it allows the node to execute specific

functions based on the hubs request.

void writeSync ( )

In order to resynchronize the nodes, the sync_data variable is written to

each of the nodes, triggering the nodes sync_callback interrupt.

4.6.2 Callbacks

void s c a n c a l l b a c k ( )

As soon as a new node is discovered the scan_callback is executed. This

is followed by an attempt to connect to the newly discovered node, followed

by a connect_callback on a successful connection.

void c o n n e c t c a l l b a c k ( )

After a connection is established, the connect_callback takes care of setting

up the connection parameters. First, the hub checks if the connecting node is

valid and ready to communicate, after which the Bluetooth communication

settings are established, such as negotiating the Physical Layer (PHY) mode

and the Maximum Transmission Unit (MTU) payload size. Following that,

the node is given an identification number, its variant type is recorded, and

the information is stored in the local devices array. Finally, if the maximum

number of connected devices (5) is reached, the scan is stopped, otherwise a

new 3 seconds scan is performed using the startScanning function.
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void d i s c o n n e c t c a l l b a c k ( )

If one of the nodes disconnects (turned off, out of range, etc.), the

disconnect_callback is triggered. The node’s ID is recorded and removed

from the list of connected devices.

void n o t i f y c a l l b a c k ( )

This callback occurs whenever a node sends a data payload to the hub. The

hub receives the payload as a 240 bytes array, appends to it the ID and type

of the node that sent it, and pipes it to the serial interface.

4.6.3 Serial Communication

The serial interface between the computer software and the hub allows for two way

communications between the devices. Computer inputs are commands sent from the

computer software to control the hub, the nodes, or the sensor network as a whole. While

hub outputs are responsible for sending sensor data and network status information back

to the computer.

Computer Inputs

The computer software interfaces with the hub via the UART protocol for bidirectional

communications. The hub listens for any available data on its serial interface after each

main loop, if a message containing a command ID is identified, the hub executes the

corresponding command. This allow the user to directly control the sensor network

in various ways such as starting a new scan, toggling the red LED of individual nodes,

reading the battery levels, controlling the Output Node, or disconnecting from all nodes.
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Hub Outputs

The primary data sent by the hub to the computer software is a payload containing the

sensor data. The payload sent to the software contains the main 240 bytes of sensor data

arriving from the node, metadata information on the sensor type and ID, followed finally

by a delimiter indicating the end of the payload. Aside from the data payload, the hub

also sends status updates following various events such as synchronization, scanning,

and connection events. This notifies the software and helps the user keep an eye on the

status of the network, and be alerted whenever errors occur.



Chapter 5

Computer Application

At its most basic level, the role of the computer application is to collect and record

data from the sensor network. However, thanks to the versatility of computer software,

many features were added to greatly improve the user experience, open up the system

to new applications, and overall provide much value to the user. There are a few key

features that the application allows in addition to simply collecting and recording the

sensor data. These include synchronization between the individual nodes, keeping track

of connected sensors, real-time visualization and plotting of the incoming sensor data,

simultaneous video capture from external cameras, and controlling the Output Node

remotely.

The computer application was built using the Qt framework [51], an open source

collection of libraries and tools that facilitates the development of applications with

graphical user interfaces and provides interfaces with low level hardware. The framework

was used to provide a native looking user interface design, control external computer

processes, and better communicate through the USB serial interface.
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Figure 5.1: Application overview diagram showing all menu windows, background processes,
external applications, executable commands, as well as devices external to the computer. The
arrows represent the different paths taken by the collected data, as well as the user commands
and button presses.
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5.1 Main Menu

When the application is first started, the user is greeted by a simple user friendly main

menu that offers all the basic functionalities to control the system.

Figure 5.2: The Main Menu window that greets the user on application startup.

If all the nodes are powered on and the hub is connected to the computer, the user can

quickly start a new experiment by simply typing the experiment name in the designated

text box and clicking on the start button. This starts recording sensor data from the

network and opens the real-time visualization window. In addition to starting a new

experiment, the user can check on the status of the various connected nodes by looking

at the five colored disks representing each of the nodes. The color of the node indicates

its status: gray for nodes that have not been connected to the network, green for the

ones that are connected, yellow for nodes with a low battery level, and red for nodes

that have lost connection to the network. Right clicking on any of the nodes provides

the user with their battery levels, while left clicking on a node will highlight it in the

software and physically by turning on the node’s red LED. This is useful to identify

which node represents which disk in the application. The main menu also contains

buttons for restarting the sensor network, opening the command menu to control the

Output node, starting any connected cameras, enabling the trigger feature, as well as a
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small button to open the advanced settings menu. The main menu also has a status bar

at the bottom of the window which updates the user on the status of the network (ie:

Recording...), notifies them of various events (ie: Started scan.), and expresses errors

that could help with troubleshooting (ie: Hub not found.)

5.2 Serial Interface

It is important for the application to properly communicate with the hub to receive

sensor data and send commands. To do so, all serial devices connected to the computer

are first scanned at the start of the application. The COM port associated with the hub

is then identified by its name and description, and a communication link between the

hub and the application is established. At this point, any message that needs to be sent

to the hub can be sent through this link, and whenever a data payload or status message

is sent by the hub it is received and processed by the application.

5.3 Data Processor

Once a data payload is received by the application, it is the sent to the data proces-

sor where the data is stored in memory, synchronized, decompressed back to sensor

information and saved to file, or prepared for visualization.

5.4 Data Storage

When a new experiment is started a subdirectory is created with the experiment’s name,

within which exists the data file in TXT or CSV format with the name of the experiment

as well as the date of recording. Any video footage recorded is also stored as an MP4

in the same folder, sharing the data file’s name. In addition to saving the data recorded
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during an experiment, data is also continuously stored in a “live.txt” file that keeps

appending new information as long as the program is running. This is used to feed the

plotting system and create real-time visualizations, as well as a backup file in case an

interesting event occurred outside of a recorded experiment. Each recorded data file

contains a header with a list of sensor and node names, followed by comma separated

values where each column represents a single sensor channel and each row a sample.

Figure 5.3: Example of saved data file opened in Excel. The data is automatically placed in
column and rows, with the first row containing the header identifying the each sensor channel
and the first column showing the timestamp for each sample with 4ms increments.
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5.5 Visualization

One of the advantages of a real-time sensor network is the ability to visualize the sensor

data as events are occurring. This allows the experimenter to better understand the

effects of certain actions on the sensors, as well as provide real-time feedback to the

subject wearing the system. The open source plotting tool KST [52] was used to plot the

data on the screen. This is done by feeding the live data from the application directly into

KST and assigning the different headers to different subplots in the KST window using

a predetermined template file. Aside from its use as the visualization platform, KST

offers many abilities that could greatly benefit the experimenter’s workflow, including

built-in filtering capabilities and a highly customizable layout. Whenever the user starts

recording, KST is automatically started with a preassigned template and the data is

immediately visualized without any additional input from the user. The default startup

template could also be changed to fit an experiment requiring a specific plot layout,

filtering, or other custom features.

5.6 Video Recording

For many experiments, the data recorded from sensors alone might not give the whole

picture and might be hard to correlate with physical events. A video camera setup

recording footage simultaneously could prove very useful and provide much more con-

text than simple sensor data. For this reason, the application incorporates a feature to

connect two or more USB cameras and record video that is synchronized with the cap-

tured sensor data. This is done by interfacing to a custom modified version of the open

source video recording platform Open Broadcaster Software (OBS) [53]. The modifica-

tions made allow OBS to be used in the background as a video rendering and recording

software, while the application acts as a remote to start, stop, and save the recorded
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Figure 5.4: KST visualization program. The node data is plotted in real-time in each of the
subplots. The first three rows represent the three IMU nodes with the accelerometer data in the
first column and the gyroscope data in the second, each curve representing one sensor channel,
three for each accelerometer and three for each gyroscope. The bottom left and right subplots
would contain the Analog node channels and Output node commands respectively (these nodes
are not connected in this instance). The user has the option to change the template in the
Advanced Settings menu to have any type of display or visualization for custom needs.



5.6 Video Recording 56

video. The use of OBS also opens up the possibilities for customized recordings that

better suit the experiment. This includes features like adding more camera inputs, over-

laying data and plot lines on top of the recorded video, computer screen capture, remote

live streaming, among many other.

On startup, the application detects any connected USB cameras and enables the

“Camera” button in the main menu, pressing it opens a resizable window showing the

camera preview. Starting a new experiment with the preview window open will start

recording both the sensor data from the network as well as the video captured by any

connected cameras and saves it as an MP4 file.

Figure 5.5: Example video recorded with two connected cameras. The video shows an IMU
node on a snap anchor attached to a small fan. The accelerometer data from the node is
overlaid on top of the video in the top right corner displaying the motion as the node is
turning with the fan. This ability to overlay synchronized data plots in real-time over the live
video feed greatly increases the versatility of the system.
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5.7 Command Sequence

The command sequence menu is a way for the user to programmatically control the

Output node by designing sequences for the node to follow. Each of the two output

devices supported by the Output node is represented by a red or blue color. The user

can then either manually toggle the output devices on or off by pressing the button with

the corresponding color, or program a sequence of toggles with predetermined intervals

using a command sequence script entered in the text field. The user can then visualize

the sequence as a series of blue and red bands corresponding to the different toggle events.

Clicking the start button will then start recording while playing the sequence until it

is complete. This allows the user to design specific experiments with predetermined

lengths and sequences of events.

Figure 5.6: Command Sequence window. The two large buttons can toggle the outputs on
the connected Output node. The top band represents the coded sequence written in the text
box on the bottom left. The script is written with each line representing a timed toggle start
and end times, the first number represents the channel to be toggled, the second number is the
start of the toggle in increments of x100ms while the third number represents the duration of
the toggle in x100ms.
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5.8 Advanced Settings

The software also contains some advanced or uncommon features and settings that

do not belong in the main menu, but could nevertheless be useful in some situations

where the experimenter requires more control. In order to keep those features without

overwhelming the user experience, we opted to hide such settings and features behind

the advanced menu button. These included settings such as using zeroes instead of

empty space for missing data, saving data files under a CSV format instead of TXT,

using custom visualization templates, and setting up a remote network data storage.

The advanced settings menu also includes some features such as enabling the trigger

functionality, which executes specific commands if one of the analog channels met a

trigger condition, sending the data to the cloud, opening a custom OBS instance, or

checking for application updates.

Figure 5.7: The Advance Menu window. The user can modify the application’s behaviour by
changing these settings and saving them. The saved settings will remain even after application
restart until the user presses the Default button.
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5.9 Installer and Updater

In order to simplify the installation procedure, the application is packaged inside an

installer wizard that takes care of installing the application onto the host computer

including asking for a desired install directory and creating a desktop shortcut. In

addition to the installer, the application also includes an updater that can fetch the latest

updates from a remote server and update the application with minimal user intervention.

This ensures that the user always has the latest version of the software, and that the

system can be constantly improved even after initial deployment.

5.10 Cloud Integration

In addition to storing the recorded data locally, the software is capable of sending data

files to the brainCloud database, a Backend-as-a-Service developed by BitHeads [54].

Figure 5.8: WebApp with in-browser visualization. After a file is uploaded, it is shown in the
tab list on the left. Clicking the file allows the user to visualize the data within the browser,
as well as downloading it using the green button on the top right.
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The database, in conjunction with a custom built webserver written in JavaScript

and HTML5 allows users to upload their files to the cloud, and access them later on from

the browser. This enables the user and their colleagues to navigate through recorded

experiments, visualize them in the browser, and download the data files from anywhere

and on any device with an internet connection.



Chapter 6

Mechanical Design

6.1 Design Criteria

There were some industrial and mechanical design requirements that were essential to

making a wearable system, especially one that is distributed over multiple locations

on the body. These requirements guided the design throughout its development. One

such core condition was to reduce the size of the nodes as much as possible while still

maintaining enough physical robustness to sustain drops and harsh environments.

6.2 Framework

The mechanical design of the nodes went through multiple iterations to refine its external

shape, connector wiring, PCB and battery placement, and other aspects to ensure that

the node functions well as a modular wearable device, while maintaining a clean looking

exterior. Rapid prototyping methods were employed to greatly accelerate the iterative

process and allow for much more fine tuning and design freedom. The models were first

designed in the Fusion360 CAD software by Autodesk [55], and then 3D printed using a
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desktop Fused Deposition Modeling (FDM) printer, the Prusa i3 Mk3 [56]. This allowed

multiple modifications and variations to be designed, manufactured, and tested within

very short time spans.

Figure 6.1: Hub and node enclosures designed in Fusion360, a complete CAD software suite
with features such as parametric modelling, multi-body assembly and joins, and section analysis
tools (shown here).

6.3 Magnetic Connector System

Ease of use and low setup time were primary goals during the design. Having up to five

nodes distributed around the body would traditionally greatly increase the complexity of

setting up the system, or even modifying the setup during an experiment (to recharge a

node or modify its position). To remedy this, a simple yet robust multipurpose magnetic

connector system was developed. Using a pogo-style connector for a cable-less connec-
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tions and three small neodymium magnets at the bottom of each node, the connector

system acts as an interface to the outside world.

Figure 6.2: The Magnetic Connection System. Comprised of three neodymium magnets with
3mm diameter that ensure a strong connection to the hub and the anchor points, and a square
4 pin pogo-style female connector for charging.

The connector system enables the nodes to dock with the hub and recharge through

the pogo connectors without the need to plug in any charging cables, reducing the

node’s overall size due to the lack of external connectors such as a traditional Micro-

USB. Another role of the magnets is to attach to “snap anchors” on the wearer’s body.

Instead of strapping the nodes directly to the body, snap anchors are worn instead. These

are 3D printed docks with the same magnetic coupling method that allows the nodes to

securely snap to them, allowing the wearer to quickly attach and detach the nodes from

their body by simply sliding them off, without removing the snap anchors. The magnets

are strong enough to keep the nodes attached during experiment activities while still

allowing the wearer to easily detach them. This greatly decreases the duration of setup

changes between experiments, testing on multiple subjects, recharging the nodes, and
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simplifies the overall use of the system. Different location specific snap anchor designs

were built for various applications, such as ones for the chest and head with a slot for

inserting a Velcro or textile straps, and ones with shoelace holes for nodes measuring

data from the foot. Yet another application of the magnetic connector system is to

attach to external sensor modules in the case of the Analog node. One example is an

ECG sensor module with a chest strap to which the Analog module could be attached.

Furthermore, external modules could in the future be designed to communicate with

the attached node through the pogo pins, allowing for the addition of modular sensors

without the need for external wired connections.

Figure 6.3: A variety of snap anchors. Top: The strap anchor features a velcro or fabric band
allowing the node to be placed on various parts of the body including head, hands, arms and
legs. Middle: The shoe anchors incorporate shoelace holes for a secure fit on the wearer’s foot.
Bottom: The ECG module is a special anchor with a built-in ECG sensor that communicates
to the Analog node and a flexible belt for easy placement around the chest.
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6.4 Nodes

After multiple iterations, the final IMU and Analog node design snugly fits the PCB

and the battery and weights around 7 grams and occupies a volume of around 35 x 25

x 15mm. The Output node is slightly larger due to the additional motor driver board

and weights around 10 grams, and with a volume of around 45 x 25 x 15mm.

The Analog node supports up to two different analog sensor inputs. It does so

by exposing pins for the power, ground, and two analog input pins connected to the

microcontroller’s ADC. To expose all these pins to the outside, a 4 pin connector is

built into the back of the node. This allows a small cable to snap securely to the node

and connect to the external sensors. Many variations were tested and the ultimate

design allows the connector to be easily accessible and well secured to the node without

changing the node’s form factor and keeping it compatible with the magnetic connector

system.

The Output node required a similar design to allow the addition of an external 6 pin

connector for connecting external output devices. However, even more changes to the

Output node were required, in addition to the external connector, two additional LEDs

with light guides were added near the back. These two red and blue LEDs are indicators

that turn on whenever the external device connected on their side is active. The LEDs

also allow the Output node to be used as a standalone light indicator device in certain

experiments, without the need for external devices or discrete LEDs.

Due to the presence of a second PCB board, the Output node is the only one with

a different form factor and footprint, requiring a more elongated device. However, the

front section was specifically designed to match the rest of the nodes, and uses the same

magnetic connector system, making it compatible with the various snap anchors and

modules.
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Figure 6.4: Attached to the back of the Analog node, the small 4 pin rectangular connector
is almost completely embedded into the node, with no effect on its small form factor.

Figure 6.5: Output node connected to the terminal connection module, with the Blue and
Red channels toggled on.
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6.5 Hub

Because of the lack of size restrictions, there was much more liberty in designing the hub,

however it was still important to keep the design small and portable to make operation

in the field much easier. Beside the inner section that contains the PCBs, there are three

main external features on the hub: the charging docks, the Bluetooth antenna, and the

USB connector. Since the hub acts as a charging station and storage for the nodes, the

top layer of the hub incorporates five mating docks with the same magnetic connector

system used by the nodes, this enables the hub to charge the five nodes simultaneously

through a mating pogo connector at each dock. The magnets also help secure the nodes

to the hub during travel and storage. The hub is a wired system and needs to be plugged

into the computer via a USB cable for both communications and power for charging the

nodes. This is done by having a small opening which allows a Micro-USB cable to

securely connect to the hub’s microcontroller board. On the other side, the hub has

to also communicate with the nodes in the network wirelessly. Improving range and

connection quality by adding an external antenna to the nodes is not possible if we wish

to maintain a small footprint, the hub, however, is a perfect candidate for an external

antenna. A 2dBi dipole antenna is incorporated into the design and secured firmly on

the inside of the hub by an RP-SMA screw connector, while still allowing the antenna to

be rotated horizontally for easier storage. This greatly increases the range of the entire

network without impeding portability and size.

Overall the mechanical designs of the hub, the nodes, and the magnetic connections

allows for a small, portable, and lightweight system that could be transported and

deployed anywhere, rapidly, and with minimal effort.
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Figure 6.6: The completed hub and nodes. The Analog, Output, and IMU nodes can be
seen with some docked and some undocked, showing both sides of the connectors. The dipole
antenna is also displayed in the back.
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6.6 Connection Modules

The connection modules are small passive devices that simplify the connection setup

between the Analog and Output nodes and external devices. Although it is possible

to solder the wires from the nodes connection cable directly to the external sensors or

output devices, sometimes a more simple and temporary connection is required. The

modules interface between the node connector and various different connection meth-

ods, including a terminal block for quick-connect jumpers for breadboard and other

prototyping, Grove connectors for off the shelf sensor and output modules of the Grove

ecosystem sold by Seeed, and a two pin connector for simple resistive sensors such as a

force resistive sensor or a photoresistor sensor.

Figure 6.7: The various connection modules allow the Analog and Output nodes to easily
connect to a a variety of external inputs and outputs. Left: The Output node supports a
terminal block module and a two channel Grove connection module with white rectangular
headers for the Blue and Red channels. Right: The Analog node also supports a similar
terminal block module, a Grove connection module with two inputs A and B for the two
analog channels, as well as a single resistive sensor connection module.



Chapter 7

Validation

When presenting a novel solution such as the system discussed here, it is often insufficient

to simply design and build a prototype, it is also essential that the system is tested and

its features validated thoroughly to ensure everything operates as expected, and fulfills

the criteria it was set to meet.

Each core component and feature was evaluated to obtain the practical specifications

of the system. This includes everything from the software’s reliability, to the sensor

network communication range, and the node’s physical robustness.

7.1 Application validation

The computer application is an essential component of the system, without which the

user has no contact with the sensor network. As such, each subsystem and feature was

tested thoroughly after each iteration during development to ensure that errors and bugs

were dealt with as they arose.

Furthermore, since the application was the only subsystem running on the user’s

hardware, it was essential to ensure support for as many systems as possible. To verify
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this, a full installation procedure was done on multiple laptops and desktops, along with

a sequential test of all system features on each machine using the following checklist.

1. Application starts with no errors.

2. Hub is detected if connected via USB.

3. Online nodes are found and connected to (green disks).

4. Click each button sequentially and ensure everything behaves as expected.

5. Starting an experiment opens the visualization window.

6. Sensor data can be seen changing in real-time in the visualization window.

7. Can preview and run command sequences.

8. Can open camera window and see live footage if cameras are connected.

9. Data files and video are saved correctly and contain uncorrupted data.

10. Clicking the reset button correctly resets the system.

This ensured that there were no compatibility or dependency issues, and that the

application ran without issues regardless of the underlying hardware. However, due to

limited time and resources, these compatibility tests were restricted to a small number

of computers, and additional tests should be conducted for more comprehensive results.
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7.2 Battery Life

Compared to other energy storage systems Lithium Polymer (LiPo) batteries have a

relatively poor energy density [57], as a result, the battery’s energy storage decreases

dramatically with size. This, coupled with the restrictions on the nodes’ dimensions,

ensures that the amount of energy stored in each node is very small (40mAh), even

compared to smartphones (4000mAh) and smartwatches (400mAh) [1][6].
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Figure 7.1: Plot of the battery discharge and charge times. The average of five charge
and discharge cycles was plotted, along with the best and worst cycles. The horizontal lines
represent the estimated charge percentage presented to the user in the application. The vertical
gray line represents the point in time that the node was docked to the hub for recharging.

Battery life limitations can however be overcome to some degree by careful design

choices when it comes to electronics and radio communication. By using a low power

microcontroller running at relatively low clock speeds, coupled with a low power wireless

protocol like Bluetooth, it is possible to greatly increase the runtime of the nodes by
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using its available energy efficiently.

Since the current system focuses more on collecting data during experiments and less

on continuous monitoring, the system should at least last for a few hours to cover the

duration of an average experiment session. Multiple rounds of testing were conducted

under maximal load, with continuous sensor sampling (at 250Hz) and data transmis-

sion from three IMU nodes placed 7 meters from the hub. The 40mAh LiPo batteries

managed to keep the nodes running for an average of 5 hours of continuous operation.

This runtime, coupled with a fast sub 1 hour average recharge duration, a side benefit

of small batteries, ensures minimal downtime and daylong data collection.

7.3 Physical Robustness

As wearable devices, the nodes are in constant motion and are susceptible to being

bumped into other objects or potentially falling off the body during extreme activities.

This was taken into consideration when designing the node’s mechanical design and and

is apparent in the 2mm thick walls, the screws used to secure the node shut, as well as

the shell-like exterior design.

To ensure those design decisions offer practical protection, a simple drop test was

conducted. The system was setup with a single IMU node sending continuous data to

the hub. The node was then dropped from a height of 2 meters while the plot was

monitored for missing data. The drop test was then repeated a total of 10 times on the

same node. The node survived all drops without any visible damage and continued to

operate as normal.
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Figure 7.2: Node drop test. The acceleration along the z-axis of the node was plotted as it
was dropped from 2 meters. The peaks caused by the node hitting the ground are represented
by the orange triangle and were detected by a simple peak detection algorithm. The continuous
plot shows that the node kept sending data throughout the drops.

7.4 Magnetic Connector

An important part of the mechanical design of the system is the magnetic connector at

the bottom of each node. This connection has three core requirements: ensure the nodes

do not fall off accidentally during intense activities, ensure the node is easily removeable

by hand with no additional tools, and ensure good electrical contact between the node

and hub pogo pins for charging.

In order to reach a good balance between the accidental and purposeful force required

to detach the nodes, the magnetic connector went through multiple iterations with

different magnet shapes, sizes, and number before settling on the final design.

To test the connection strength, four nodes were attached to the body, one on each
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arm and each leg. The wearer then tried to shake off the nodes by moving their limbs

vigorously. After a 3 minutes, all nodes remained attached, validating that under normal

and even vigorous activities, the nodes have a minimal chance of falling off accidentally.

7.5 Range

An important aspect of any wireless communication system is its range. To test the

system’s operational range, three IMU nodes were attached to the body, one on each

foot and one on the chest, the wearer was then asked to slowly walk away from the hub

as the software was continuously monitored for data loss.

The test was repeated a total of ten times, five using only a chip antenna on the

hub, and five with the final external dipole antenna design, in order to validate the

added range provided by the external antenna. The results showed an average range

of 5 meters with the chip antenna and an extended range of 15 meters when using the

external antenna.

These tests showed the effective range of the system when the nodes lie within line

of sight of the hub, with no objects obstructing it. The system was also tested in a gym,

university labs, outdoor fields, as well as an ice rink and was found to work well as long

as the wearer was within a 10 to 15 meter radius from the hub.

7.6 Synchronization

As a distributed wireless system, synchronization is essential to ensure that sensor data

from different nodes are properly aligned, allowing the user to study time intervals

between various events.

To test this, three IMU nodes were first aligned on a table while the sensor data
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Figure 7.3: Synchronization accuracy between three nodes. The nodes have slight timing
variations caused by inaccuracies in the synchronization process. This can be seen by the time
differences between the acceleration peaks of the nodes caused by a single equidistant event.
The synchronization accuracy can be measured by finding the duration between the peaks.

was continuously recorded. The table was then hit periodically every 5 seconds over

a period of 5 minutes. This caused acceleration peaks whose timing could be then

compared between the nodes as seen in Figure 7.3.

As we can observe from Figure 7.4, over the 5 minute period, no node drifted more

than 260 ms away from another, while the median time shifts between nodes averaged

around 82.7ms. The nodes tended to drift over time, but the buffering system, along

with the 10 second resynchronization signal, ensured that all nodes remained in sync

throughout the experiment’s duration.
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Figure 7.4: Synchronization shift over time. Plotting the time difference between the peaks
over multiple events allows us to get the median and maximum synchronization accuracy
between each two nodes. We notice that node 1 and 2 were more in sync than the other
combinations as seen by the 32ms median shift.

7.7 Data Loss

Due to the low latency (sub 100 ms), high throughput nature of the system, data loss can

occur when data from a node arrives too late, and the buffering system has to discard it

to keep a consistent low latency. As an instrumentation system, data quality is of high

importance and minimizing data loss is a top priority.

There are two key parameters associated with data loss, the number of concurrent

devices and distance from the hub. As more high throughput devices are connected,

network congestion becomes an issue [58], causing increased stress on the hub and in-

creasing the potential of missed data packets. Similarly, increasing the distance between

the nodes and the hub can cause similar issues due to late data packets and increased
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susceptibility to electromagnetic interference (EMI) as a result of the low radio power

output on the nodes [59].

To evaluate the effect of these parameters on data loss, an experiment was setup to

collect a continuous 10 minutes of data at different distances from the hub and with a

different number of connected nodes.
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Figure 7.5: Bar plot of the data loss under different configurations. The data loss was
tested under different configurations including: number of concurrent nodes represented by
the brackets in the x-axis, and the distance to the hub, represented by orange for 7 meters and
blue for 2 meters. The y-axis represents the percentage of sent packets lost.

As we can see from Figure 7.5, with a single connected node, we observe no data loss

whatsoever, all packets are received by the hub at both 2 and 7 meter distances. As more

nodes are added to the network, we observe an increase of data loss for both distances.

The same can be said of increasing the distance from the hub, as the distance is increased

from 2 to 7 meters more data loss is observed across the network configurations. This



7.7 Data Loss 79

is in line with our expectation that both the distance and number of connected devices

are positively correlated with the amount of data loss.

However, it is important to note that even in the worst case tested, with all nodes

active and 7 meters away from the hub the total number of lost data packets comprises

1.26% of all the data sent. Even though this could still be a problem for some applications

involving high frequency signals, it might be less of an issue for many other applications,

especially since the user is aware of the lost data and could either disregard or patch the

missing segments.
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Figure 7.6: Plot of data loss fixed by interpolation. The original signal with data loss in
orange can be patched by simple interpolation over the lost data, this results in a clean signal
represented in blue.

In Figure 7.6, the missing segments can be patched by interpolating between the

known data points. The data loss often occurs in 80ms segments which is small enough to

patch the signal without loosing much information, especially for low frequency signals.
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Experiment

Aside from testing features individually, an experiment was designed to demonstrate the

system’s performance under realistic conditions, as well as to evaluate user experience

and ease of use. After obtaining ethics approval (Carleton #109202), two external

experimenters were chosen to run the experiment and report back on the results and

information regarding the system’s performance, including: any problems or bugs that

occurred, desirable modifications or enhancements for future experiments, as well as a

general assessment of their experience using the system.

8.1 Setup

The experimental setup involved measuring small movement and physiological changes

caused by distractions during driving. A driving simulator (beam.ng [60]) with a con-

nected USB wheel and pedal were used to simulate driving in a controlled environment,

with minimal setup overhead and safety concerns.

The subject then wore three IMU nodes attached using snap anchors to the right

hand, the right foot, and the forehead. The Analog node was attached to a heart rate
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Figure 8.1: The experiment setup. The driver was instrumented using nodes attached to
different snap anchors including a shoelace, head, hand anchors for the IMU nodes and a chest
anchor for the Analog node with ECG module. The driver then used the beam.ng driving
simulator along with a USB steering wheel and USB pedal to conduct the each trial. The face
camera was attached to the monitor facing the driver. The experiment was recorded using
a second laptop used by the experimenter for data collection and visualization. The custom
fit portable case allowed the experimenters to comfortably pack the system for storage and
transport.
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sensor module and connected across the subject’s chest to measure their Electrocardio-

gram (ECG) signal. The Output node was also used as an indicator signal for various

events during the experiment. In addition to the nodes, two USB cameras were con-

nected to the system, one facing the driver to capture facial changes and another as a

monitoring camera for the whole setup.

Figure 8.2: IMU node for measuring head motion. The node was connected to an anchor
with a flexible strap, forming a comfortable and easy to wear headband.
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Figure 8.3: Analog node for measuring ECG signals. The Analog node was connected to a
special ECG module using the same flexible strap used in the head anchor. The ECG module
attaches magnetically to the node using the Magnetic Connection System, and then connects
using the Analog node’s external connector. The ECG module is also connected to three leads
with gel electrodes on the subject’s body using a standard ECG barrel connector.
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Figure 8.4: IMU node for measuring foot motion. This IMU node is attached to the shoelace
snap anchor, which attaches to the shoe securely through the laces. This allows the easy
removal of the node while maintaining a strong connection to the shoe even under intense
motion.
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8.2 Procedure

The experiment was divided into two stages: a control stage with the driver following a

simple route with no distractions, and a second stage in which the driver focuses on an

optical illusion such as the one in Figure 8.6 for 10 seconds before initiating the drive.

Five subjects were chosen by the experimenters, all males between the ages of 18 and

23 years old. Each performed five control trials followed by five distracted trials.

For the control trials, the drivers were instructed to first accelerate to 70km/h and

maintain this speed until arrival to a stop sign, at which point they would stop, wait for

what they perceived to be 10 seconds, look left then right, followed by making a right

turn and continuing straight until instructed to stop.

For the distracted trial, the drivers were instructed to focus their attention on an

optical illusion presented to them on the screen for as long as the Output node blue

indicator LED was on. As soon as the LED turned off, the drivers were to start driving,

following the same route as the control trial.

After recording the motion and heart rate data from the subjects, the data files were

then sent to us for analysis along with the experimenter’s assessment and opinions of

the system.

8.3 Analysis

For most applications data collection is often only the first step of the experiment, and

without great analysis, the recorded data is often meaningless. The current version

of the system only offers a solution to data collection, however, the work on integrat-

ing analytical tools that would enhance the experimenter’s workflow is on the future

roadmap.
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Figure 8.6: An example of the optical illusion shown to the subject at the start of the
distracted trials.

To show an example of the analysis that could be done with the collected data and

validate the usefulness of the system in providing real-world valuable information, we’ve

analyzed the data from each of the nodes in MATLAB [61] to explore any possible effects

the distraction could have had on the subject’s driving.

8.3.1 Heart Rate

The Analog node provided a clean ECG signal from which the subject’s physiological

information such as heart rate (HR) could be extracted. Figure 8.7 showcases a simple

peak detection algorithm which allowed us to get the timing for each individual heart

beat, from which the beat to beat interval or RR interval can be extracted. This can

then be converted to a instantaneous heart rate curve showing the changes in heart rate

over time.

Since an elevated heart rate is often associated with stress or anxiety, one would

expect the subject’s heart rate to increase during the distracted trials due to increased

stress. To test this hypothesis, the average heart rates for each of the subjects’ control

and distracted trials were calculated using the aforementioned method. To measure the
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Figure 8.7: Plot of the ECG and Heart Rate during the drive. The ECG shown in blue can
be converted to a HR measure by calculating the inter-beat durations after running a peak
detection algorithm to get the timing of each beat.

effects of the distracted driving on each subject the percentage differences between the

control and distracted heart rate averages were calculated.

As we can observe from Figure 8.8, Subjects 1 and 2 experienced a decrease in average

heart rate by 2.63% and 1.68% respectively. Conversely, Subjects 4 and 5 experienced

an increase in their average heart rate by 3.14% and 3.67% respectively. Subject 3’s

average heart rate remained constant under both conditions.

It is hard to get any clear indication of whether the distraction caused an increase in

heart rate due to the contradicting nature of the results. Furthermore, the percentage

changes were all very small ranging from 0.01% to 3.67%. Many more samples would

have to be collected to make any informed conclusions.
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Figure 8.8: Heart rate percentage change before and after the distraction. Each dot represents
the average HR for each trial, while the horizontal line indicates the combined average for each
subject.

8.3.2 Head Motion

An interesting pattern captured by the IMU node attached to the subject’s head occurs

during the motion generated while looking both ways as seen in Figure 8.9. The gyro-

scope data for this pattern can be easily isolated due to the large amplitudes it produces

compared to the rest of the drive where the subject’s head is mostly stationary.

This head tilt is also an interesting parameter to explore any effects the distraction

might have had. To do so, we compared the shape of the waveforms generated dur-

ing the control trial to the ones generated during the distracted drive. The gyroscope

data measured around the y-axis was chosen for exploration since it had the highest

amplitudes and would thus have the most characteristic waveform. Since each trial has

slight variations in the motion, each subject’s trials were averaged into two characteristic
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Figure 8.9: An example of the motion measured when the driver looks both ways. Since the
node is placed vertically on the forehead, it is the y-axis that captures the motion from side
to side. Looking left then right is represented by the peak and valley in the gyroy signal.

waveforms one for the control trials and one for the distracted trials. The waveforms

were then superimposed to identify any obvious divergence between the two.

From Figure 8.10, we can see than even with a small sample size of 5 trials each, the

control and distracted characteristic waveforms match very closely to one another for all

5 subjects.

In fact, when the control and distracted curves for all subjects are averaged together,

the resulting waveforms show only negligible differences as seen in Figure 8.11. Based

on the obtained results, it seems that the distraction had no noticeable effect on the

subject’s head motion while looking both ways before crossing.
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Figure 8.10: Averaged head motion gyroy curves for the control and distracted trials for all
five subjects.
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Figure 8.11: Average head motion curves across all trials. The control and distracted average
curves across all subjects match almost completely, even with all the variability of the individual
trials.
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8.3.3 Foot Motion

During the drive, the subject is instructed to stop at a sign and wait for 10 seconds

before continuing. Since the subject is not informed when the 10 seconds have passed,

they have to keep track of the elapsed time internally. Such a task might be easily

susceptible to distractions which could have a noticeable effect on the estimated stop

duration.

The foot IMU node provided valuable information regarding the subject’s use of

the pedals. By measuring the duration between the gyroscope peaks corresponding to

breaking and accelerating, we measured the amount of time the subject waited at the

stop sign.
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Figure 8.12: Foot motion events throughout the drive. The shaded area is the duration the
subject remained at the stop, in this case 8.72s. This is calculated by using peak detection to
detect the time of initial break and subsequent acceleration events.

By comparing the various trials and calculating each subject’s average stop duration
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as well as their average divergence from the 10 seconds mark, we measured how accurate

each subject was at estimating time during their stop for both the control and distracted

drives. An interval of divergence from the mark was then calculated by averaging all

over- and under-shoots across the five subjects, for both the controlled and distracted

trials.
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Figure 8.13: Comparison of the different stop durations for each subject. The centerline at
10 seconds represent the mark that the subjects are aiming for, a larger shaded area indicates
a higher difference, and thus a lower estimation accuracy. Each trial duration is indicated by
the horizontal lines, starting at 0 and ending at the + sign.

By looking at Figure 8.13, we observe that the subjects continuously overshot and

undershot the mark but that on average, all five subjects had stop durations closer to 10

seconds during their control drives than they had during the distracted ones. Averaging

across all trials, we see that the distracted estimates are off by 1.6 seconds while the

control estimates are off by 0.91 seconds.

Even though it seems that the results consistently show that subjects are worse
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at estimating their stop duration after the distraction, the sample size and differences

obtained during this experiment are too small to make any conclusive remarks.

8.3.4 Hand Motion

The hand IMU node offers insight into the subject’s hand motion during the drive. One

characteristic motion that could be observed in the accelerometer sensor data happens

when the subject turns the steering wheel to make a right turn.
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Figure 8.14: Acceleration pattern of the hand’s motion during the right turn. The changing
pattern is due to the change in orientation of the hand IMU node, causing the effect of gravity
to be measured by different axes over time.

There are many parameters that could be extracted from this motion, such as the

speed of the turn, the extent to which the steering wheel is moved, the recovery from

the turn, the number of adjustments made during the turn, etc. Two of these parame-

ters were chosen to be compared between the control and distracted trials, to find any

observable changes in the subject’s hand motion during the right turn.
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Figure 8.15: Extraction of turn parameters, including turn slope and turn peak.

The accelerometer’s z-axis was chosen due to it having the largest amplitude change.

Since we were interested in characterizing the turn, the high frequency components of

the accelerometer signal were first removed with a 1Hz lowpass filter. The lowest point of

the filtered signal was then chosen to mark the turn peak, the point at which the turn is

completed and the driver starts re-centering the wheel. To characterize the speed of the

turn, the slope of the line between the turn start and the turn peak is then calculated.

This procedure is then repeated for all trials, and the means of the turn slopes and

turn peaks of the control and distracted trials are calculated and plotted in the scatter

plot in Figure 8.16.

It is clear from the plot that the blue and orange data points corresponding to the

control and distracted trials respectively have no consistency across space and cannot

easily be separated. This is made even more obvious by the 2σ ellipses almost completely
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Figure 8.16: Comparison of the control and distracted trial turn characteristics. Orange
points represent distracted trials and blue points represent the control trial, different subjects
are represented by different shapes.

overlapping. This shows that the distraction had very little effect if any on the driver’s

turn characteristics.

Analyzing the data from each of the nodes provided unique insights into each sub-

ject’s driving from the timing of different events to characterizing the motion during

breaking, accelerating, steering and looking around, and even a proxy to stress by an-

alyzing the changes in their heart rate. By extracting parameters from the collected

data of each trial, we managed to compare each subject’s control and distracted trials

to explore any differences caused by the distraction. What we found, however, was that

due to the negligible differences found between the two, no conclusions could be made

without significantly increasing the sample size, or using more severe distractions.
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8.4 Assessment

In order to obtain an independent validation of the system’s functionality and user

experience, the experimenter were asked to report any issues they might have encounter

over the course of data collection as well as to provide their general opinion of the system

and their experience using it, including its most useful features, ease of use, and any

requests for changes or improvements.

The experimenters found the synchronized video capture feature to be essential to

their workflow. They stated that when the cameras were off, it was very difficult to look

back and analyze specific events, since the accelerometer and gyroscope waveforms were

hard to decipher with no video or event logs.

The nodes were also validated to last for the entire four hours duration of the exper-

iment session on a single charge, with 30% battery to spare.

The experimenters deemed the desktop application to be intuitive and straightfor-

ward to work with, with minimal glitches. Over a multi-day period of experiments, the

application crashed a single time on startup with a “Not Responding” prompt, but was

restarted without issues. Many application features were also tested and used during

these experiments, including the command window for controlling the Output node, as

well as the video overlay system which was found to be helpful at displaying multiple

camera views in addition to the captured data in one window. In addition to the data

collection stage, manipulating the recorded data files afterwards and importing them

into MATLAB for analysis and plotting was also deemed easy and user friendly. Over-

all the experimenters found the system simple to operate while still providing many

desirable features, high reliability, and a quick setup time.

These experiments have validated many of the features of the system in a practical

setting. The sensor network was attached on a subject’s body with IMU nodes measur-
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ing limb and head movements while the Analog node connected to an external sensor

module recorded physiological information. The snap anchors and magnetic connection

system demonstrated their effectiveness in decreasing setup time and providing a modu-

lar wearable platform, while the distributed nature of the wireless network ensured real

time data collection with minimal impact on the wearer’s range of motion and comfort

level. Finally, the synchronized video footage, real-time visualization, intuitive user ex-

perience, and the other features of the desktop applications were found highly useful

while conducting the experiment.



Chapter 9

Conclusion

9.1 Discussion

Wearable sensor networks have elevated human instrumentation to a whole new level,

allowing the continuous measurement of a multitude of parameters from motion to phys-

iological data, without impacting the subject’s comfort and range of motion. However,

current solutions are limited and have missing features that could prove invaluable for

many applications. For these reasons, we set out to build a modular, distributed sensor

platform that improved on current designs and added much needed features to reach

wider applications, with a focus on miniaturization, modularity, ease of use, and exten-

sibility.

We built the entire system from the ground up to ensure that everything was designed

to meet our requirements. These included restrictions on the size and weight of the nodes,

a wireless distributed network with high throughput and sub 100 millisecond latency, a

modular connection system, support for custom sensor inputs and outputs, as well as

fast setup times and intuitive user experience.

The hardware for the nodes was built with a focus on size, requiring the use of the
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smallest available components from a microcontroller with an integrated Bluetooth radio

and antenna to a tiny 40mAh lithium polymer batter. Even the programming interface

was carefully chosen to reduce the board’s footprint as much as possible by ditching the

standard connector in favor of flat pogo-style pads. The components were then densely

packed during the layout design stage resulting 13 mm by 18 mm board which we later

populated by hand soldering the components. A special board was also built for the

hub, containing the five charger chips for the node’s docking system.

In order to program the microcontrollers on the nodes and hub, we used the Soft-

Device S132 bootloader, along with FreeRTOS and the Bluefruit52 library which we

modified by adding new Bluetooth functionalities and flashed to the microcontroller

using our SWD programming interface. This allowed the full support of the Arduino

IDE as well as a large selection of libraries supporting various third party sensors. It

is in this IDE that we later wrote all the program code necessary for the function of

the sensor network, including establishing connection between the nodes and the hub,

reading data from the sensors, transmitting payloads through the Bluetooth link, syn-

chronization, communicating between the hub and the computer, and many of the other

core functionalities that define the network and its operation.

To provide a more complete and user friendly experience, we built a computer ap-

plication with an intuitive graphical user interface to control and operate the sensor

network and to provide advanced supplementary features. The application communi-

cates with the hub through a standard USB connection and allows the user to connect

to the nodes, monitor their status, start new experiments, and visualize sensor data in

real-time. The application has many other features that greatly improve the user’s work-

flow and offer more insight into their experiment, including the ability to connect two or

more synchronized camera feeds, scripting complex feedback events with the command

sequence, and sending data files to the cloud.
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To finalize the system, custom enclosures for the nodes and hub were designed in

the Fusion360 CAD software and manufactured in-house using a 3D printer. The node’s

enclosure was designed to fit the PCB and battery while minimizing the overall form

factor, it also included a lightguide for the node’s indicator LED as well as a custom

connection system at the bottom of the node. This magnetic connection system used a

pogo-style four pin connector along with three neodymium magnets and is an important

aspect of the node’s modularity. It allows the node to attach to various snap anchor

points worn on the body, making switching the nodes between individuals or changing

their configuration fast and simple. This connection also doubles as a docking interface

to the hub for charging and storage, making the whole system compact and portable for

quick setup on the field.

The end product is a complete sensor network platform that achieved all the desired

objectives we set out to meet. It manages to provide interesting new features while still

fulfilling the necessary criteria for a highly versatile research platform.

• Distributed: a wireless system with multiple independent sensor nodes.

• Modular: a versatile magnetic connection system with custom snap anchor points

that can be placed anywhere on the body.

• Extendable: input and output nodes allow the use of custom analog sensors and

precise control of external digital devices.

• Small and lightweight: tiny form factor occupying 35 x 25 x 15mm and weighing

7 grams.

• Easy to setup and modify on the spot: a portable system with a docking

functionality for node storage and transport with fast setup times and swapping

thanks to the magnetic connection system.
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• Raw sensor data: a comprehensive raw data storage functionality with CVS and

TXT options, headers, timestamps, and filename time stamping.

• Sub 100 ms latency for real-time communication: a high throughput low-

latency communication scheme with node synchronization, real-time visualization,

and trigger detection

• Simple and intuitive: a user friendly graphical interface, simple one-button

operation and automated installer and updater.

Reliability is of high importance for any research tool. To evaluate the system’s per-

formance and discover any potential shortcomings, we conducted a number of validation

experiments on some of the system’s most essential characteristics. These included node

charge and discharge times, its physical robustness and magnetic connector’s resilience,

as well as network related tests for synchronization accuracy, system range and data loss.

The computer application was also thoroughly tested on multiple devices to ensure all

major bugs were dealt with. Overall, the validation results allowed us to better under-

stand the specifications and limits of the system. Runtime and range were found to be

adequate for many indoor applications with an average range of 15 meters and battery

life of around 5 hours. Synchronization was accurate to below 300 ms while data loss

was minimal at 1.26% in worst case conditions.

Testing the system in a controlled environment is not enough to prove its value. To

further assess its usefulness in a real-world scenario, the system was handed to third

party experimenters who set out to collect various sensor data from subjects operating

a driving simulator. The IMU nodes were used to obtain motion information from the

driver’s head, foot, and hand, while the Analog node was used to capture the subject’s

ECG signal. This experiment was also an opportunity to obtain independent validation

of the system’s user experience, ease of use, and reliability. It also helped identify the
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system’s most valued features and desired improvements in the experimenter’s eyes.

Overall, the experimenters were pleased with the system, praising the synchronized

camera feature, the system’s ease of use, simple setup procedure, and lack of issues.

Along with their assessment, the experimenters sent us the data they had collected

during their experiment for further analysis. Even though the current system is mainly

focused on data collection, analysis is an essential step to convert the captured data

into useable information. To give an example of the possible analysis that could be

done on the data recorded by the system, we explored the data from each of the nodes

using various methods to extract interesting driver behaviours and parameters such as

heart rate, head tilt characteristics, steering speed and extent, acceleration and breaking

patterns, among others.

By building the system with specific features and design criteria in mind, we managed

to create an easy to use, effective data collection platform, which was then thoroughly

validated by testing it internally and through third party experimenters. The system

worked well and achieved most of what it was expected to. However, during develop-

ment, we faced some challenges that were hard to overcome, some of which remained as

limitations on the system, offering plenty of room for future work and improvements.
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9.2 Challenges

Throughout development, we faced many challenges both expected and otherwise. Some

limitations were apparent during early design stages, while others became clearer during

development and were confirmed during validation.

9.2.1 Bluetooth

One integral component of the sensor network is the wireless protocol used to commu-

nicate between the nodes and the hub. Early on, Bluetooth was picked as the protocol

of choice as it exhibited many features that were complementary to the low power and

miniaturized nature of a distributed system. But it was also clear that Bluetooth was not

without its shortcomings, having a relatively low throughput rate and range. However,

with the new Bluetooth 5 introducing higher throughputs of up to 2Mbps [62], there

were hopes that this increase would be sufficient to support the sensor data streamed

from the nodes.

In practice however, it became clear that Bluetooth 5 had many built-in limitations

that would greatly impede the potential of the system, especially when it came to latency.

One such limitation is the so called Bluetooth Connection Interval which enforces a 7ms

minimum duration required to complete a radio transmission [62][48]. This limited the

amount of supported nodes working simultaneously to four input and one output node,

as the hub needed to service all nodes on the network within a small time window before

new samples came in. With new data sent every 80ms and two 7ms Connection Intervals

required to service each node, the network was thus limited to five concurrent nodes.

This in turn greatly limited the amount of data sent every interval, which decreased

the maximum sensor sampling rate allowed. Such latency also introduces discrepancies

during synchronization, as the hub has to wait a significant amount of time between
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sending the synchronization signal to each of the nodes.

Additionally, in the case of any network interference which could cause the data

to be sent late, packets that fail to be read while the hub is busy servicing another

node would then have to be retransmitted, causing even more network congestion, syn-

chronization drift, and potential data loss as observed during validation. The tight

timing windows caused by the minimum Connection Interval, coupled with the inability

to disable retransmissions [62][48], greatly hinder the ability of Bluetooth 5 to handle

high-throughput low-latency applications.

9.2.2 Range

Another networking limitation of the system is its range. Many system parameters can

impact range such as transmit power, receive sensitivity, and antenna configuration.

Compared to other wireless technologies such as Wi-Fi or LoRa, Bluetooth has a sig-

nificant range disadvantage due to its focus on size constrained, low power, applications

[62].

Connecting a large external dipole antenna on the hub significantly improved the

range, however, the low power nature of the node remains a limiting factor. The max-

imum permissible transmission power output of the node is 4dBm [32], this limited

output has a direct impact on the distance the signal can traverse, following the inverse

square law.

Increasing the size of the transmitting antenna on the node could help alleviate this

problem, but due to the size restrictions, doing so was not an option. The node uses an

on-chip antenna integrated into the microcontroller’s IC package [30]. This is suitable

for constrained designs as it has the smallest footprint of any kind of antenna, but results

in a significantly impeded range.

A related issue is the loss of data that sometimes occurs when the wearer’s body
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is occluding the node from the hub [63]. This is another drawback of the node’s small

antenna and low power, which could result in the transmitted signal dissipating entirely

into the body before reaching the hub.

9.2.3 Battery

The size of the node was also the primary factor guiding our choice of battery. Since

the size of such lithium polymer batteries corresponds directly to the amount of energy

stored [57], it was clear that this choice would severely limit the system’s battery life.

Even though a running time of 5 hours is enough for many short experiments, this limits

the system’s potential by excluding long term experiments and continuous monitoring

applications. There are many hardware and software improvements that could lead to

a much more efficient use of the available energy. For the initial version however, the

battery life was deemed sufficient and not much effort was spent on increasing it.
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9.3 Future Work

Before the system could be used in any practical setting, some reliability issues have

to be addressed. The occasional data loss is the most serious contender as it has the

potential to impede data collection. In contrast, all other limitations such as range and

number of connected devices do not hinder the system’s operation, but rather simply

restricts it to specific environments and applications.

9.3.1 Better Radio Protocol

Since data loss issues appear to be caused primarily by network congestion, solutions

that involve increasing throughput and reducing latency could help alleviate the problem.

One such solution is to move to older Bluetooth protocols such as the Human Interface

Device Profile (HID) used for wireless mice and joysticks which might offer a more

suitable option with higher throughput and lower latency. Yet another option would be

to move away from Bluetooth entirely towards a custom radio protocol, purpose-built

to best suit the system’s needs. Moving to another radio communication protocol could

also help deal with some of the other system limitations by introducing, better range,

higher sensor sampling rates, and an increased number of concurrent nodes.

9.3.2 Increased Runtime

In addition to fixing the issues of the current design, one could look to future improve-

ments that could help deal with many of the current system’s limitations. One such

improvement is increasing battery life. Many aspects of both the hardware and soft-

ware design could be modified to increase battery life. Shortly after the first systems

were completed, a new denser battery was released with 50% more stored energy and

similar dimensions, using it would greatly increase the battery life of the nodes without
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modifying their form factor. There is also much to be done when it comes to reducing

power consumption by increasing the efficiency of the software running on the node.

Since the radio accounts for the majority of power consumption in the node, increasing

the efficiency of communication between the nodes and the hub should greatly impact

battery life. Reducing power consumption could also be achieved by decreasing the mi-

crocontroller’s clock speed. It is also possible to present the user with an option to put

the system in a low power mode for less dynamic applications, decreasing the node’s

reporting rate while increasing uptime.

9.3.3 Increased Range

Another clear candidate for improvement is the system’s range. Using an even larger

antenna on the hub can improve range incrementally, however there comes a point where

even the hub could become unwieldy. A more effective solution would be to improve the

node’s transmission.

Even though the current on-chip antenna used by the nodes is is quite limited,

there are other potential improvements to this antenna design that have the possibility

to improve range without significantly increasing the node’s size or changing its form

factor. One such solution is to use a slightly larger surface mounted ceramic antenna or

a PCB trace antenna, another is to go for a flexible antenna attached around the inside

of the node’s 3D printed shell.

Increasing the node’s transmission power improves the system’s range at the expense

of higher power consumption, this would however involve using a new microcontroller

and radio as the NRF52832 of the current system is operating at its maximum output

power of 4dBm [32].
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9.3.4 Additional Sensor Modules

The Analog node greatly increases the versatility of the system by allowing the user

to integrate any external analog sensor into the network, enabling highly customized

experimental setups. However, in contrast to the completely integrated IMU node,

the Analog node comes at the cost of an additional external connector, cable, and

sensor module. More integrated sensor nodes could be manufactured based on the same

principle as the IMU node with on board sensors, broadening the user’s options by

having sensor specific nodes while maintaining the same compact wearable form factor.

The external custom sensor option could also be enhanced by using the node’s bottom

connection pins and magnetic connection system, currently only used for charging, as a

communication interface for more advanced sensor modules. This removes the need for

an external cable and could allow the node to communicate with sensor modules over

I2C or even UART.

9.3.5 Further Validation

Additional validation procedures and tests could also be conducted to further charac-

terize the system’s behavior under various conditions.

Stress testing methods such as highly accelerated life tests (HALT) can showcase

the system’s reliability in reaction to shocks and vibrations, as well as temperature and

humidity extremes. The reliability of the system in harsh environments and its ability

to withstand dust, rain and cold are vital for many outdoor applications.

Battery life and power consumption could also be measured much more accurately

using power profilers, to both identify inefficiencies in the software as well as provide

better runtime estimates under various loads.

For some of the biosignal sensors such as the ECG module, additional in depth
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validation of both accuracy and electrical safety is necessary to meet patient safety

standards and prove the system’s potential in health and medical applications.

9.3.6 Next Step

Work has already started on the next iteration of the system, and aside from the im-

provements to the design listed here, there were also many lessons learned building the

current system that would greatly simplify and accelerate the next iteration’s devel-

opment stage. The new design would improve on the current one by having higher

reliability, longer range, more concurrent nodes, and more sensor modules while also

reducing the cost of production and streamlining assembly, resulting in a more robust

wireless sensor platform with even better versatility and broader applications.
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