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Abstract

Functional MRI may be possible without a priori models of the cerebral hemo-

dynamic response. First, such data-driven fMRI requires that all cerebral terri-

tories with distinct patterns be identified. Second, a systematic selection method

is necessary to prevent the subjective interpretation the identified territories.

This study addresses the second point by proposing a novel method for

the automated interpretation of identified territories in data-driven fMRI. Se-

lection criteria are formulated using i) the temporal cross-correlation between

each identified territory and the paradigm, and ii) the spatial contiguity of the

corresponding voxel map. Ten event-design fMRI data sets are analysed with

one prominent algorithm, fuzzy c-means clustering, before applying the selec-

tion criteria. For comparison, these data are also analysed with an established,

model-based method: SPM.

Both methods produced similar results and identified potential activation in

the expected territory of the sensorimotor cortex in all ten data sets. Moreover,

the proposed method classified distinct territories in separate clusters. Selected

clusters have a mean temporal correlation coefficient of 0.39 ± 0.07 (n = 19)

with a mean 2.7± 1.4 second response delay. At most four separate contiguous

territories were observed in 87% of these clusters. These results suggest that

the proposed method may be effective for exploratory fMRI studies where the

hemodynamic response is perturbed during cerebrovascular disease.



1 Introduction

Functional images of brain activation are obtained indirectly using the blood-

oxygen-level dependent (BOLD) contrast during the course of an experimental

paradigm. The challenge lies in the fact that the neurovascular relationship

between neural activation and the hemodynamic variables describing cerebral

blood flow (CBF), cerebral blood volume, and oxygen extraction fraction is not

fully understood [1]. Thus, before a general theoretical model can be developed

to describe the neurovascular relationship, the currently available methods aim

to indentify cerebral territories of BOLD signal changes (often referred to as

“activation maps”) that are related to the experimental paradigm as an indicator

of potential neural activity. Pathological cases evoke further problems, such as

the severe perturbation of the cerebral hemodynamic regulation mechanism [2]

and the occurrence of a natural inhibitor, which is known to de-couple the BOLD

signal from neural activation [3].

Data-driven methods (or exploratory data analyses) are actively being stud-

ied as they enable the analysis and understanding of cerebral fMRI by identifying

regions of potential neural activity without a priori models for the experimen-

tal paradigm, the hemodynamic response function (HRF), nor the underlying

data structure under study. Several data-driven methods, broadly categorised

as clustering algorithms, were compared based on quantitative figures-of-merit

and found to be well-suited for fMRI analysis [4]–[7]. These techniques cate-

gorise voxels of fMRI data into several clusters, which are formed based on a

measure of time sequence similarity, regardless of the experimental paradigm.

Therefore, the task of inferring territories of potential neural activation from

BOLD–paradigm related voxel maps must be systematically undertaken to pre-

vent methodological errors and voxel map mis-interpretation [8]. That is, data-

driven methods impose the requirement of a post-processing selection of clusters
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that behave in relation to the experimental paradigm. Typically, this selection

stage is done by humans with the condition that the interpretation is as objec-

tive and consistent as possible across data sets. Several groups have proposed

in the literature selection criteria based on temporal measures within and be-

tween clusters [9] and on the degree of membership overlap that voxels have on

fuzzy clusters [10], [11]. Criteria have also been proposed and studied based on

distance measures between voxels and their centroids in the high-dimensional

cluster space [12]. Indeed, these selection criteria introduce little a priori ex-

pectations on the underlying structure of the data related to the experimental

paradigm.

In order to address the problem of objective post-processing cluster selec-

tion, this paper develops new and experimentally reasonable selection criteria

based on a priori temporal knowledge of the experimental paradigm, as well as

on spatial knowledge of the cerebrovascular network perfusing the brain. Once

a data-driven method has analysed the image sequence, these criteria serve to

quantitatively rank and select clusters whose member voxels are significantly re-

sponsive to an event-related paradigm and occupy contiguous regions of space in

the brain. Experimental fMRI sessions involving visually cued motor tasks are

first analysed using one prominent data-driven method: fuzzy c-means (FCM)

cluster analysis [13], [9], as implemented in EvIdent (National Research Council,

Winnipeg, Canada). The proposed criteria are then applied and the selected

voxel maps are compared to an established, model-driven analysis method im-

plemented in Statistical Parametric Mapping (SPM) (Wellcome Trust, London,

United Kingdom).
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2 Methods

2.1 fMRI acquisition and pre-processing

Ten experimental sessions acquired fMRI data from two healthy male volunteers

of thirty-four and fifty-five years of age over a 6 month period using event-

design paradigms. In each session, the subjects responded to a visual stimulus

by executing simple hand motor-tasks briefly described in table 1. Before each

imaging session, the subjects were instructed to perform the motor-tasks on

“active” cues, and to relax on “rest” cues. The stimulus was a green horizontal

bar displayed on a blue background, projected onto a screen in the MR room

and viewed through a small mirror mounted in front of the subject’s eyes. The

bar was displayed in the lower part of the screen during “rest” states and would

be quickly re-drawn in the upper part of the screen during “active” states.

The paradigm state transitions were synchronised with the scanner’s TR cycles

using an electronic trigger pulse emitted by the scanner at the start of each

image acquisition. The recorded timing errors for these experiments were all

under 10 ms.

The open/close fist and finger tap tasks were cued by this visual stimulus,

but otherwise were uncontrolled. The ball squeeze task involves the subjects

compressing a small plastic ball equipped with a pressure transducer. In this

case, the stimulus also provides visual feedback when the subjects squeeze the

ball so that they can control the amount of force applied. The visual feedback of

the contraction force was provided graphically using LabVIEW v.8.2 (National

Instruments, Austin, U.S.A.) by displaying a second (red) bar whose vertical

position was proportional to the amount of force applied to the ball with added

constraints to ensure the bar always remained on the screen.

All imaging was performed using a 1.5 Tesla Magnetom Symphony MR

scanner (Siemens, Erlangen, Germany), wherein the subject lay supine with
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their head secured. Localisation was performed using a T1-weighted spin echo

pulse sequence to align the slice selection gradient with pre-selected anatomi-

cal landmarks before functional imaging. Structural images were also acquired

with this pulse sequence and a voxel size of 1.02 × 1.02 × 1.50 mm3. Whole

brain echo planar fMRI was performed using a gradient echo pulse sequence

(TR/TE = 2000/30 ms; 90◦) and a voxel size of 1.56×1.56×5.00 mm3. Twenty-

six transversal slices were acquired for each data set.

The event-design paradigm used in this study is illustrated in figure 1 and

is described in [14]. The paradigm consisted of a random number of active/rest

cycles between 12 and 15. Each cycle began with an active state of 2 TR followed

by a rest state between 8 and 10 TR. A 10 TR rest state took place before the

first cycle. All paradigms were generated so as to acquire 160 images during

each session.

Clinical research often requires inter-subject comparisons to make inferences

on the population under study. Therefore, fMRI analysis methods should per-

form well on data first having undergone pre-processing for clinical analysis. The

data in this study were pre-processed within SPM5 [15] as is typically done in

our institute for inter-subject studies: i) the images were re-aligned to mitigate

noise caused by head motion, ii) the images were normalised to the Montréal

Neurological Institute (MNI) atlas to allow for inter-subject comparisons, and

iii) the images were spatially smoothed using a Gaussian filter with kernel size

10 mm3 to reduce the effect of high frequency noise on the analysis. The voxel

size was unchanged during pre-processing, and the image matrix was changed

from 128× 128× 26 to 101× 122× 28 voxels.
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2.2 Fuzzy c-means clustering algorithm

After pre-processing, each session was analyzed using an implementation of the

FCM algorithm in the software package EvIdent (National Research Council of

Canada, Winnipeg) [16]. This particular implementation was chosen due to its

adaptive cluster-merging feature, which reduces the sensitivity caused by the

initial choice of the number of clusters [17]. The rationale behind the algorithm

is to map voxel time sequences to vectors in a high-dimensional Euclidean space

and cluster them based on mutual proximity. This section briefly reviews the

algorithm’s formulation.

Let K represent the number of clusters at any stage of the algorithm, let

L be the number of voxels in an image, and let T be the number of images

captured during the session. Furthermore, let xl[t] be the sequence of length T

corresponding to the intensity of voxel l for 1 ≤ l ≤ L. Similarly, let vk[t] be the

sequence of same length corresponding to the centroid time sequence of cluster

k for 1 ≤ k ≤ K. Thus, any time sequence can be represented in a Euclidean

space by the vector ~xl = 〈xl[1], · · · , xl[T ]〉 ∈ RT .

Suitable proximity functions d(x, v) are based on the distance and the angle

between ~x and ~v. We describe both available in EvIdent:

1. The distance measure is simply the Euclidean distance between vectors

d(x, v) = ‖~x− ~v‖.

2. The Pearson product-moment correlation (PPMC) coefficient yields an

angle measure between vectors ~x and ~v from their corresponding sequences

r(x, v) =
∑T

t=1(x[t]− x̄)(v[t]− v̄)
(T − 1)sxsv

. (1)

The quantities x̄ and sx in equation (1) are the sample mean and sample

standard deviation, respectively. The correlation-based measure called the
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hyperbolic correlation distance [18] is a function mapping r(x, v) onto the

non-negative real numbers given by

d(x, v) =

√
1− r(x, v)
1 + r(x, v)

, −1 < r(x, v) ≤ 1. (2)

We used the hyperbolic correlation distance, since previous studies demon-

strated it to be more robust to noise and FCM sensitivity to initial parameters

than the Euclidean distance [4], [18], [5]. Moreover, observe that equation (1)

is directly proportional to the cosine of the angle, say θ, between the centred

vectors ~x − x̄ and ~v − v̄; namely, cos θ = (T − 1)r(x, v). Hence, unlike the

Euclidean distance, correlation distances are invariant to the magnitude of the

time sequence signal, and in turn, FCM produces fewer clusters and converges

faster.

Given a proximity function d(x, v) and two parameters (the fuzzy index

m > 1 and the initial number of clusters K0), FCM computes the following two

calculations per iteration [9]:

1. For each vector, the cluster memberships are calculated using d(xl, vk),

such that we obtain the matrix U with elements

ukl =
[ K∑

n=1

(
d(xl, vk)
d(xl, vn)

)2/(m−1)]−1

(3)

whose value 0 ≤ ukl ≤ 1 is the membership of voxel l to cluster k.

2. Given U, the time sequence for each centroid ~vk = 〈vk[1], · · · , vk[T ]〉 is

updated by computing the sequence elements

vk[t] =
∑L

l=1(ulk)mxl[t]∑L
l=1(ulk)m

, for t = 1, . . . , T . (4)
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Equations (3) and (4) iteratively minimise the objective function

J(U,V,X) =
K∑

k=1

L∑
l=1

um
kld

2(xl, vk), (5)

where V = [v1, · · · , vK ] and X = [x1, · · · , xL]. An adaptive cluster-merging

feature described in [17] is used after each iteration, which merges two mutually

proximal clusters based on the similarity of their membership values, calculated

in the corresponding rows of U. Once the algorithm converges on K final

clusters, each voxel is categorically assigned to the cluster Ck providing the

maximum membership. That is, the mutually exclusive clusters are the sets of

voxels given by

Ck =
{
xl : max([U]col l) = ukl

}
, for k = 1, . . . ,K. (6)

No subregions of interest were selected in any of the analyses; the algorithm

was initialised with 35 clusters and was observed to converge within 20 itera-

tions. A fuzzy index of m = 1.1 was used instead of the recommended value

of 2 [11]. Inspection of the FCM results from EvIdent showed a progressive

reduction in the number of clusters as m increased from 1.1 to 2 as distinct

clusters were merged. The compromise of obtaining more distinct clusters is

the introduction of spurious voxels into each cluster, potentially increasing the

false-positive error rate. The rationale we take prioritises the indentification

of distinct clusters from FCM, which are significantly related to the paradigm,

however having subtle differences in temporal and spatial characteristics. The

post-processing stage, described next, imposes criteria on the FCM output to

select contiguous regions of cerebral territories identified in clusters that are

significantly correlated to the paradigm.
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2.3 Selection criteria for the interpretation of voxel maps

No a priori information is used to cluster similar voxels. Instead, patterns in the

data are identified by grouping similar time sequences, regardless of their cause.

Such approaches typically show clusters which identify various physiological and

instrument-based effects taking place during image acquisition; some of which

may be responsive to the paradigm stimulus and to brain function.

In this section, we propose criteria for the automated interpretation and se-

lection of the clusters obtained from a data-driven analysis whose voxels are sig-

nificantly responsive to the paradigm stimulus and occupy a contiguous regions

in the brain. Briefly, clusters are interpreted in a two-stage process described

in detail in sections 2.3.1 and 2.3.2. First, all K centroids are compared to the

paradigm design by calculating their time sequence cross-correlation function.

The centroids exhibiting a significant correlation, with a possible phase delay,

are selected as representing voxels that are responding to the paradigm. Sec-

ond, the member voxels of the selected clusters are scrutinised based on a novel

spatial contiguity criterion. The voxels selected by these criteria are identified

as regions of potential neural activation during the stimulus.

2.3.1 Temporal criterion: cluster–paradigm cross-correlation

By modelling the state transitions of the paradigm as a time sequence, a com-

parison is possible between the temporal behaviour of a cluster centroid with the

paradigm by calculating the cross-correlation function. Since phase shifts due to

response delays or habituation are expected, the cross-correlation is meaningful

as it quantifies the correlation between two signals as a function phase shift.

Although this criterion is useful in quantifying a temporal relationship for sim-

ple paradigms, it is difficult to extend to multiple-state designs, since there is

no rationale for assigning arbitrary values to the various states in the paradigm
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sequence. Hence, this criterion applies to simple event-related paradigms con-

sisting of only two states.

The centroid time sequences vk[t] for k = 1, . . . ,K are compared to the

paradigm time sequence p[t], also of length T , which models the paradigm de-

scribed in section 2.1. During “rest” and “active” states, the paradigm time

sequence takes values zero and one, respectively. The cross-correlation between

two sequences v[t] and p[t] is the sequence (v ? p)[d] of length 2T − 1, with

elements defined as

(v ? p)[d] =
T∑

t=1

v[t + d− T ]p[t], d = 1, . . . , 2T − 1. (7)

Similar to the property in equation (1), it can be shown that

(v ? p)[d] = (T − 1)svspr(v(d−T ), p) for 1 ≤ d < 2T , (8)

where v(d)[t] = v[(t + d) mod T ] is a circular shift of d elements. Using equa-

tion (7), all centroids are ranked by largest maximum cross-correlation for

T ≤ d ≤ T +τrest, where τrest is the minimum rest period in the paradigm. This

constraint is used for ensuring that each response is cross-correlated of with its

corresponding stimulus. Interestingly, clusters with negatively correlated cen-

troids have been observed in previous BOLD fMRI studies. The possiblity of

long delays causing negative correlations was examined and ruled out, leaving

several physiological hypotheses such as an unexpected increase in vascular con-

centrations of deoxyhemoglobin or an inverse BOLD constrast [4]. Hence, we

equally consider clusters with negatively correlated centroids as responsive to

the paradigm. Finally, the criterion requires that clusters containing regions

that are potentially activated by the paradigm have a cluster–paradigm cor-

relation coefficient |r(v[t + d], p[t])| ≥ 0.30. A coefficient threshold of 0.30 is

9



suggested for “medium or strong” correlations according to experimental sta-

tistical guidelines [19].

2.3.2 Spatial criterion: voxel map contiguity

The cerebral vasculature perfuses contiguous volumes of tissue via common

networks of arterioles. The regulation of CBF is locally undertaken by the

constriction and dilation of the pre-capillary arterioles; therefore, neural activity

is thought to occur in contiguous regions of tissue [20]. Consequently, the BOLD

signal is also expected to emerge as a contiguous spatial distribution of voxels

in fMRI. Based on the above, this spatial criterion seeks clusters containing sets

of contiguous voxels.

The data acquired within the scanner is a discrete sampling of the volume

field of view over time. Each sample can be considered as the point represented

by its enclosing voxel. A more convenient notation for spatial analysis is to

write xl[t], the time sequence of voxel l, as x[~nl, t] = x[nx, ny, nz, t]. Now

any voxel is denoted by its spatial coordinates ~n = 〈nx, ny, nz〉 on the lattice

Λ =
{
V~n

∣∣~n ∈ Z3
}
, where V is the diagonal matrix voxel dimensions V =

I3 〈X mm, Y mm, Z mm〉>.

The clusters selected by the temporal criterion have centroids that are sig-

nificantly correlated to the paradigm design. The centroids are calculated as

in equation (4) and, therefore, are membership-weighted linear combinations of

the member voxel time sequences. Hence, the clusters reveal how the member

voxels are distributed in space as a function of correlation with the centroid.

Using equation (1) for each cluster Ck, we define a correlation function that

produces the PPMC coefficients for each member voxel of Ck

Rk[~n] =

 r(x[~nl], vk) for xl ∈ Ck,

0 otherwise.
(9)
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Given Rk[~n] for k = 1, . . . ,K, contiguous clusters can be potentially distin-

guished from sporadic ones. This requires that contiguity be quantitatively

defined; thus, we propose the following notions leading to a definition of conti-

guity.

Two voxels who share the same face are said to be adjacent, and one unbroken

sequence of adjacent voxels is defined as a group. All L voxels of any cluster

can be counted group-wise by the series

L = 1g1 + 2g2 + · · ·+ MgM , (10)

where gl is the number of groups of l voxels, and the largest group has M voxels.

We consider a group to be contiguous if it contains a number of voxels equal or

greater than some constant m. Thus, by setting gl = 0 for l < m, we obtain the

fraction of L voxels belonging to contiguous groups

0 ≤ 1
L

M∑
l=m

lgl ≤ 1. (11)

Finally, to penalise clusters with a large number, say G, of groups, the series is

normalised by the product GL instead of simply L. Therefore, the contiguity

of a cluster as defined above is given by the series

c =
1

GL

M∑
l=m

lgl. (12)

Indeed, it is not unusual to expect multiple distinct cerebral territories inter-

acting during the execution of a task. However, we expect that this number of

distinct territories be lower, and thus receiving smaller penalty, than a sporadic

number of small regions grouped together by chance during the data-driven

analysis. Figure 2 illustrates the contiguity values obtained from equation (12)
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with m = 3 for a set of two-dimensional fictional clusters. For the five clusters

shown, the total number of voxels in each is the same: L = 14. This measure of

contiguity is bounded between [0,1] and increases with fewer, larger groups. For

example, the third cluster has two contiguous groups: one with three voxels,

the other with nine voxels. Thus, the contiguity accoring to equation (12) is

c = (1 × 3 + 1 × 9)/(2 × 14) = 0.43. The measure is independent of voxel size,

as long as m is scaled by the volume ratio between sizes. For three-dimensional

fMRI data, we defined the smallest contiguous group using m = 6.

Before applying equation (12) to the set of voxels in each cluster, it is im-

portant to consider the nature of cluster membership in terms of correlation.

The centroid computed in equation (4) is a weighted average of the member

voxel time sequences, where very similar voxel sequences are assigned large

weight coefficients calculated using equation (3). When comparing the centroid

with all member voxels, only few will have large coefficients, and progressively

more will have lower coefficients. However, a lower limit must exist where

minxl∈Ck
Rk[~n] > 0, since no member voxel can be uncorrelated to the centroid,

by definition. Therefore, for each cluster, we can obtain a bounded distribu-

tion of the contiguity over the domain of correlation coefficients: c = c(r), for

0 ≤ r ≤ 1. We use the median value of each cluster’s contiguity distribution

as a lower threshold limit rth for the selection of member voxels. Finally, in

each cluster, the spatial criterion selects the subset of member voxels for which

Rk[~n] ≥ rth and displays the resulting voxel map.

3 Results

The proposed criteria were applied to the ten fMRI sessions described above in

table 1. The expected territory of paradigm-correlated BOLD signal is in the

sensorimotor cortex (i.e., the pre-central gyrus on the frontal lobe contralateral
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to the responding hand). A secondary expected territory is the visual cortex

(i.e., the posterior occiptial lobe). These expected territories were selected by

neurologists, and all sessions were also independently analysed with a first-level

SPM t-test (two-tailed) with familywise error probability of p < 0.05. The

following sections report inter- and intra-session comparisons between methods

including observations on the proposed method’s performance.

3.1 Inter-session comparison

The proposed method and SPM both identified significant voxels in the motor

cortex for all sessions. The visual cortex, however, was identified in roughly

half of the sessions by either method (proposed method 5/10, SPM 6/10). The

results from the proposed method for all sessions are given in table 2. The

heading in bold type shows how many clusters were selected from the total

number of clusters formed by FCM algorithm. In each row, the details of the

selected clusters are given: the cluster number, the number of member voxels

(L), the cluster–paradigm correlation (r), the response delay (d) of the cluster

centroid in TR, and the contiguity evaluated using member voxels above the

cluster’s PPMC threshold c(rth). The last column lists gross cerebral territories

identified by the cluster. Clusters prefixed with the symbol ‘I’ identified voxels

in the motor cortex.

Some observations can be made looking at these results. The proposed

method can identify multiple clusters, representing distinguishable voxel groups

that are responsive to the stimulus. Using the cluster–paradigm correlation

threshold |r| ≥ 0.30, the correlated clusters indentified in the cerebrum, across

all sessions, have a mean correlation r̄ = 0.39±0.07 (n = 19). These also exhib-

ited the expected 2% increase of the BOLD signal upon stimulus. In addition,

the proposed method also identified clusters with strong negative correlations
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r̄ = −0.53 ± 0.12 (n = 12). These occurr almost exclusively in the eye orbits

with the exception of motor cortex voxels from cluster 23 in session 7, where

a weaker inverted signal was identified with r = −0.34. We presume that eye

orbit voxels emerged from eye movements, while the subject followed the mov-

ing target on the stimulation screen. Although an inverse BOLD response has

been observed in the literature [4], we have not attempted to control our ex-

periments for such an effect. Further comparison of the voxel time sequences of

each cluster reveals characteristic differences in the BOLD signal amplitude and

response delay. For example, the peak-to-peak amplitude of responsive cortical

voxels ranged between 0.5% to 2% of signal strength, while the ampliude of the

orbit voxels ranged between 10% to 20%. The response delays shown in table

2 have a response delay of d̄ = 2.74 ± 1.37 seconds (n = 19) for all cerebral

voxels. This is plausible considering the latencies of the hemodynamic response

reported between 2-4 seconds (including the intial signal dip) [1]. The voxels

corresponding to the eye orbits have no measurable delay, which also supports

our assumption of artefact from eye movements during stimulus onset. Twenty-

seven selected clusters contain voxels in one gross territory and have contiguity

values larger than 0.25 (i.e., contiguous voxel groups per cluster ≤ 4). The

remaining four clusters, from sessions 9 and 10, contain several territories and,

hence, fall well below this value.

3.2 Intra-session comparison

To illustrate further details, figure 3 compares the voxel maps obtained from an

SPM t-test and the proposed method using the data from session 9. Although

the same cerebral territories were identified, some rather prominent differences

were observed. To elucidate these differences, the first row of figure 3 shows

the SPM map from a less conservative SPM t-test with a type I error rate
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of p < 0.001 without familywise correction. Applying the conservative t-test

that was used for the inter-session comparison would retain only the darkest

regions of the SPM voxel map shown in this figure. The SPM map reveals

significant voxels in the expected motor cortex (left posterior frontal lobe), the

occipital lobe, and the cerebellum. Regions shown in a lighter shade correspond

mostly to the superior sagittal sinus; other smaller sporadic regions also emerge

throughout the brain. The remaining rows show the clusters from the proposed

method. Figure 4 shows the corresponding cluster–paradigm correlation and

contiguity plots for these clusters. Clusters 20, 21, and 9 have identified voxels

in the cerebellum, the motor cortex, and the occipital lobe, respectively. These

clusters seem to overlap well with the SPM map; however, there is a prominent

mismatch in the superior part of the motor cortex. For comparison, territories

identified by each cluster have been circled on the SPM map in the cluster

map’s corresponding colour. The lateral part of the motor cortex identified

by both methods (shown in cluster 21) is also marked with the symbol ‘<’

on the SPM map. Cluster 13 (shown in the last row) contains the superior

motor cortex; however, it was rejected by the proposed criteria having cluster–

paradigm correlation r = 0.26 < 0.30. Cluster 13 is less contiguous (c(0.75) =

0.07) than the selected clusters, containing areas along the superior sagittal

sinus, the frontal and parietal cortices ipsilateral to the responding hand, and

the inferior occipital lobe. On the other hand, although the centroid has low

correlation with the paradigm, it has rather well defined peaks and troughs and

shows some degree of relationship to the paradigm. Indeed, parameter selection

will not fit all cases, and by relaxing the suggested threshold |r| ≥ 0.30, one

admits this and other sporadic clusters.
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4 Discussion

This study proposed a method for the systematic selection of voxel maps iden-

tifying potentially activated cerebral territories obtained from an FCM analysis

of fMRI data. Selection criteria were proposed for the automated interpretation

and selection of the clusters obtained from a data-driven analysis, whose vox-

els are significantly responsive to the paradigm stimulus and occupy contiguous

regions in the brain.

Interestingly, the temporal cross-correlation between centroids and the paradigm

was previously recommended by Goutte et al. [4] in a pre-processing stage. The

correlation values and corresponding phase delays served as an alternative to

raw BOLD data in k-means clustering to reduce the algorithm’s sensitivity

to the fixed number of clusters and to mitigate scanner noise. Although this

may be highly relevant for k-means clustering, this method was not used here.

Instead, noise was reduced using image re-alignment and Gaussian low-pass

filtering; algorithm sensitivity was handled by the adaptive cluster-merging fea-

ture in EvIdent [17]. A similar approach to the proposed temporal criterion,

suggested by Chuang et al. [5], automatically selects the voxel maps whose

centroids have a high correlation coefficient with the paradigm. However, the

techniques for determining a suitable threshold level or for handling phase delays

were not presented. One known challenge in temporal analysis of fMRI is mod-

elling complex paradigms. The proposed temporal criterion is limited to simple

paradigms, where a sequence of “rest” and “active” states can be modelled by

values 0 and 1. However, there is no rationale for assigning arbitrary values to

several states mixed together in a complex paradigm sequence. Randomly oc-

curring event-related designs present some intuitive advantages over the blocked

designs, which prompted our choice of paradigm. First, randomly occurring

events form an aperiodic design and diminish the response anticipation effects
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observed in periodic designs. Second, brief events diminish habituation effects

observed during sustained activity. Finally, an aperiodic response is easier to

distinguish from artefact signals caused by periodic physiological processes; e.g.,

breathing and cardiac cycle effects.

To our knowledge, no other similar spatial criterion appears in the literature.

The motivation for developing a spatial criterion is that data-driven analyses

aim to identify all patterns in the dataset, without a priori knowledge of the

experiment. In the case of the FCM algorithm, clusters are formed based on

temporal correlation between the voxel time sequences and the centroids. Using

fMRI data, we often observe clusters containing collections of sporadic voxels,

each with time sequences that are weakly correlated to both the centroid and

the paradigm. These are likely due to experimental noise, whence a realisation

of voxel time sequences having small correlation coefficients appear in voxel

maps like “salt-and-pepper”. Since these cluster members are non-responsive

to the paradigm and cannot be associated with any cerebral terrirory, they are

of little interest to the analyst. Hence, by examining the spatial distribution

of a cluster, one can remove the addition of weakly correlated sporadic voxels.

Furthermore, such a contiguity measure imposes no geometrical restraint beyond

the requirement that voxels be connected together. Hence, contiguous groups

that have enlongated, spherical, or flat shape are treated alike. This would be

difficult to achieve for example with a low-pass filtering approach, since multiple

kernels would be necessary to account for an arbitrary shape.

Before the interpretation of a data-driven analysis, care is required to en-

sure that the algorithm converges properly. A methodological study by Möller

et al. demonstrates that an insufficient convergence of the algorithm during the

analysis stage produces unrepresentative clusters, which lead to the misinter-

pretation of the experiment [22]. In this study, we ensured the FCM algorithm
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converged for each session by manually verifying several items: i) the number

of iterations does not meet the allowed maximum, ii) the number of clusters

does not reach the allowed minimum or maximum on any iteration, and iii) the

voxel time sequences maintain similarity within clusters upon termination of

the analysis. For efficiency, larger studies can integrate an automation of the

protocol described in [22].

The method was applied to ten experimental sessions that were analysed by

the FCM algorithm in EvIdent. The selected voxel maps were compared to a

multiple comparison t-test analysis in SPM. Both methods identified potential

neural activation in the expected motor cortex territory in all sessions and the

expected visual cortex territory in roughly half of the sessions. Some differences

between the voxel maps from each method were observed, particularly when a

cluster is rejected having a sub-threshold correlation with the paradigm. Indeed,

voxels failing to achieve either a p-value or a correlation r threshold, may still

contain useful information and vice versa. The proposed method demonstrated

the potential to distinguish several responsive areas using multiple clusters.

Thus, individual information about one potential region of activation are not

mixed with identified voxels in other regions. This observation demonstrates

the potential that data-driven methods can expose highly relevant temporal

and spatial characteristics of these regions. Such information may be useful

in studying HRF behaviour perturbed by cerebrovascular disease in distinct

regions of the brain.

In addition to the FCM algorithm, other fMRI analysis methods have been

reported in the literature that may benefit form the proposed selection criteria.

They can be broadly classified as linear methods based on a decomposition of

the data into linear components, and non-linear methods based on the iterative

clustering of data points with similar characteristics. Two independent compar-
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ative studies on the performance of several methods were carried out in 2004 by

Dimitriadou et al. and by Mayer-Baese et al. [7] [6]. Performance figures-of-

merit were based on contingency tables (ROC analysis) and voxel time sequence

accuracy in the activated region using artificial activation signals embedded in

either simulated or real fMRI data. Both studies found that the non-linear

algorithm neural gas performed best in identifying the active voxels. They dis-

agreed, however, in their evaluation of the FCM algorithm. In terms of neural

gas, one claimed it had comparable performance, while the other claimed its

performance was significantly lower. Both studies concluded that the efficacy

of non-linear methods is superior to that of linear methods.

The development of data-driven fMRI analysis methods has gained impe-

tus due to the exploratory nature of research involving cerebral fMRI. The

recourse of eschewing a priori models is attractive, since a quantitative rela-

tionship between cerebrovascular, metabolic, and neural parameters remains a

highly pursued topic.
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Table 1: Summary of paradigm and motor task

Session Motor task Hand Visual feedback
1 open/close fist right no
2 index finger tap right no
3 ball squeeze 15% max. force left yes
4 ball squeeze 15% max. force right yes
5 ball squeeze 50% max. force right yes
6 ball squeeze 100% max. force right yes
7 ball squeeze 15% max. force left yes
8 ball squeeze 15% max. force right yes
9 ball squeeze 50% max. force right yes
10 ball squeeze 100% max. force right yes

R R R
a − b − c − d
︸ ︷︷ ︸

Figure 1: Schema of the event-design paradigm used in this study (TR = 2.00
s).

Figure 2: Contiguity c for a collection of 2D clusters. In each case, the total
number of member voxels is L = 14, and the smallest group size is set to m = 3.
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Table 2: List of selected clusters with their size, paradigm correlation, response
delay, and contiguity. The territories identified in each cluster (predominant
listed in bold type) are abbreviated using l = left, r = right, bi = bilateral, and
SMC = sensorimotor cortex, FC = frontal cortex, PC = parietal cortex, OC
= occipital cortex, CB = cerebellum, CG = cingulate gyrus, EYE = eye orbit,
OTHER = other. The cluster identifying the expected SMC is preceded by I.

Session 1: criteria selected 6 of 23 clusters

ICluster 2 L = 1293 r = 0.45 d = 2 c(0.63) = 0.33 lSMC lFC rSMC

Cluster 6 L = 225 r = 0.44 d = 1 c(0.78) = 1 rOC

Cluster 7 L = 1195 r = 0.34 d = 2 c(0.77) = 0.50 biCB biOC

Cluster 18 L = 322 r = 0.31 d = 2 c(0.75) = 0.50 biPC

Cluster 14 L = 120 r = 0.30 d = 1 c(0.83) = 1 lOC

Session 2: criteria selected 1 of 7 clusters

ICluster 1 L = 1078 r = 0.40 d = 2 c(0.67) = 0.33 lSMC

Session 3: criteria selected 1 of 30 clusters

ICluster 10 L = 206 r = 0.54 d = 1 c(0.77) = 1 rSMC

Session 4: criteria selected 1 of 12 clusters

ICluster 10 L = 217 r = 0.35 d = 2 c(0.64) = 1 lSMC

Session 5: criteria selected 1 of 14 clusters

ICluster 9 L = 1253 r = 0.34 d = 1 c(0.72) = 0.25 lSMC rSMC biFC

Session 6: criteria selected 2 of 11 clusters

Cluster 9 L = 368 r = 0.40 d = 2 c(0.78) = 1 OTHER

ICluster 7 L = 162 r = 0.49 d = 1 c(0.82) = 0.31 lSMC rSMC biFC

Session 7: criteria selected 5 of 27 clusters

Cluster 1 L = 860 r = −0.59 d = 0 c(0.64) = 0.25 EYE

Cluster 24 L = 292 r = −0.51 d = 0 c(0.77) = 0.33 EYE

Cluster 27 L = 56 r = 0.41 d = 0 c(0.70) = 0.97 EYE

Cluster 20 L = 457 r = 0.45 d = 1 c(0.68) = 1 biCG

ICluster 23 L = 215 r = −0.34 d = 2 c(0.72) = 1 rSMC (slightly anterior)

Session 8: criteria selected 4 of 12 clusters

Cluster 1 L = 479 r = −0.70 d = 0 c(0.64) = 0.25 EYE

Cluster 5 L = 329 r = −0.48 d = 0 c(0.72) = 0.247 EYE

Cluster 2 L = 471 r = −0.55 d = 0 c(0.59) = 0.50 EYE

ICluster 11 L = 4355 r = 0.33 d = 3 c(0.51) = 0.20 biOC lSMC

Session 9: criteria selected 5 of 23 clusters

Cluster 3 L = 958 r = −0.62 d = 0 c(0.64) = 0.25 EYE

Cluster 20 L = 296 r = 0.43 d = 1 c(0.75) = 0.25 rCB lCB

Cluster 14 L = 284 r = −0.40 d = 0 c(0.83) = 0.33 EYE

ICluster 21 L = 283 r = 0.38 d = 2 c(0.71) = 0.19 lSMC

Cluster 9 L = 2050 r = 0.31 d = 2 c(0.71) = 0.14 rOC CER

Session 10: criteria selected 6 of 13 clusters

Cluster 1 L = 422 r = −0.65 d = 0 c(0.62) = 0.32 ORB

Cluster 8 L = 287 r = −0.68 d = 0 c(0.58) = 0.50 CER

ICluster 6 L = 8959 r = 0.49 d = 1 c(0.68) = 0.05 OTHER (incl. lSMC biOC)

Cluster 2 L = 333 r = −0.44 d = 0 c(0.62) = 0.50 EYE

Cluster 3 L = 377 r = −0.36 d = 0 c(0.73) = 0.25 EYE

Cluster 5 L = 2961 r = 0.33 d = 0 c(0.62) = 0.05 OTHER biFC
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Figure 3: Comparison between the SPM t-test p < 0.001 (top row) and the
proposed method (four clusters in remaining three rows) for session 9 data.
Each map is displayed in transcranial (superior view), sagittal (right view), and
coronal (posterior view) projections. Territories identified by each cluster have
been circled on the SPM map in the corresponding colour.
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Figure 4: Corresponding cluster–paradigm correlation (left) and contiguity
(right) plots for cluster maps in figure 3 selected from session 9 data. The
paradigm (dashed) and centroid (solid) time-sequences are plotted vs. time in
increments of 10 TR (20 s). The contiguity distribution c(r) is plotted vs. the
voxel–centroid correlation. The rth threshold is marked by the symbol ‘�’.
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