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Abstract

The present day organisations with complex assets need to develop strategies that will allow them to respond effectively to new market opportunities taking into consideration the long term nature of their asset investments and the short product life cycles. The strategic asset management decisions thus need to be made on a set of alternative scenarios, generated from a solution space defined by market opportunities, value chains and asset configurations, so that strategic business objectives are optimised. The paper describes a method, based on a process modelling, simulation and optimisation approach, both for evaluating the alternative scenarios for feasibility and also for searching the solution space for alternatives that optimise the process level performance drivers of the strategic business objectives. This involves efficiently searching the much enlarged solution space defined by market opportunities, value chains and asset configurations to solve a multi-objective optimisation problem by generating a  series of non-dominated set of solutions that progressively move towards the Pareto front. This method is implemented as a module of an integrated asset management system and its scope and effectiveness are demonstrated through three applications. 
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1.
Introduction

A number of present day organisations, with complex assets, function in a dynamic and at times volatile environment and need to perform in highly competitive markets. They hence need to develop strategies that will allow them to respond effectively to new market opportunities, taking into consideration the long term nature of their asset investments and the short product life cycles. The strategic asset management decisions thus need to be made on a set of alternative scenarios, with each scenario consisting of a group of projects, generated from a solution space defined by market opportunities, value chains and asset configurations, to select an alternative that optimises the business objectives.

A strategic decision framework, for responding to new market opportunities and embedding a project-based approach that includes risk assessment, has been previously proposed and described for evaluating and ordering the alternative scenarios [1-3]. This decision framework is based on four perspectives – financial, asset performance, customer satisfaction and sustainability – and their associated strategic business objectives, similar to the balanced scorecard method [4]. The performance of each alternative scenarios, along the dimensions defined by the four perspectives based on an appropriate group of objectives and measures, needs to be evaluated to establish feasibility of the alternative and in order to rank and select the optimum alternative for implementation.  

Each alternative scenario is considered to be a group of products that have been selected in response to market opportunities, and the implementation of the production and distribution of each of the product as a project. Thus each alternative scenario would consist of a mix of projects. Figure 1 shows an abstract value chain process, involving the different sections of an organisation, which starts from the identification of market opportunities, generation of alternative scenarios consisting of a mix of projects based on existing or modified asset configurations, selection of an alternative for implementation, production and delivery of products and customer orders.

Figure 1 also shows the place of an Integrated Asset Management System (IAMS), within the value chain process, and its interactions with the different organisational units. This system is currently under development and is designed as a decision support system to assist in arriving at a preferred alternative scenario for implementation. The IAMS has a number of modules for modelling alternative scenarios and preferences of decision makers, evaluating performance measures for the different strategic business objectives and assisting in decision making [3]. 
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Figure 1 The Integrated Asset Management System within an abstract value chain process
In this paper we consider the process modelling, simulation and optimisation module in detail, and describe its role in the decision making process, its capabilities, its implementation and integration within the IAMS, and finally its application to some generic situations arising in project-based asset management. This module is built around the commercially available simulation software Extend [5], which has been enhanced with multi-objective optimisation capability using evolutionary algorithms and embedded within the IAMS so that information generated by this module can be made available to other modules through a common database.

2.
Process modelling and simulation

Each of the alternative scenarios to be considered in the decision making process would be from a solution space defined by the three dimensions of market opportunities, value chains, and asset configurations. The market opportunities, we have stated earlier, can be represented by a group of projects, and each of the projects would have an associated process plan, that adds value to the product, along with an asset configuration to execute the plan. Thus in order to evaluate the asset performance measures for each alternative scenario a discrete event simulation model with advanced modelling capability, including the ability to allow randomness to be introduced into a number of simulation variables such as processing time, unscheduled downtime (both time between failures and time to repair) etc., through the use of a set of probability distribution functions, is required. 

Extend provides all the above capabilities as well as other features that allow realistic modelling of practical situations, and thus avoid the need to make a number simplifying assumptions that limit the usefulness of the models and simulation results. In addition to providing a visual representation of both the model and the simulation process, Extend also allows models to be developed from basic building blocks, from its own and user defined libraries [6]. It is also possible to model the process at different levels of abstraction, using either a bottom up or top down approach, giving the flexibility required for modelling to different levels of details and complexity at the different stages in the decision making process.   

The modelling and simulation part of the module provided by Extend can be used to derive four types of information for each of the alternative scenarios. The first is determining the feasibility of the alternatives given a set of constraints to be satisfied, the second is providing process statistics such as asset and resource utilisations, third is identifying bottlenecks within the processes and any changes to the asset configuration required to reduce the bottlenecks, and finally to answer what if type questions about the process. These are all useful information for modifying the alternative scenario to be not only acceptable but also to improve its performance with respect to the strategic business objectives. This is one approach to using the modelling and simulation part of the module within the decision making process.

Some of the performance drivers for the strategic business objectives are determined from the modelling and simulation part of the module. This part requires information on the group of projects to be included in the alternative, the asset configuration, and the order in which the projects are to be processed. Thus a number of decisions need to be made even before modelling and simulation can take place, and in the next section we consider how these decisions can be optimally made by providing optimisation capability to the modelling and simulation part of the system.   

3.
Process simulation and optimisation
As pointed out previously, the search space for generating the alternatives for consideration at the strategic level is defined by the three dimensions of market opportunities, value chains and asset configurations. The search space can be large if the market opportunities translate into a number of possible projects with the associated value chains and asset configurations. In generating alternatives, the technical team would usually prune this search space using heuristics derived from their knowledge and previous experiences or may only explore solutions close to the existing one to reduce the search effort. For maximum advantage, however, it is possibly best to explore a larger space and generate alternatives which are well distributed in the solution space and which provide real choices. 

Adding optimisation capability to the modelling and simulation part of the module allows the exploration of a much larger space, and can be used either to improve the alternatives selected by other means or in generating the alternatives. The goal of optimising each alternative is to ensure that reasonably good alternative solutions are available from which to choose the final alternative for implementation. The extent of exploration of the search space is carried out with this goal in mind rather than to find global or near global optimum solutions. Since a population based genetic algorithm is used for the search, the search could be terminated at any stage and still have a set of improved solutions for that particular alternative. Further, simulation model for each of the alternatives is required to check feasibility and would hence be available for the optimisation process, and thus the additional effort required to find near optimal solutions is not excessive.

3.1
Optimising a proposed alternative

Each alternative generated for consideration at the strategic level would be usually described in terms of a group of projects, processing plan and the asset configuration. The sequence in which the projects are processed, that is the scheduling of the projects, can have a significant effect on the performance drivers such as total processing time. The number of possible sequences increases dramatically as the number of projects increases, and random selection of a sequence will not in general result in minimum total processing time, as demonstrated in case (i) in the sub-section 5.1. There are scheduling algorithms available for optimising the sequence for a number of special situations [7], but it is only by using a search method, such as genetic algorithm, along with simulation models that near optimal sequences could be determined for the general case, with complex process networks and multiple objectives [8]. 

In the case of multiple objectives, there will be a set of non-dominated solutions, each of which is better than the other solutions in the set in at least one of the objectives. Thus in order to discriminate between the solutions in the non-dominated set and to select one suitable alternative for consideration at the strategic level, additional information is required. This is usually in the form of preference information elicited from the decision maker, and there are a number of multi-criteria decision making (MCDM) methods available for ordering the non-dominated solutions based on this information. The IAMS under development implements two methods for multi-criteria decision making, based on TOPSIS and fuzzy PROMETHEE [9], in the MCDM module. Application of TOPSIS for group decision making is demonstrated in the case study section of Ref. 10. Fuzzy PROMETHEE is implemented as a neural network with a hierarchical structure and would be used to make decisions at both the alternatives generating stage and at the strategic level.

It is also possible to optimise the asset configuration either after determining the sequence or during the search for the optimum sequence. The latter would involve a search over a much larger search space with the associated computational effort. Since the goal of searching is to improve the values for the performance drivers, subsequent searching of the asset configuration space is justified provided the values for the performance drivers can be improved.     

3.2 
Generating optimum alternatives

Sub-section 3.1 focussed on improving an alternative for which the group of projects to be processed is fixed and has been previously determined. This sub-section considers the situation where the projects in an alternative are a subset of a group of projects identified from market opportunities. That is to determine which subset of projects from the available projects should be considered in a given alternative. This essentially expands the search space and allows the group of projects for an alternative, and the sequence for processing this group of projects, to be determined through a search process. Again the goal is to find solutions that improve the values of the performance drivers.
4.
Implementation of the process modelling, simulation and optimisation module

The IAMS is being implemented in a Matlab environment with interfaces to the programs Extend and Access. The abstracted architecture for IAMS is shown in Figure 4 of Ref. 3 along with the communication links between the different components of the system. Figure 2 shows the details of the process modelling, simulation and optimisation module, and data flow links to other components of IAMS. The module can be used in three modes; (i) for process modelling and simulation only, (ii) for process modelling, simulation and optimisation using the evolutionary optimiser 1 provided with Extend, and (iii) for process modelling, simulation and optimisation using evolutionary optimiser 2, developed to enhance the optimisation capability of Extend.  
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Figure 2 Process modelling, simulation and optimisation module of IAMS with data flow links

The evolutionary optimiser 1 incorporated in Extend has a number of limitations. It is for a single objective function only, does not allow permutation type combinatorial problems to be represented, does not accept output variables of the model in the constraints and has a rather low limit on the maximum number of decision variables, and thus places a constraint on the size and type of optimisation problems that can be solved. In order to overcome these limitations, evolutionary optimiser 2 was developed so that it can be used within the Extend model as a block, and to function in a fashion similar to the evolutionary optimiser 1 block. The enhancements in the evolutionary optimiser 2 were achieved by linking this block to the Genetic and Evolutionary Algorithm (GEA) Toolbox available for Matlab [11], and then enhancing the capabilities of this toolbox with the non-dominated sorting genetic algorithm II (NSGA II) described in Ref. 12. 

Within each optimisation cycle, the evolutionary optimiser 2 collects the simulation results for the population of solutions for the current generation and sends it to the GEA toolbox, where the genetic operators are applied, and for the multi-objective function optimisation problems, the sorting to determine the new population is carried out by the Matlab function developed based on NSGA II. The new population belonging to the next generation is then passed back to Extend for the next cycle in the optimisation process, and this cycle repeats till a termination criterion is satisfied.   
The implementation strategy used for this module allows optimisation of an alternative to be carried out using either evolutionary optimiser 1, where the features provided by this Extend block are adequate for the purpose, or evolutionary optimiser 2 for all other cases. The relevant statistics collected at the end of the optimisation process at the alternative generation level are then passed on to an Access database for use by the multi-criteria decision making module, as shown in Figure 2. 
5.
Applications
As discussed in the previous sections, the process modelling, simulation and optimisation module can provide information useful for the strategic decision making stage, and for optimising each of the alternatives before the final selection of the alternative for implementation. The modelling and simulation part of the module can be used to establish feasibility of the proposed alternatives, in terms of satisfying both the constraints on the process and any performance thresholds. It identifies bottlenecks in the process and hence provides an opportunity for improving the performance of the alternative through changes to asset configuration. Improvements to the alternatives come through a series of interactions with the user. The optimisation capability of the module automates this process and allows optimum scheduling of the jobs, for a given asset configuration, based on one or more performance drivers that impact positively on the strategic objectives. Further, it allows an optimum mix of projects to be selected from a list of possible projects that can be considered within a given alternative.

Three applications of the modelling, simulation and optimisation module are considered to show the capability of this module to optimise each of the alternatives by considering the effect on the performance drivers. These applications are described in terms of generic processes that can represent a variety of applications. The evolutionary optimiser 2 is used for all three applications as permutations of the projects need to be considered in selecting the sequence. The data for the three applications are selected from Table 1 consisting of a list of projects and processes, from which the projects in an alternative along with the processing times and due dates are generated. The Table is derived from Ref 13 and was generated using a random process.
	         Process

Project
	Mc1
	Mc2
	Processing

Mc3
	times
Mc4
	Mc5
	Due dates

	1
	32
	21
	10
	51
	33
	674

	2
	62
	59
	41
	86
	91
	396

	3
	26
	20
	85
	75
	17
	431

	4
	42
	45
	75
	85
	97
	369

	5
	97
	34
	36
	31
	38
	626

	6
	61
	87
	66
	23
	58
	597

	7
	3
	71
	3
	93
	30
	790

	8
	1
	27
	42
	19
	45
	437

	9
	61
	24
	24
	81
	85
	656

	10
	9
	28
	74
	23
	51
	780


Table 1 List of projects, process times and due dates

5.1
Case (i) - Ten projects and two machines: minimising total processing time
This is the classical scheduling problem, and since it is posed as a generic problem it can apply to different production processes. Two machines can represent two processes that have a precedent relationship and allow simulation models to be constructed at higher levels of abstraction. One application is to the printing facility, described in Ref. 10, where the first machine can be a printing press, consisting of a number of units and a folder, and machine two can represent the rest of the processes leading to the assembly of the final products. It can be seen from Table 2 that the optimised processing sequence, compared to a random order of processing projects, can reduce the total processing time - makespan – by approximately 20%. Scheduling using heuristics, however, will be much closer to the optimised total processing time [7]. In the case of the printing facility, the reduction of processing time makes it possible to accept additional jobs/projects and contributes positively to strategic objectives, even though the optimisation is carried out locally at the process level and not at the strategic level. Though processing time was used as the objective, it is also possible to consider cost, as the simulation model developed can provide cost information that can also be optimised. The optimisation is again at the process level and it will contribute positively to strategic objectives, as only the process sequence is varied keeping all other factors the same. In this case the due date information was not used in the optimisation process, but could have been introduced as constraints, possibly through threshold values, such as the delay in any project not to exceed a given limit.

	Project processing sequence
	Total

processing time

	 8        4       6      3       1       5     10       7      2       9
	582

	10       8       3       7       6       5       4       1      9       2
	462


Table 2. Total processing times for random & optimised project processing sequences

5.2
Case (ii) - Ten projects and two machines: minimising processing time and maximum tardiness

This is also a classical scheduling problem, but in this case the project sequence is minimised based on the two objectives of processing time and maximum tardiness, thus bringing in the due date information. This is a multi-objective optimisation problem and there are a number of optimum solutions defined by the Pareto optimal set. 
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Figure 3 - Movement of non-dominated solution front with the number of generations
Figure 3 shows the solutions belonging to the non-dominated fronts at three different stages of the optimisation process. The solutions can be seen to progress towards the solutions on the Pareto front as the number of generations increase. It can also be seen that three of the solutions on the final non-dominated front all satisfy the due dates, as the maximum tardiness is less than zero. In this case clearly the solution that gives the smallest processing time would be the optimum and would impact positively on the strategic objectives. When the non-dominated solution front has solutions with maximum tardiness greater than zero, but with lower processing time, then selection of the optimum needs to be based on a trade off between the performances of the two objectives. 

5.3
Case (iii) - Selecting five projects from ten projects to process on five machines

This case considers selection of a mix of projects for an alternative from a set of projects presented by the market opportunities. There are two aspects that need to be optimised; the first is the optimum sub-set of projects of a given number to be selected from the full set and the second is the sequence in which the projects in this sub-set needs to be processed. The same two objectives as in case (ii) are considered. The non-dominated solution fronts for three different GA generations and moving towards the Pareto front are shown in Figure 4.
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Figure 4 – Movement of Non-dominated Solution Fronts with the Number of Generations
It can also be seen that the solutions on the final non-dominated front shown satisfy the due dates and hence the solution that has the minimum processing time would be the optimum. Also, other than for the solutions in the early generations, all the other solutions satisfy the due date requirements. Increasing the generations of GA can improve the solutions further, but the additional computational effort possibly is not justified for making strategic decisions, as the goal is to ensure that the alternatives are reasonably close to their respective optimum values. Once the preferred alternative has been selected, then the search process for the optimum can be continued to obtain solutions on the Pareto front, and the preferred solution selected from this front for implementation. 
6.
Conclusions
The usefulness of a modelling, simulation and optimisation module within an integrated asset management system has been demonstrated. This module allows processes to be modelled at different levels of abstraction and provides performance information required for evaluating alternative scenarios generated in response to market opportunities. The modelling and simulation part of the module can be used in an interactive mode to improve performance of an alternative, with the user making the necessary decisions. The module with the optimisation capability can explore a much larger search space to improve the performance of an alternative and suggest a number of solutions from a non-dominated front from which the improved alternative can be selected for comparison at the strategic level. The computational framework developed for the module can be further enhanced to deal with a number of constraints within more complex process networks, including precedence relationships and fixed target dates on some projects. The computational framework also allows implementation of other algorithms for combinatorial optimisation such as ant colony optimization [14]. 
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