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Abstract— The increasing need for enhanced data services in cellular
networks requires sharing of scarce wireless channel resources among the
mobile users by dynamic channel assignments. It has been shown in previ-
ous works that such a scheme causes queue management problems in the
buffers shared by multiple mobiles, e.g. the input buffer at Base Station
Controller (BSC), when their rates are increased after a period of lower
aggregate data rate in radio links. Traditionally buffer management tech-
niques like Random Early Detection (RED) are used for a single buffer
only. In this paper, we extend the RED algorithm to an Aggregated Queue-
ing Algorithm (AQuA) that simultaneously regulates the queueing disci-
pline in both the shared and individual link buffers so that buffer overflow
problems after aggregate link rate increase do not occur. Our algorithm re-
lies on standard information on queueing backlog in link buffers available
at BSC to perform buffer management in a unified manner with shared
buffer. Furthermore, we demonstrate that our approach provides signifi-
cantly greater determinism in packet transit delays over BSC and greater
throughputs and similar levels of fairness as RED mechanism in shared
buffers in conjunction with unregulated link buffers.

I. INTRODUCTION

Providing high-rate data services in a cellular network poses many
challenges that need to be addressed. Unlike the wired networks,
where a fixed bandwidth can be dedicated to a particular user, the
channel resources in wireless networks over which data can be car-
ried, is limited in capacity and not all users can be allocated very high
data rates for long durations. This limitation necessitates the need for
supplemental data channels being frequently assigned and taken away
from mobiles for specific durations. The information about such al-
location decisions are usually available at the Base Station Controller
(BSC) of the wireless networks and are usually based on the data ser-
vice needs, backlog and wireless channel conditions of a particular
mobile user. As an example, cdma2000 [1] standard stipulates alloca-
tion of supplemental channels of particular rates (in range of 9.6 kb/s to
153.6 kb/s based on Rate Set 1) that can be assigned to mobiles for du-
rations in the range of 20 ms – 5.2s. This dynamic channel assignment
scheme results in fluctuations of aggregate rate of wireless links under
a particular base-station controller and results in greater burstiness in
the data traffic.

In a review paper [2] on ongoing research in wireless networking,
the study of interconnection performance of traditional wired IP net-
works together with wireless links, such as those in cdma2000 net-
works where the bottleneck locations can change, from a queue man-
agement perspective is considered essential. In a later work [3], it was
shown that variations in aggregate data rate of wireless links can have
serious impacts on the performance of a cellular network. It was fur-
ther shown that traditional schemes for buffer management are fairly
inadequate in addressing the excessive burstiness introduced by dy-
namic channel assignments. Based on these works, it can be under-
stood that a collective scheme that combines the queueing workloads
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in fixed rate shared buffers together with variable rate link buffers can
offer improvements.

We propose that the primary target of regulating the queueing delays
in a wireless network can be performed by accounting for workloads
in wireless links together with other shared buffers. Such an aggre-
gated action result in better overall system performance in terms of
delays and throughputs. Further, aggregated queue management al-
lows for suitable combination of shared and individual workloads so
as to achieve desired delay targets. On the contrary, if such queue
management (QM) is performed separately in these queues, parameter
tuning for individual queues can not be done to yield same values of
overall target metrics. An even worse situation is found in present de-
ployments where the link buffers have no queue regulation mechanism
to avoid large buildup of queues. Our solution addresses this issue by
accounting for link queue term in queue management in shared queues
and eliminates the need for individual QM in link buffers. We show
that inclusion of link term in shared queues QM results in very stable
delay performance and yields higher throughputs. In the following sec-
tions, we first introduce the problem and the proposed solution, then
present an analytical model and finally present the simulation results
related to this work.

II. BACKGROUND

In wireless networks, as shown in figure 1, link buffers are fed with
incoming data from a shared buffer. Queue management needs to
be performed in both of these buffers. But current deployments rely
solely on the rate controller for clearing backlog in link queues, which
build huge backlog before rate controller can come into action. The
link buffers have variable rates depending on the wireless conditions
and data backlog. This introduces burstiness in flow of traffic going
through these links. Apart from rate variability, the link buffers are
usually designed with enormous sizes [2] to accommodate for retrans-
missions and errors. Large buffer sizes, coupled with rate variability
causes severe queueing problems on other shared buffers and signifi-
cant loss in throughputs as well as highly variable queueing delays can
occur due to these effects.

Random Early Detection (RED) has been the most widely deployed
technique in the wired network buffers. Among the RED variants
adaptive version (ARED) [8] has best reported performance under
varying traffic load conditions. Now onwards, we use ARED as the
basic QM technique for comparison. It has been shown previously
[3] that if ARED is used in conjunction with unregulated variable rate
buffers, it can lead to queue overshoots. Such a situation calls for
some queue management in wireless link queues as well. However di-
rect application of RED mechanism to each of the link queues is both
computationally intensive and impractical considering the small sizes
of these queues. Another approach has been presented in [4] that uses
deterministic dropping mechanism in each of link queues. But such
mechanisms in all several hundreds of link queues will be unneces-
sary overheads and their efficacy will be very reduced for small link
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Fig. 1. Logical aggregation of shared buffer and individual link buffers at BSC
into a single buffer for AQuA algorithm.

queues of merely 10-20 packets. Instead, it is our belief that aggre-
gating the link workload with the input buffer and then performing
the queue management preserves the desired statistical multiplexing
and achieves significantly better performance results. Our proposal
underscores the importance of performing the queue management in a
unified manner. The rationale behind such an approach is that it is es-
sentially an issue of interconnection of the two buffers and can best be
managed by a unified approach that encompasses influence of queue
growth in one buffer on the available buffer space in the other queue.
We will see later that our mechanism helps in allowing small buffer
spaces in shared buffers when link queues are large and vice versa,
thereby resulting in nearly constant queueing delays under variable
rate scenarios in wireless links.

III. ANALYSIS

In this section, by means of simple relations, we show why aggrega-
tion of queues leads to better queueing delay performance. We begin
with uncontrolled link buffers and then present two aggregated exam-
ples with rate variation in form of a square wave and a sinusoid. For
the buffer architecture as shown in figure 1, we simplify individual link
buffers into one single link buffer of variable rate µl(t). The shared
buffer is assumed to have a fixed rate of µs. We assume link buffer
size is fairly large to accommodate any large burst of packets. These
assumptions translate to two buffers in the path of a TCP connection,
with the location of bottleneck keeps on shifting depending on cur-
rent value of the link rate, µl(t). We only consider the QM-responsive
TCP flows with window size of w(t) and current value of round-trip
time for a packet, r(t). It can be understood that the sending rate of
a TCP sender at any point of time is w(t)

r(t)
. For N identical sources,

total instantaneous sending rate becomes Nw(t)
r(t)

. Data flow arrives at
the shared buffer with this rate and this governs the queue dynamics
in the shared buffer. While the shared queue is empty, the arrival rate
and discharge rate from shared buffer are equal. When the buffer is
not empty, its rate of filling/emptying is equal to the difference of the

arrival and service rates. If qs(t) is the length of the shared queue, this
can be expressed as:

dqs(t)

dt
= (

Nw(t)

r(t)
− µs) · 1qs(t) (1)

where 1qs(t) is the indicator function such that 1qs(t) = 1 whenever
qs(t) ≥ 0 and zero otherwise. At the link queue, the rate of arrival of
packets is either Nw(t)

r(t)
or µs, depending on whether the shared queue

is empty or not. For the empty case, a term of ((Nw(t)
r(t)
−µl(t))·1ql(t) ·

(1−1qs(t))), is contributed to queue dynamics where (1−1qs(t)) and
1ql(t) correspond to empty and non-empty states of shared and link
buffers, respectively. For the case when shared queue is not empty the
rate of arrival of packets at link queue is µs, and this contributes a term
((µs − µl(t)) · 1ql(t) · 1qs(t)) to the link queue dynamics. Together
they give rise to the relation,

dql(t)

dt
= (Nw(t)

r(t)
− µl(t)) · 1ql(t) · (1− 1qs(t))

+(µs − µl(t)) · 1ql(t) · 1qs(t)

(2)

Further, it can be easily seen that instantaneous value of round-trip
time is a sum of round-trip propagation delay, T , and queueing delays
in shared and link buffers,

r(t) = T +
qs(t)

µs
+

ql(t)

µl(t)
. (3)

As mentioned earlier, we only consider QM-responsive TCP flows
for our analysis. A fluid-based model for TCP was developed in [5]
and can be easily verified to exactly capture the TCP dynamics in
congestion-avoidance mode. It can be expressed as:

dw(t)

dt
=

1

r(t)
− w2(t)

2r(t)
fQM (t) (4)

This model has one feed-forward term ( 1
r(t)

) based on additive in-
crease of window on successful receipt of ack of a transmitted packet

and one feedback term (−w2(t)
2r(t)

fQM (t)) that accounts for window-
halving for receipt of congestion indication by means of a dropped
packet or Explicit Congestion Notification (ECN) marked packet.
Here fQM (t) can be thought of the congestion indication function
as performed by the queue management technique based on one or
more of the queue length and rate terms of shared and link buffers
(qs(t), ql(t), µs, µl(t)). It can be seen that equations (1–4) completely
model the cellular wireless data system under consideration.

In most of the current deployments, the impact of link queues on
shared buffers queues is not taken into consideration. In a variable rate
scenario, this can lead to degraded performance and system under-
utilization [3]. The queue management function is designed to be de-
pendent only on queue size in shared buffers. This leads to a situation
under which, when the link rate is lower than shared buffers service
rate and bottleneck resides at link queues, the queues in link buffers
simply keep on growing. This unregulated situation ends only when
supplemental channels (SCH) are assigned to mobiles so that the bot-
tleneck again moves back to shared buffer. The rate controller in wire-
less data systems depend on several parameters for rate assignments
and data backlog is just one of them. Besides, there can be substantial
delay in the assignment of channels. All this leads to an uncontrolled
system during periods of lower link rates.
Square Wave without Aggregation: As an illustrative example, if
we consider a proportional controller (fQM (t) = Kpqs(t)) for per-
forming the queue management function that does its drop/mark action
based on only shared queue length, qs(t), it leads to an uncontrolled
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system as shown in figure 2. The values of fixed parameters in this case
are N = 100, µs = 8Mb/s, T = 300ms.The link rate is varied in a
square wave fashion around the shared buffer’s service rate. It should
be stressed that such a proportional controller has been shown to be
stable for single bottleneck scenarios in previous works but becomes
unstable when integrated with unregulated link queues.

0 20 40 60 80 100 120 140 160 180 200
6

8

10

Li
nk

 r
at

e 
(M

b/
s)

Time (s)
0 20 40 60 80 100 120 140 160 180 200

0

0.5

1

Q
ue

ue
in

g 
de

la
y 

(s
)

Shared
Buffer’s

Rate

Unchecked Queue Growth
in Link Buffer

(a) Delay variation with rate

0 20 40 60 80 100 120 140 160 180 200
0

2000

4000

6000

8000

Time (s)

S
iz

e 
(k

b)

Shared Queue
Link Queue
Aggregate Window

(b) Queue and window sizes

Fig. 2. Queue management with unregulated link queues.

In order to perform the queue management function in an effective
manner, it is our claim that link queues should be aggregated with
the shared queue. This aggregation can be done in several forms. A
simplest approach would be to consider the contribution of link queues
to overall queueing delays if they were located at shared buffer. This

leads to a term, µsql(t)

µl(t)
, which together with shared buffer’s own queue

becomes qs(t) + ( µs

µl(t)
)ql(t). Our experiments indicate that linear

combination aggregations of type, qs(t) + ( µs

µl(t)
)nql(t) can help in

performing QM action for a variety of link rate variations. It has to
be noted that link rate variations can be obtained from empirical data
and suitable aggregation can be performed at BSC. We present two
examples of such aggregations.
Square Wave with Aggregation: As an example of sharp variation
we consider a square wave where all the mobiles’ rates simultaneously
change to a new rate resulting in instantaneous jump in link rate. As
an example consider the link rate variation in a square wave form as
shown in figure 3, with other parameters as in figure 2. In this con-
figuration during the under-load periods link queue becomes the bot-
tleneck and during overload periods, the shared queue becomes the
bottleneck. We assume the aggregation function to be a linear combi-
nation of form qs(t) + βql(t). The bottleneck keeps on shifting from
shared buffer of rate, µs, and link buffer of rate, µl(t) = µll, where
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Fig. 3. Queue management after aggregation of queues.

µll is the lower switched rate of square wave. For steady state opera-

tion, ( dw(t)
dt

, dqs(t)
dt

, dql(t)
dt

= 0), the system model in equations (1–4)
results in:

Overload, µs < µl(t) Underload, µs ≥ µl(t)

ql(t) = 0 Nwo(t)
ro(t)

= µll

Nwu(t)
ru(t)

= µs qs(t) = 0

ru(t) = T + qs

µs ro(t) = T + ql

µll

2 = w2
u(t)Kpqs 2 = w2

o(t)Kpβql

(5)

, where subscripts u and o refer to overload and underload conditions.
Also, to meet our desired target of stable queueing delay translates to
qs

µs = ql

µll and together with equation 5, this results in β = ( µs

µl(t)
)3.

We use this in our aggregation and confirm this by means of simula-
tions as shown in figure 3. Compared to the same situation in figure 2,
it can be seen that aggregated queue management is able to not only
regulate the queue sizes during underload periods but suitable design
leads to queueing delay being tied down to a constant value.
Sinusoid with Aggregation: Next we consider a smoother varia-
tion of link rate in the form of a sine function of the type, µl(t) =
(8+1.6 sin(2π t

80
)) Mb/s. The aggregation function that we used was

of type, qs(t)+( µs

µl(t)
)ql(t). The results shown in figure 4 indicate that

aggregation helps in keeping the queueing delays nearly constant even
when the bottlenecks keep on changing between the shared and link
buffer. We proceed from these results to a generic algorithm for ag-
gregation of queues in realistic cases where there are several hundreds
of mobiles under a BSC and an equal number of link buffers for them.
The following section describes the approach we present that can be
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Fig. 4. Queueing delay variation for sinusoidal variation in link rate.

utilized to address the issue of burstiness due to rate variability in cel-
lular data networks. The following section describes the approach we
present that can be utilized to address the issue of burstiness due to rate
variability in cellular data networks.

IV. AQUA ALGORITHM

This section describes the AQuA algorithm for simultaneously reg-
ulating the queues in shared input buffer and link buffers. The packet
dropping criterion in this method is calculated based on not only the in-
put buffer’s queue length, rather a weighted sum of the link buffers and
the shared buffers. Since the primary target of any queueing method
is to avoid excessive queueing delays, we base our aggregation of the
shared and input queue into a single queue as shown in figure 1 on
the total delay experienced by a packet in passing through the BSC.
It can be seen that this total delay is the sum of queueing delays ex-
perienced by a packet in shared buffer and its link buffer. The delay
experienced by a packet in i-th link queue operating at a link rate µi

and queue length ql
i is, dl

i = (ql
i/µl

i). So the mean value of delay
experienced by any packet in one of the N link queues under the BSC
would be dl = 1

N

∑i=N

i=1
(ql

i/µl
i). The queue length corresponding to

this mean value of delay if this buffering were in shared input buffer of
rate µs would have been, qls = µs

N

∑i=N

i=1
(ql

i/µl
i). The total normal-

ized queueing overload in BSC with a queue of qs packets in shared
buffer therefore would be,

q = qs +
µs

N

i=N∑

i=1

(ql
i/µl

i) (6)

It is our claim that this value of aggregated queue should be used
in deciding the drop probability to perform the desired queue man-
agement. The advantage of including the link queue term with the
shared queue is that during the periods of underload (when the aggre-
gate links’ rate is less than shared buffer’s service rate), queues in the
links do not grow up in an unregulated fashion to cause overflow prob-
lems at the shared buffer when channel allocations are performed. The
measurement of link queue term can be performed at a desired rate,
but since link workloads change after every slot duration for frame
transmission (slot =20ms for cdma2000 and 10ms for WCDMA), we
propose that the link term be updated at the end of every slot duration.

The metric q that combines the queued workload in shared and link
buffer helps in compensating the queueing behavior in case of abrupt
changes. Essentially, if any queueing algorithm is performed on this
quantity, it will eliminate any transient abrupt alternation of work-
loads between shared and link buffers. For a simplest drop-tail buffer,
this can be set as the size of the buffer. For other mechanisms like

for each packet arrival
calculate the average queue size avg
if minth ≤ avgdel < maxth

calculate probability pa

with probability pa:
mark the arriving packet

else if maxth ≤ avgdel

mark the arriving packet
for every slot duration

dl
i ← (ql

i/µl
i)

qls ← µs

N

∑i=N

i=1
dl

i

where,
avg ← (1− wq)avg + wqq

q ← qs + qls.

Fig. 5. AQuA algorithm with RED

RED this can be used as the estimate for current queueing workload in
BSC. Since we observed that among the RED variants, adaptive RED
(ARED) [8] has the best ability to robustly keep the queue length tied
to a particular value, we suggest our AQuA modification may be ap-
plied to ARED to perform the desired queueing action. In the rest of
this paper, we consider the adaptive version of RED only and often
refer to it as just RED. The modified approach when applied to ARED
algorithm can be written as in figure 5 (adaptive part not shown).

The important thing to note with this algorithm is that it allows for
only a small queue in the shared buffer when the link buffers have huge
workload and it allows very large queues in the shared buffer when the
link queues are empty or small, which happens to be the case after
increase in the aggregate rate increase. This desired behavior comes
because of relating the link queue lengths with the queue management
performed in the shared queues. From a practical standpoint, since the
BSC has all information about a mobile’s rate and data backlog, it has
complete information about the individual link queue lengths, ql

i, and
mobile’s rate, µi. The queue length measurements should be simple as
BSC has an estimate of slot lengths for which it has fragmented the IP
packets for a particular mobile.

V. RESULTS

For evaluating the performance of our proposed algorithm against
ARED, we performed simulation tests on four metrics of queueing de-
lays, power curves, packet losses and fairness. For evaluating the per-
formance of our proposed algorithm against RED, we created a similar
scenario as in [3] with all the 100 mobiles changing their rates every
20s in a gradual fashion with a rise time of 2s. The aggregate link rates
are changed between±20% of BSC’s service rate. Later, AQuA’s per-
formance was found to be even better with higher swings. The thresh-
olds for RED are set based on default setting based on shared buffer’s
rate (target queue = delay-bandwidth product). Other parameters for
ARED (α, β) are the same as in auto mode of ARED implementation
in [6]. For the purpose of experimental evaluation of this mechanism,
modifications to RED algorithm’s implementation were made in ns2
[6] and are made available at [9]

A. Queue length behavior

The simulations are run for variety of cases and the expected be-
havior of AQuA performing suitable dropping/marking mechanism in
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Fig. 6. Queue lengths for RED mechanism.

underload situations does occur and it results in keeping total work-
load in BSC at a fairly constant value. A sample of such simulations is
shown in figures 6 and 7. Figure 6(a) shows how the entire workloads
keeps on switching between the shared and the link queues. In the ab-
sence of any regulating mechanisms in the individual links, the queues
simply keep on growing. Such queues immediately get transferred to
the shared buffer which has a limited capacity (set as per the delay-
bandwidth product) and lots of packets are lost. The RED mechanism
operates in a more or less non-linear fashion with huge oscillations
between the maximum limit for drop-tail behavior and zero as shown
in figure 6(b). Apparently, it can be seen that the unregulated growth
of queueing workload in link queues is primarily responsible for this
poor performance. The only other option apart from aggregation of
link and shared queues is some queue management in each of the link
queues based on RED or PDPC [4] mechanisms. But such mechanisms
in all several hundreds of link queues will be unnecessary overheads
and their efficacy will be very reduced for small link queues of merely
10-20 packets. Instead, it is our belief that aggregating the link work-
load with the input buffer and then performing the queue management
preserves the desired statistical multiplexing and achieves significantly
better performance results.

the entire workloads keeps on switching between the shared and
the link queues. In the absence of any regulating mechanisms in the
individual links, the queues simply keep on growing. Such queues
immediately get transferred to the shared buffer which has a limited
capacity (set as per the delay-bandwidth product) and lots of packets
are lost. The RED mechanism operates in a more or less non-linear
fashion with huge oscillations between the maximum limit for droptail
behavior and zero as shown in figure 6(b). Apparently, it can be seen
that the unregulated growth of queueing workload in link queues is
primarily responsible for this poor performance. Figure 7 shows the
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Fig. 7. Queue lengths for AQuA mechanism.

queueing behavior with same setup for AQuA mechanism. As can be
seen, the workload in link queues does not grow in an indiscriminate
manner. This is due to the regulatory action performed by the AQuA
mechanism based random dropping/marking that accounts for the link
queues. The queue in shared buffer is also kept at moderate levels
together with the link queues. The most important advantage attained
by AQuA algorithm is the constant value of average queue length (that
is composed of both shared and link queue components) in figure 7(b).
It can be seen that oscillations are significantly reduced and this results
in better delay behavior for a given settings.

B. Power Curves
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Fig. 8. Power curves for RED and AQuA

Perhaps the best way of measuring the usefulness of a queue man-
agement technique is by means of power curves as presented in [7]
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that plot the throughputs against packet delays. These two are compet-
ing demands and a best match of higher throughputs with lower packet
queueing delays is an important yardstick. We perform the simulations
for various values of minimum threshold settings for RED and AQuA
and obtain the power curves for them. The throughput in these cases
are the aggregated throughputs of all the 100 mobiles under consid-
eration and queueing delay is the total delay associated with passing
of a packet through BSC’s shared input and corresponding output link
buffer.

Figure 8 shows these power curves. It is notable that AQuA outper-
forms RED in all metrics. The average queueing delay is far lesser for
AQuA than that for the same value of throughput for RED. In addition
to it, the variance in delay (shown by vertical bars at respective data
points) is also smaller for AQuA. Based on these curves, it can be said
that for conditions of oscillating bandwidths, AQuA outperforms RED
in a significant manner due to its combined regulation of link queues
and shared queues.

C. Packet Drops

TABLE I
PERCENTAGE OF PACKETS DROPPED

Queueing RED AQuA
Delay (ms)
300 5.11 4.79
350 3.52 3.16
400 2.52 2.14
450 2.05 1.71
500 1.64 1.31

Packet drop profile for a queue management scheme needs to be
fairly smooth, so that packets are not dropped in big bursts leading
to global synchronization. If many packets are dropped at once, it
leads to TCP timeout and under-utilization of the link. AQuA performs
queue management in link queues together with the shared buffer and
hence is more robust in avoiding global synchronization. On the other
hand, if RED is applied only to the shared buffer, lots of packets are
dropped after channel assignments. Table I shows the percentage of
packets dropped for our setup. Table I shows the percentage of pack-
ets dropped for our setup. It can be seen that RED and AQuA drop
nearly same number of packets. However their drop behavior differ a
lot. While RED with unregulated link buffers drops most of packets
after channel assignments, AQuA manages to regulate smooth and dis-
tributed drops which is important for keeping the throughput high and
a nearly stable queueing delay. This is exemplified in figure 9 for one
sample setup that shows AQuA’s smooth drop behavior compared to
RED mechanism in shared buffers only.

0 50 100 150 200
0

0.02

0.04

0.06

0.08

0.1

Time (s)

D
ro

p 
P

ro
ba

bi
lit

y

RED
AQuA

Fig. 9. Drop Profiles of RED and AQuA

D. Fairness

An ideal queue management technique, keeping other parameters
the same, is ought to regulate all of the incoming flows so that each of

them receive equal share of available bandwidth. In previous works it
has been shown that drop-tail buffers are unfair towards certain flows
that send bulk of the traffic just when the buffer gets filled. Also, some
flows are lucky enough to get away with a greater share. Since the
same drop-tail kind of behavior results due to sudden rate increase,
shared RED buffers when combined with dumb link buffers result in
an unfair system. In order to validate this hypothesis, Jain’s fairness

index [10], F =
(
∑k=N

k=1
µi)

2

N
∑k=N

k=1
µ2

i

was calculated for several cases. Here

µi is the throughput received by i-th mobile. These indices are rep-
resentative of degree of fairness inherent in the QM technique. These
results are obtained for various values for oscillations of link rate about
shared buffer’s rate (8 Mb/s) and are shown in table II. It can be un-
derstood that AQuA outperforms RED due to its smooth drop behavior
and offers greater fairness.

TABLE II
FAIRNESS INDICES

Rate Variation RED AQuA
Amplitude (Mb/s)
0.5 0.98 0.99
1.0 0.91 0.97
1.5 0.83 0.92
2.0 0.76 0.89
2.5 0.68 0.86

VI. CONCLUSIONS

In this paper, we presented a method for combined management of
variable rate wireless link buffers and fixed service rate shared buffers.
We derived an analytical model for buffer management in cellular
wireless data networks with TCP based flow control. It was shown
that unregulated link buffers induce burstiness and poor performance.
Further, aggregation of link queues with shared queues was shown to
offer improvements for square wave and sinusoidal variations in link
rates. An algorithm is presented that can be combined with ARED to
address the issue and its was shown to have improved performance on
metrics of queueing delays, power ratios, loss rates and fairness. We
intend to verify the proposed method in a broader variety of practical
deployment scenarios as a future extension to this work.
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