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Abstract—Strategically switching off cells in off-peak
times is an important way to reduce the energy con-
sumption in cellular networks. Choosing which cells
to switch off when is a research topic known as cell
switch-off (CSO). Whereas online CSO approaches,
based on immediate user demands and channels states,
are problematic to implement and difficult to model,
offtine CSO approaches are more realistic and tractable
for saving energy. Furthermore, it is known that regular
cell layouts generally provides the best coverage and
spectral efficiency, which leads to a significant pref-
erence by the research community for regular static
(offline) CSO. In this context, sector-based CSO offers
additional opportunities for energy saving that has not
been well explored.

In this paper, we consider several typical regular CSO
patterns over a regularly laid-out cellular network with
three-sector antennas, and we combine these patterns
with sector-level switch-off to create even more regular
patterns (42 in total). We compare these patterns in
terms of their energy consumption and average number
of users supported. We show that the average number
of users can be captured by one parameter. Moreover,
we find that the distribution of the number of users is
close to Gaussian, with a tractable variance. Our results
demonstrate that several patterns that switch on only
one out of three sectors (the same sector in each cell)
are particularly beneficial and less complex; such CSO
patterns have not been studied before.

Index Terms—Green Communications, LTE, Cell
Switch-Off (CSO), Offline CSO, Regular Static CSO,
CSO Patterns, Sectorized CSO Patterns.

I. INTRODUCTION

Fifth generation (5G) wireless networks are expected
to support up to 1,000-fold gains in capacity. Several
sophisticated techniques are to be employed to achieve this
ambitious target. A key enabler is network densification by
installing more small cells, which can be seen as bringing
the network closer to the user equipment (UE) to improve
its received power [1]. On top of network densification,
aggressive frequency reuse is applied to efficiently utilize
the scarce spectrum.
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Although it promises to achieve higher rates, installing
more cells means more energy consumption. This is be-
cause base stations (BSs) consume 50-80% of the total
energy in a cellular network [2], [3]. This amount is not
proportional to the load level at a cell, i.e., a non-loaded
cell will consume approximately the same energy as a fully-
loaded one [4], [5]. This increase in energy consumption
conflicts with the energy efficiency targets of 5G networks.

An effective approach to meet these targets is to entirely
switch off some cells in periods of low traffic and distribute
their UEs to neighbouring cells . This approach, known as
cell switch-off (CSO), aims at reducing energy consump-
tion without sacrificing the quality of service (QoS) or
the coverage area. Although relatively new, several CSO
approaches have been proposed to tackle CSO issues from
different angles (see survey papers [6], [7] for details).

One important issue in CSO is interference modeling,
which is challenging because it is hard to know the set
of active cells a priori. Typically, UEs are connected to
the best sector in terms of downlink signal-to-interference-
plus-noise ratio (SINR). However, when switching off a
cell, its UEs need to be reassigned to another, perhaps less
advantageous, cell. Without a proper interference charac-
terization, these UEs might encounter a large amount of
interference, because the set of active cells that contribute
to the interference is only known at the final stage; and
hence, resulting performances are not accurate. Indeed,
some approaches assume zero interference, i.e., there is a
perfect inter-cell interference coordination (ICIC) [4], [§].
This assumption is too optimistic and produces unachiev-
able upper bound on the number of switched-off cells.
Other approaches assume full interference, i.e., all cells
are active all the time [9]. This assumption yields a poor
lower bound on the number of switched-off cells.

One accurate way to model interference, thus alleviating
the aforementioned problem, is by predetermining the set
of active cells, i.e., the cells that actually generate the
interference in the system. This is sometimes referred to as
offline or static CSO [6], [7]. It is possible to predetermine
several sets of active cells for different traffic densities and
then select an appropriate set to accommodate the specific
traffic distribution.

Regular static CSO (CSO patterns) is a special case
of static CSO, where active BSs are predetermined such
that their locations form a cellular layout that is as
regular as possible [7]. It was shown that, for the same
number of BSs, the best SINR distribution can be achieved



when the BSs are located in a regular grid [10]. Since,
CSO patterns were introduced in literature to make the
interference tractable and to avoid coverage holes at the
same time. The possibility of successfully adopting regular
CSO patterns is investigated in this paper; our results
confirm positively this hypothesis as it will be shown later
on.

Regular CSO patterns are based on a logical AND
combination of site-level and sector-level patterns. We
compare the performance of these patterns using only one
parameter, abstracting from bandwidth and required rate.
We provide an illustrative example to compare different
patterns in terms of number of UEs supported, downlink
SINR distribution, and power consumption. In most cases,
patterns where one third of the sectors are active (each
time with the same orientation) can support the most
UEs per sector, due to a favourable interference scenario.
Beside the items described above, this paper’s major
contributions are:

o Investigating regular CSO patterns with sector
switching off, the first paper to do so.

o Providing a systematic way to predict the average
number of users that each pattern can support using
only one metric, the equivalent spectral efficiency
(ESE).

o Finding that the distribution of the number of UEs
supported closely follows a Gaussian distribution,
whose variance can be estimated.

This paper is organized as follows: Section [[I] classifies
the different CSO approaches. Section [[T]] provides the
mathematical methodology and introduces different CSO
patterns and studies their power consumption. Section [[V]
describes the simulation setup, while Section [V] provides
a comparative case study, showing the number of users
supported. Section [VI] concludes the paper.

II. CSO CLASSIFICATIONS

There are two main CSO categories: online and offline.
In CSO literature, BSs are usually distributed on a regular
grid, often triangular, sometimes square. Switching off
individual sectors is highlighted in the last subsection.

A. Online CSO

In this case, an algorithm is executed in real time to
determine the set of cells to be switched off. This requires
global knowledge about the channel state information
between each UEs and all cells, as well as the load level
of all cells in the network. It is difficult for this vast
amount of information to be exchanged by the network in
a timely manner [6]. The computational time might also
be prohibitive for large networks. As mentioned earlier,
another challenge in online CSO is interference modeling,
due to the unpredictable set of active cells.

Online CSO is also known as dynamic CSO [7]. Online
CSO is further classified as fast reaction or slow reaction.

1) Fast Reaction Online CSO: These algorithms are
able to adapt quickly to changes in the current traffic and
attempt to provide optimal energy saving [L1]. This cate-
gory allows for a fast change in the network configuration
(a few seconds at most).

2) Slow Reaction Online CSO: In this case, the change
in network configuration requires a relatively longer time
and only allows for long term changes (tens of seconds to
minutes). These algorithms operate based on the average
traffic measures or available traffic statistics, usually rely-
ing on certain traffic pattern recognition capabilities.

Another important obstacle towards the practical im-
plementation of online CSO is the time required for the
on/off switching and for completing the UEs handover
procedure [12].

B. Offline CSO

In this case, different sets of active cells are predeter-
mined offline, and the operator determines the appropriate
set to accommodate the current traffic density [13]. Only
information related to the predetermined set of active cells
is needed. Offline CSO is usually applicable for longer
times (hours) and often based on historical load distri-
bution.

Offline CSO is also known as static CSO [7]. Offline CSO
is further classified as static or regular static.

1) Static CSO: Tt is different from online CSO because
the network configuration will remain static for the specific
period of time. Therefore, the interference can be modeled
appropriately (in statistical terms) by including only the
predetermined set of active cells [5].

Static CSO can be seen as a cell planning problem,
but with a constrained set of BS locations. While in
cell planning, the cell location is based on a wider set
of possible locations, here the locations are restricted to
actual sites of BSs, from which a subset is chosen to be
active.

2) Regular CSO: This is a special case of static CSO,
also known as CSO patterns. Besides being predetermined
offline, the set of active cells is selected so that they are
located within a periodic pattern [7]. Regular CSO pat-
terns resemble the intuitive frequency reuse patterns [14].
In this paper, we propose regular CSO patterns as a mean
to leverage the advantages of a regular topology (good
SINR and coverage) [10].

By applying regular CSO, the choice of active cells mini-
mizes the coverage holes. This aspect is usually overlooked
in the literature [15]. Also, it is more energy-efficient for
UEs when there is always a nearby cell [16]. Regular CSO
patterns can reduce the interference among cells due to
the careful selection of BS locations to be as far from each
others as possible. The patterns are conceptually simple
and easy to describe in a systematic way.

CSO Patterns is already under consideration by several
research groups. Table [l summarizes the existing work on
regular CSO patterns. The effect of different CSO patterns
on the outage probability is investigated in [13], |[14], while
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the effect on the blocking probability is studied in [17],
[18]. Authors in [19] introduce a set of CSO patterns and
propose a scheduler to jointly ensure full coverage for both
downlink and uplink.

C. Hybrid CSO

For best system performance, it might be necessary to
have a hybrid CSO approaches, where an online CSO
algorithm is executed on top of the offline one. Hybrid
approaches have a set of static cells to provide coverage
and collect network information; those cells are never
switched off. The remaining cells participate in an online
CSO algorithm to accommodate the variability in UEs
demand [13].

D. Switching Off Sectors

Most of the research in online CSO is executed in a
sector-based manner, i.e., each sector can be turned off
individually [5], [9]. To the best of our knowledge, this
is not the case for regular CSO patterns, where only the
entire BS is turned off; i.e., individual sector switch off is
not considered in literature.

In the rest of this paper, we show that regular CSO
patterns with individual sector switch-off can be efficient
in several interesting cases. Each BS site has three 120°-
sectors. The azimuth orientation of the sectors is the same
for all sites.

III. METHODOLOGY

In this section we introduce the mathematical method-
ology and notation we follow to compare different CSO
patterns. The symbols used are provided in Table [[TI}

A. Performance Metrics

In this subsection, we study the distribution of the
number of UEs served by an active sector and derive

total system bandwidth.

SINR between UE ¢ and its serving sector.
spectral efficiency of UE ¢,
= logy(1 + ;) (bps/Hz).
R; rate required by UE i.
bandwidth required by UE ¢,
= Ri/n; (Hz).
Neq  equivalent spectral efficiency (ESE),
= 1/E{1/n} (bps/Hz/Sector).
CSO pattern where n out of m BSs are active,
k out of 3 sectors are active, and
X is to distinguish between different rotations.
p  proportion of active sectors in the network,
= |P(n/m, k/3)| = 3= < [0,1].
is the power consumed at a site.
Ps  the power consumed per each sector.
Pc  the common power consumed at a site.

a = Pg/Pc.

§ ratio of ESEs of two patterns.
P, probability of signal outage, when v; < —7 dB.
coefficient of variation of a random variable X

= \/VAR{X}/E{X}.

I =zT

o
7

Px(n/m,k/3)

expressions for the average number of UEs E{N} and the
variance.

In order to find the number of UEs N that can be
served by an active sector, we formulate the problem using
renewal theory [23, Chapter 7]. We assume that the UEs
are admitted to the network on a first-come first-served
basis regardless of their bandwidth demand:

bi = &7 (1)

i
which depends on the UE’s downlink rate requirement R;,
and its downlink spectral efficiency 7n;. UEs are admitted
one-by-one, their bandwidth requriment are added up
until the next UE exceeds the downlink bandwidth W.

Thus we have:
N

> by <W, and

i=1
N1 @)

Zbi > W.
=1

Since {b1,b2,...,bn,bn+1} s a sequence of positive inde-
pendent and identically distributed random variables, the
renewal process N(w) can be defines as:

N
N(w)zmaX{NeN:ZbiSw}. (3)

If we take W as the stopping time of this renewal process,
we find that N(W) = N is the number of UEs that will
be admitted by one active sector.

1) Equivalent Spectral Efficiency: From the Central
Limit Theorem for renewal processes: for large W, N (W)
is approximately normally distributed with approximate
mean W/E {b}, where

E{b}:E{f}:E{R}E{;}, (4)

number of UEs that can be served per active sector.



since R; and 7; are independent random variables. Then

W
E{N} = —— 5
{ } E {R} neq ’ ( )
where 7.4 is the ESE, and is calculated as:
1
Neg = bps/Hz/Sector). 6

The average number of UEs E{N} is also close to the
median (50%) value, because of the symmetry of the
Gaussian distribution.

Neq i an interesting metric as it predicts the pattern
performance abstracting from the bandwidth and the rate.
It is obtained from simulation by simulating many UEs in
the network and considering the spectral efficiency of the
ones which select sector 1 as their best serving sector based
on downlink SINR.

2) SINR Range: Among the UEs that select to be con-
nected to sector 1, some of them might have a very weak
SINR (< Ymin); at this value, the UE cannot receive any
useful communication. Therefore, these UEs are removed
and considered when estimating the outage probability P,.
Other UEs will have very high SINR (> vn4x), which are
higher than what the current constellations can utilize;
therefore, these SINRs are truncated. For LTE networks,
typical values for vi,in and vp,q. are —7 dB and 18 dB
respectively [24], |25].

3) Variance and Distribution of Number of Users:
Similarly, from the same Central Limit Theorem, the
variance of N (W) is approximated by W VAR {b}/E3 {b}.

W VAR {b}

VARINY = e Ry (/)

(7)
where
R
VAR {b} = VAR {77}
1
= VAR {R}VAR { 5 }
5 [1
+ VARA{R}E" 4 —
n
1
+E? {R}VAR {n}
After some simplifications we obtain
1
VAR {N} 2 E{N}CoV?> {n}

CoV? {R}
CovZ{1/n} 1)’

(9)
X <(C0V2 {R} +

where the coefficient of variation of a random variable X
is defined as CoV {X}

= /VAR{X}/E{X}.
For fixed UE rate requirement R, the variance simplifies
to

VAR {N} = E{N}CoV? {?17} (10)

Since the distribution of N (W) is approximately Gaus-
sian, we now know the approximate distribution of V.
Thus, for example, the number of UEs we can support
97.5% of the time is approximately

E{N} —1.96\/VAR{N}
=E{N} - 1.96y/E {N}CoV {717}

where 1.96 comes from the Gaussian table for the 97.5%
area of the normal distribution.

(11)

B. Site-Level CSO Patterns

We define 14 different site-level regular CSO patterns,
where only entire BSs are switched off (i.e., there is
no individual sector switch-off). Most of these patterns
appear in regular CSO literature (see Table [If).

The pattern for which all BSs are active (without CSO)
is called P(1). Then P(n/m) is the pattern where n
out of every m BSs are active; the proportion of active
cells in these patterns is p = ;-. Some patterns have
special rotation cases, where for the same -, there are
different possible rotations. To differentiate between those
rotations, patterns are referred to as Px(n/m), where the
subscript X denotes a particular rotation.

Fig. [1] shows the different possible patterns we investi-
gate at this level. Those patterns are based on the well-
known frequency reuse patterns, where m is the number
of BSs in the reuse cluster. The black triangles in Fig. []]
are site locations, and each site has three sectors. The red
hexagon is called sector 1, to which the UE is connected.
Green hexagons are active sectors which cause interference
to the UE, while white hexagons are switched-off sectors.

The patterns are assumed to be periodic, i.e., expand
to infinite. However we limited the plot on the figures
keeping in mind that there should be enough interferers
for sector 1 to model the real interference situation. In
some patterns, there might be two or three configuration
for the same number of active BSs. This is referred to as a
pattern rotation and identified by the subscript letter X in
the pattern symbol: Px(n/m); those patterns are enclosed
in a rectangle. Those patterns represent either the same
patterns or different sectors in the same pattern.

C. Sector-Level CSO Patterns

This level focuses on the number of active sectors at each
BS site; these patterns are denoted as P(1,k/3), where k
is the number of active sectors per site. The proportion of
active sectors is p = % There are three different patterns
at this level: all sectors are active: P(1); two sectors are
active: P(1,2/3); and only one active sector: P(1,1/3). No
rotations are necessary at this level, as site-level patterns
already contain all rotations. Fig. 2] illustrates the sector-
level patterns that can be combined with each site-level

pattern to form new patterns.
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Site-level patterns. Black triangles are site locations, each site having three sectors. The red hexagon is sector 1 to which the UE

is connected, green hexagons are active sectors which cause interference to the UE, while white hexagons are switched-off sectors. Patterns

with the same number of active BSs but have different rotations are enclosed in a rectangle.

Figure 1.



Figure 2. Sector-level patterns. All BSs are active and only the
number of active sectors per BS is different.

D. Combining Sector-Level and Site-Level Patterns

Any site-level pattern can be combined with any sector-
level pattern, in which case the active sectors are those
resulting from the logical AND operation of the two
patterns (there are 14 x 3 combinations). These patterns
are denoted as Px(n/m,k/3), where the subscript X
denotes the rotation of the pattern, the first term inside
parenthesis is the site-level pattern, and the second term
is the sector-level pattern. The proportion of active sectors
is p=[P(n/m,k/3)| = 2£ € [0,1].

In order to further illustrate this idea, we focus on two
interesting examples. These examples introduce different
patterns with the same proportion of active sectors.

1) One third of the sectors are active: In this example,
we illustrate all the CSO patterns where one third of the
sectors are active (i.e., p = %), namely: P(1,1/3), P(1/3),
Pa(2/4,2/3), Ps(2/4,2/3), and Pc(2/4,2/3). These pat-
terns are illustrated in Fig. |3} It is worth mentioning that
there are different rotations for the case of P(2/4,2/3).
Two of them, Pa(2/4,2/3) and Pg(2/4,2/3), represent a
different sector in the same pattern, whereas Pc(2/4,2/3)
is a different pattern.
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Figure 3. All patterns with p = 1/3. Patterns inside the rectangle
represent different locations in the same pattern.

2) One sizth of the sectors are active: In this example,
we illustrate all the CSO patterns where one sixth of
the sectors are active (i.e., p = %), namely: P(1/4,2/3),
Pa(2/4,1/3), Ps(2/4,1/3) and Pc(2/4,1/3). These pat-
terns are illustrated in Fig. 4] It is worth mentioning that
there are different rotations for the case of P(2/4,1/3).
Two of them, Pp(2/4,1/3) and Pc(2/4,1/3), are the same
patterns, whereas P4 (2/4,1/3), is a different pattern.

We will investigate the first example in detail in Section

\v
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Figure 4. All patterns with p = 1/6. Patterns inside the rectangle
are isomorphic.

E. Number of Users in the Network

The average number of UEs per system sector is

w
E{pN}= —p. p. 12
PN} =5 Ry e (12)
In order to find the average number of UEs supported by
the network, one simply multiplies by the total num-
ber of sectors in the network. Thus, 74 p is proportional
to the average number of UEs supported by the network.

F. Power Saving in Sector Switch-Off

In CSO literature, the amount of energy saving is
assumed to be directly proportional to the number of
switched-off sectors (or BSs). This is a valid assumption,
especially as the power consumption of a BS is highly
independent of its load [4], [5]. It is worth investigating
the relationship between the site switch-off and sector
switch-off. In a typical LTE network, each BS has three
sectors; however, switching off one sector is not necessarily
equivalent to one third of energy saving. This is because
there is the common hardware that is shared among the
three sectors at each site, such as cooling and baseband
processing; as illustrated in Fig.

Sector 1 Sector 2 Sector 3
Ps Ps Ps
Power
consumption
per sector
. O\ O\ /
Pc

Common power consumption at the site

Figure 5. Power consumption at a site (Psite) = Po + 3Ps, when all
sectors are active.

In this section, we provide the equation to compare the
power consumption of site-level CSO pattern P(n/3m) and
of the the pattern P(n/m,1/3) with 1/3 active sectors
per site. The average power consumption at each site of
pattern P(n/m, k/3) is

Psite: %(PC"'kPS) (13)

This equation is useful to determine which one to choose
between two patterns with the same p.

We compare two patterns with the same proportion of
active sectors p = F-. Then for pattern P(n/m,1/3), we
have

n
Pgiten = E(Pc + 1Pg), (14)
and for pattern P(n/3m), we have
n
Paites = —— (P + 3Ps). 15
te,2 3m( c +3Ps) (15)

We compare the consumed power per UE, and find the
breakpoint:

Pjte Pjte
]\;1’1 = 1\1272' (16)
we substitute :
Pgite1 _ Pgite 2 _ (17)
neq,lw/E {R} neq,ZW/E {R}
Psz‘te,l _ neq,l. (18)
Pgite2 Meg2
14+« 1
(L »
where, 0 = 7)eq,2/Neq,1 and o = Ps/Pe.
Then we can find the breakpoint
o = 0~ % (20)
1-9

If a < a*E] then the site-level pattern P(n/3m) is more
efficient; otherwise, the pattern P(n/m,1/3) with 1/3
active sectors is preferred.

1The value of « is known by the network operator.



Table III
SIMULATION PARAMETERS FOR URBAN MICROCELL (UMI) AND
URBAN MACROCELL (UMA) SCENARIOS

[ Parameter [ Assumption |
ITU scenario UMi | UMa
Cellular layout Hexagonal
Antenna pattern 120°-3 sectors
Inter-site distance 200 m 500 m
BS antenna height 10 m 25 m
Cell transmitted power 41 dBm 46 dBm
Carrier frequency (fc) 2.5 GHz
UE distribution random and uniform
Probability of indoor UEs 0.5 [ 0
UE noise figure 5 dB
BS noise figure 7 dB
Thermal noise -174 dBm/Hz
Shadowing spread (LOS) 3 dB 4 dB
Shadowing spread (NLOS) 4 dB 6 dB
SINR range [-7, 18] dB
Traffic type full queue

Similar calculations can be done for the case of 2/3
active sectors; however, we will find in the next section
that those patterns are not favourable in terms of energy
efficiency.

IV. SIMULATION

In this paper, we consider the downlink for a cellular
network with hexagonal layout. We simulate two ITU
scenarios, the Urban Micro-cell (UMi) and the Urban
Macro-cell (UMa), according to the evaluation guidelines
of [26]. The simulation parameters are listed in Table [[TI]

Sector 1 (the red hexagon) is chosen as a typical sector,
and we consider all UEs that get the best downlink SINR
when connected to sector 1. Other active sectors (green
hexagons) will cause interference to those UEs. All UEs are
uniformly and independently distributed over the entire
network area.

The patterns are assumed to be periodic, i.e., expand
to infinite. However we limited the number of BSs in the
network keeping in mind that there should be enough
interferers for sector 1 to model the real interference situ-
ation For each CSO pattern, we simulate a large number
of UEs to estimate the ESE according to @, as well as P,
and CoV {1/n}. Results are summarized in Table [IV]| for
both the UMi and the UMa scenarios.

Fig. [6] compares the performance of different CSO pat-
terns. The x-axis is proportional to the average number
of UEs that can be supported by the network, as given
by . The y-axis is the proportion of active sector
which is proportional to the total energy saving. Different
markers indicate the number of active sectors per BS site.
The reference line gives locations where the performance
of the network is scaled proportionally with respect to
the fully active network P(1). The trend is that patterns
with all sector active are fall close to the reference line,
while patterns with two active sectors per BS fall to the
left of the reference line (perform worse). Interestingly,
patterns with one active sector per BS fall to the right
of the line (perform better). For example, consider the

case of p = 0.33: the number of active sectors is reduced
to one third; however, the average number of UEs that
can be supported by pattern P(1,1/3) is only reduced to
48.5%, almost half of full capacity. The yellow staircase
curve shows the operational region based on the best
performing pattern for any given p. This curve can be used
by operators to select the best pattern to follow to support
a given user density demand.

In order to make the study complete, we compare
the performance of regular CSO patterns with irregular
static (offline) CSO [15] and also with dynamic (online)
CSO |11]. Note that the values for irregular static CSO are
obtained according to the simulation parameters indicated
in [15], but with a uniform UE distribution. As we can
conclude from the figure, regular CSO patterns perform
very comparably, and even better at some points, to the
irregular static CSO. For the case of dynamic CSO, the
values in the curve are obtained according to the simula-
tion parameters indicated in [11], but with a uniform UE
distribution. It is worth mentioning that the simulation
parameters used in [11] are not entirely compliant with
our simulation parameters. One fundamental difference is
that in |11] UEs are served in a way that maximizes the
aggregate network capacity, i.e., UEs with high spectral
efficiency are provided with large bandwidth, while UEs
with low Spectral efficiency might be ignored. In our
simulation, UEs are served in a first-come first-served
basis. Thus [11] can be considered as an upper bound for
both CSO and admission control design.

V. CASE STUDY

In this section, we further investigate all the patterns
with p = 1/3, shown in Fig. [3| (the first example from
Section . All the figures in this section are for the
UMi scenario; however, we find that the UMa scenario
shows a similar trend.

A. SINR Distribution

Each CSO pattern results in a different spatial distribu-
tion of the SINR of a typical UE connected to sector 1, as
seen in Fig. [7]

Fig. [§ shows the effect of the chosen patterns on the
resulting cumulative distribution function (CDF) of the
SINR for UEs connected to sector 1. To validate our
simulation platform, we also included the average CDF
results obtained from the WINNER+ project using mul-
tiple simulation tools [24]. As shown in the figure, the
SINRs obtained from the pattern P(1) produces a CDF
that closely matches the WINNER+ results. Note that
pattern P(1) is the case where all cells are active, i.e.,
without CSO.

It is worth mentioning that there is a high improvement
in the SINR in pattern P(1,1/3), where only one sector is
active per site. This improvement is due to the significant
reduction in the number of nearby interferers. However,
the values of SINR are truncated at 18 dB [25]; these
higher SINR values might be of interest in future systems
that allow for higher constellations.



Table IV

EQUIVALENT SPECTRAL EFFICIENCY.

UMi UMa
Pattern Neq Neq-P P, CoV {%} Neq Neq-P P, CoV {%}
P(1) 1.53 1.53 0.00 0.75 1.37 1.37 0.00 0.63
P(1,2/3) 1.36 0.91 0.10 0.75 1.36 0.91 0.00 0.66
P(1,1/3) 2.22 | 0.74 | 0.00 0.82 2.06 | 0.69 0.08 0.86
Pa(2/3) 1.57 | 1.04 | 0.00 0.71 1.42 | 0.95 0.08 0.70
Pa(2/3,2/3) 1.37 | 0.61 | 0.07 0.74 1.30 | 0.58 0.14 0.76
Pa(2/3,1/3) 2.03 | 0.45 | 0.02 0.94 1.65 | 0.37 0.70 0.97
Ps(2/3) 1.48 [ 0.99 | 0.00 0.78 1.21 | 0.81 0.02 0.70
Ps(2/3,2/3) 1.35 | 0.60 | 0.03 0.72 1.32 | 0.59 0.00 0.70
Pp(2/3,1/3) 2.13 | 0.47 | 0.00 0.93 1.79 | 0.40 0.63 0.93
P(1/3) 1.44 | 0.48 | 0.76 0.84 1.36 | 0.45 0.82 0.83
P(1/3,2/3) 1.28 | 0.29 | 0.15 0.78 1.17 | 0.26 1.35 0.80
P(1/3,1/3) 1.92 | 021 | 0.14 0.95 148 | 0.16 | 3.41 0.97
Pa(3/4 1.57 | 1.18 | 0.00 0.72 1.45 | 1.09 0.06 0.64
Pa(3/4,2/3) || 1.36 | 0.68 | 0.09 0.74 1.33 | 0.66 | 0.18 0.75
Pa(3/4,1/3) 2.18 | 0.54 | 0.00 0.91 1.91 | 0.48 0.21 0.94
Ps(3/4 1.58 [ 1.I18 | 0.00 0.71 1.35 [ 1.01 0.09 0.70
Ps(3/4,2/3) 1.39 | 0.69 | 0.00 0.71 1.32 | 0.66 0.06 0.71
Ps(3/4,1/3) 2.23 | 0.56 | 0.02 0.88 1.73 | 0.43 0.30 0.94
Pc(3/4) 1.46 | 1.10 | 0.03 0.80 1.19 | 0.90 0.07 0.72
Pc(3/4,2/3) 1.33 | 0.67 | 0.07 0.76 1.29 | 0.65 0.02 0.70
Pc(3/4,1/3) 1.93 | 0.48 | 0.02 0.94 1.69 | 0.42 0.88 0.97
Pa(2/4) 1.66 0.83 0.02 0.71 1.43 0.71 0.10 0.71
Pa(2/4,2/3) 1.35 | 0.45 | 0.04 0.73 1.17 | 0.39 0.75 0.78
Pa(2/4,1/3) 1.75 | 0.29 | 0.30 1.03 1.36 | 0.23 2.64 0.97
Ps(2/4) 1.45 | 0.73 | 0.02 0.77 1.27 | 0.63 0.13 0.75
Ps(2/4,2/3) || 1.41 | 0.47 | 0.01 0.73 1.42 | 0.47 | 0.09 0.75
Ps(2/4,1/3) || 2.00 | 0.33 | 0.01 0.90 1.67 | 028 | 1.41 0.97
Pc(2/4) 1.43 | 0.72 | 0.00 0.77 1.34 | 0.67 0.00 0.68
Pc(2/4,2/3) || 1.25 | 0.42 | 0.11 0.74 1.19 | 0.40 | 0.75 0.74
Pc(2/4,1/3) 2.04 0.34 0.01 0.90 1.58 0.26 1.16 0.94
P(1/4) 1.55 [ 0.39 | 0.00 0.69 1.45 | 0.36 0.39 0.75
P(1/4,2/3 1.26 | 0.21 | 0.35 0.76 1.14 | 0.19 2.80 0.83
P(1/4,1/3 1.74 | 0.14 | 0.54 0.98 142 | 012 | 5.66 0.98
PA(1/7) 1.23 | 0.18 | 0.93 0.77 1.16 | 0.17 6.03 0.83
Pa(1/7,2/3) 1.07 0.10 2.55 0.78 1.02 0.10 10.11 0.81
Pa(1/7,1/3) 1.44 | 0.07 | 4.45 1.04 1.34 | 0.06 15.08 1.02
Ps(1/7) 1.24 | 0.18 | 0.75 0.77 1.13 | 0.16 5.61 0.81
Ps(1/7,2/3) 1.09 | 0.10 | 2.71 0.78 1.07 | 0.10 9.02 0.81
P(1/7,1/3) 1.48 | 0.07 | 4.87 1.05 1.39 | 0.07 | 13.81 1.04
P(1/9) 1.20 | 0.13 1.21 0.78 1.16 | 0.13 8.53 0.84
P(1/9,2/3) 1.08 | 0.08 | 4.65 0.79 1.04 | 0.08 13.26 0.82
P(1/9,1/3) 1.41 0.05 8.46 1.06 1.32 0.05 18.68 1.01

B. Number of Users per Sector

We now compare the number of supported UEs per
active sector for all patterns with p = 1/3. After calcu-
lating 7¢, and CoV {1/n} for each pattern, we assume a
constant rate demand of 500 kbps and a system bandwidth
of 10 MHz, resulting in W/E {R} = 20 and CoV {R} =0,
and we find the number of UEs that a typical sector can
support, see Fig. [0

Results show that the P(1,1/3) pattern can support the
most UEs (44.5 UEs) per sector on average (which is also
the median (50%)), and about 33 UEs 97.5% of the time
(according to (11))). The distribution of the number of UEs
closely follows a Gaussian distribution as expected from

the analysis in Section

C. Energy Efficiency Aspects

Based on the calculations in Section we can find
the breakpoint that indicates which pattern is better in
terms of energy efficiency per UE. While the patterns with
2/3 active sectors are never advantageous, the pattern
P(1,1/3) is advantageous with respect to pattern P(1/3)
as long as Ps/Pc > a = 0.8922, as found from .

VI. CONCLUSION

CSO is a promising approach for more energy-efficient
cellular networks. In this paper, we classified the CSO
approaches, investigated in detail 42 different regular CSO
patterns, and presented them in a systematic way. Fur-
thermore, this paper was the first to investigate sector-
ized regular CSO patterns. The performance of different
CSO patterns was compared using only one parameter.
The distribution of the number of users supported was
found to be close to Gaussian with a variance estimated
using one additional parameter. The maximum number
of supported users was obtained from patterns where one
sector out of three is active at a site. In many cases, the
performance of regular CSO patterns is comparable to that
of a benchmark irregular static CSO. Moreover, although
a benchmark dynamic CSO outperforms the regular CSO
patterns, it is still reasonable to employ the regular CSO
patterns because of their simplicity and scalability.

Regular CSO patterns are conceptually simple; and can
be characterized systematically both statistically and ge-
ometrically. Location regularity of CSO patterns provides
the advantages of: 1- ensures that interferer cells are as far
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Figure 6. Comparison of the performance of different patterns and other CSO schemes for the UMi scenario. The x-axis is proportional to
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as possible, 2- allows for a realistic interference modeling,
3- minimizes the coverage holes, and 4- more energy-
efficient for users in the uplink transmission as users do not
transmit at full power, because there is always a nearby
cell.
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