Quantifying the Regularity of Perturbed Triangular Lattices using CoV-Based Metrics for Modeling the Locations of Base Stations in HetNets
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Abstract—In this paper, we give qualitative and quantitative arguments for the use of perturbed triangular lattice (PTL) models for generating base station deployments with any amount of spatial regularity, which is useful notably in modeling different tiers of HetNets. We use the coefficient of variation of three spatial properties of point processes to measure the regularity of two common types of PTL: uniform on disc and Gaussian. From these measurements, we are able to derive a simple formula that allows matching and interchanging the two PTL models, within about 0.1 dB error in SIR.
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I. INTRODUCTION

In future networks, heterogeneous networks (HetNets) are expected to consist of multiple tiers of different types of base station (BS): macro, pico, and femto. These are expected to have not only different densities but also different deployment regularity [1], [2]. The performance of wireless cellular networks depends on the spatial deployment of the BSs because the received and interference signal powers depend on the distance between the transmitters and the receiver. Indeed, a BS deployment with high regularity has a better network performance than the one with low regularity [3], [4]. Therefore, modeling and analyzing the placement of BSs in wireless networks have drawn the attention of the researchers in both industry and academia in the recent years.

Most of the work on the evaluation of the network performance uses two extreme models for BSs placement: a triangular lattice (TL) at one end and a homogeneous Poisson point process (PPP) at the other end. These two models are extremes in terms of regularity and in terms of the network performance. While the TL modeling provides an optimistic network performance, the PPP is a pessimistic model. Indeed, the real deployment of BS locations probably lies somewhere between these two extremes [1], [4], [5].

Repulsive point processes (RPPs) have been widely investigated in the literature for modeling the BS locations because of their regularity property. The soft-core variety of RPPs used in wireless literature includes determinantal point process models [6], and the family of Gibbs point processes [4], [7]. In [3], we evaluated three hard-core point processes, the other variety of RPPs, for modeling BS locations: the Matern hard-core processes of type I and type II [8], [9], and the simple sequential inhibition (SSI) process [9]. All these RPPs are based on generating independent points, and then removing certain points based on some formula involving their mutual distances and sequential order. Therefore, one important limitation of these RPPs is their inability to provide very high regularity [3], [4], as it is not possible to obtain a TL from thinning a PPP. It is also often necessary to generate a large number of points (and evaluate the distance between each pair), in order to obtain a smaller number of points at the output, making these methods computationally costly.

In order to overcome these limitations, we advocate the use of the perturbed triangular lattice (PTL), which can be tuned over the whole range between the deterministic TL and the PPP [5], [7], for modeling the multi-tier BSs in HetNets. The PTL can be scaled with different densities for different simulation scenarios without changing the regularity of the deployment. Recently, the uniform PTL is found to be tractable in [5]. The PTL is also a simple model to simulate; as a consequence, it is practical and widely used in the industry [7].

Motivation: One of the challenges in BS location modeling is how to adjust the internal parameters of different models to produce spatial patterns with the same amount of regularity, or to check whether two given spatial patterns are similar or not. The first step to overcome this challenge is to find good metrics for the regularity of a spatial pattern in order to precisely define where it lies between the TL and the PPP. We used three CoV-based metrics in [3] to quantify the regularity of hard-core point processes for modeling for BS locations; these metrics were originally proposed in [10] for measuring the attraction in clustered point processes for modeling user locations. The second step, which is the focus of this paper, is to use these metrics as an intermediate stage to map different models to each other.

Contribution: The main contribution of this paper is proposing a novel approach for mapping between different RPPs using CoV-based metrics. Specifically, we find a simple and accurate formula for mapping between the uniform PTL and the Gaussian PTL. We show that the CoV-based metrics are suitable for quantifying the regularity of PTL lattice models. Similarly to our previous work [3], where we found that different hard-core models with the same CoV-based metric value and density have very similar network performance, here we show that this is true for different PTLs as well.
The rest of this paper is organized as follows: In Section II, perturbed triangular lattice models are introduced. In Section III, CoV-based metrics are presented. In Section IV, we measured the regularity of the perturbed triangular lattices using the CoV-based metrics to quantify regularity. We proposed a new approach using the CoV-based metrics for mapping between two PTL models in Section V. Finally, we draw the conclusions in Section VI.

II. PERTURBED TRIANGULAR LATTICE MODELS FOR BASE STATIONS PLACEMENT

In the cellular network context, the triangular lattice is often used to model the layout of BSs. It is sometimes also called the hexagonal lattice because its Voronoi tessellation produces hexagonal cells. The PTL is a result of the independent random displacement of each point from its original location. In this section, we present two kinds of the perturbed triangular lattices: Gaussian PTL and uniform PTL.

**Triangular Lattice:** Beginning with a unit square lattice with integer coordinates \((a, b) \in \mathbb{Z}^2\), a triangular lattice can be produced by transforming the points using the generator matrix \(G = \begin{bmatrix} 1 & 1/2 \\ 0 & \sqrt{3}/2 \end{bmatrix}\) and scaling the coordinates by a factor \(\eta\), which is the distance between any two nearest neighbour points. The TL has points with coordinates

\[
\left\{ \left( \eta a + \frac{\sqrt{3}}{2} \eta b, \eta \right), (a, b) \in \mathbb{Z}^2 \right\}.
\]

The TL has density \(\lambda = \frac{1}{\det(G)} = \frac{1}{\sqrt{3}}\), and the area of each Voronoi region is \(s^2 / \sqrt{3}\). The stationary triangular lattice has coordinates

\[
\left\{ \left( \eta a + \frac{\sqrt{3}}{2} \eta b + x, \eta a + \frac{\sqrt{3}}{2} \eta b + y \right), (a, b) \in \mathbb{Z}^2 \right\},
\]

where \((x, y)\) is uniformly distributed over the aforementioned hexagon. All PTL models are assumed to be stationary in this paper.

**Perturbed Triangular Lattices:** For any perturbed lattice, each point is independently displaced by random vector \((x_{(a,b)}, y_{(a,b)})\) [9]. The PTL has coordinates

\[
\left\{ \left( \eta a + \frac{\sqrt{3}}{2} \eta b + x_{(a,b)}, \eta a + \frac{\sqrt{3}}{2} \eta b + y_{(a,b)} \right), (a, b) \in \mathbb{Z}^2 \right\}
\]

where \(\left\{ (x_{(a,b)}, y_{(a,b)}) \right\}\) is a set of independent and identically distributed vectors. The distribution from which the vectors are drawn characterizes the type of PTL.

In this paper, we study two kinds of perturbation: Gaussian and uniform. The uniform PTL is one where the displacement vectors are uniformly distributed over a disc of radius \(R\), which controls the amount of perturbation, and can be normalized as \(\tilde{R} = R \eta^{-1}\) to be independent of the density. Similarly, the Gaussian PTL is one where the displacement coordinates \(x_{(a,b)}\) and \(y_{(a,b)}\) are each taken independently from a Gaussian distribution with mean 0 and standard deviation \(\sigma\), which controls the amount of perturbation, and can be normalized as \(\tilde{\sigma} = \sigma \eta^{-1}\) to be independent of the density.

An interesting observation about the uniform perturbation on a disc is that the model can work either as a soft-core or as a hard-core model depending on the perturbation regime. It is a hard-core model in the regime \(\tilde{R} < 0.5\) (the hard-core distance is then \(h = (1 - 2\tilde{R}) \eta\)), and it is a soft-core model after that. The Gaussian PTL is always a soft-core model.

III. COV-BASED METRICS

The CoV of a random variable is defined as its standard deviation normalized by its mean. The CoVs of three geometric properties of point processes have been introduced in [10] as metrics of the clustering of mobile user locations, and we have used these metrics in [3] to measure the regularity of hard-core RPPs for modeling BS locations. Each CoV metric was further normalized by a constant factor so that its value would always be 1 for the PPP. All three CoV-based metrics take the value of 0 for the TL, and increase as the process becomes less regular. Values above 1 are found for clustered point processes [10], which are not considered in this work.

a) **CoV of the Distances to the Nearest Neighbour:** For every point in the RPP, find its nearest neighbour and measure the distance to it [11]. The CoV-based metric is then

\[
C_N = \frac{1}{k_N} \cdot • \mu_N, \quad k_N = \sqrt{\frac{4 - \pi}{\pi}} \cong 0.5227,
\]

where \(\mu_N\) is the mean and \(\sigma_N\) is the standard deviation of the nearest neighbour distances; and \(k_N\) is the normalization factor derived\(^2\) from [11].

b) **CoV of the Areas of Voronoi Tessellation Cells:** Consider the Voronoi tessellation [9], [10] of a set of points (see Fig. 1), and measure the area of each Voronoi region. The CoV-based metric is then

\[
C_V = \frac{1}{k_V} \cdot \mu_V, \quad k_V \cong 0.529,
\]

where \(\mu_V\) is the mean and \(\sigma_V\) is the standard deviation of the Voronoi cell areas, and \(k_V\) is the normalization factor [10].

c) **CoV of the Lengths of Delaunay Triangulation Edges:** Consider the Delaunay triangulation [9], [10] of a set of points (see Fig. 1), and measure the length of each edge of the resulting graph. The CoV-based metric is then

\[
C_D = \frac{1}{k_D} \cdot \mu_D, \quad k_D \cong 0.492,
\]

where \(\mu_D\) is the mean and \(\sigma_D\) is the standard deviation of the Delaunay edge lengths, and \(k_D\) is the normalization factor [10].

The metrics \(C_V, C_D,\) and \(C_N\) are unit-less and are therefore invariant under scaling of the measured RPP, and are thus independent of the RPP’s density \(\lambda\).

\(^1\)It is simpler to generate a stationary square lattice, where the Voronoi cell is a square, and then transform it into a stationary triangular lattice using the generator matrix \(G\).

\(^2\)In [10], the value for \(k_N\) is erroneously given as 0.653.
Fig. 1. Delaunay triangulation (green dashed lines) and Voronoi tessellation (red solid lines) of a spatial pattern (red plus marks) generated by uniform perturbation (with $R = 0.325$) of a triangular lattice (blue plus marks).

IV. MEASURING THE REGULARITY OF PERTURBED LATTICES

In this section, we consider a wireless cellular network with the BS placement modeled by the two PTL models introduced in Section II. The normalized parameters, $\tilde{R}$ for uniform PTL and $\tilde{\sigma}$ for Gaussian PTL, are swept from 0 to 2 in order to change the regularity of the models. For each model, we measure the amount of regularity using the three CoV-based metrics introduced in Section III. For each particular $\tilde{R}$ and $\tilde{\sigma}$ values, we perform a Monte-Carlo simulation with 1000 realizations, each with 500 BSs placed over a 1 km$^2$ square area. The CoV-based metrics as a function of $\tilde{R}$ and $\tilde{\sigma}$ are shown in Figs. 2, 3, and 4.

As the perturbation parameters increase, the CoV-based metrics converge to 1 and the two models converge to the PPP. In other words, both models are able to span the whole range between the TL ($C_N = C_V = C_D = 0$) and, asymptotically, the PPP ($C_N$, $C_V$, $C_D \to 1$). A particular spatial pattern has different $C_N$, $C_V$, and $C_D$ values. Fig. 5 shows the parametric curves of the relationships between the CoV-based metrics.

V. MAPPING BETWEEN UNIFORM PTL AND GAUSSIAN PTL MODELS USING THE COV-BASED METRICS

A. Mapping

In a novel framework, we use the CoV-based metrics as an intermediate step for mapping between the uniform PTL and the Gaussian PTL. Using the simulation results from the previous section, for each CoV-based metric at a particular value, we find the corresponding internal parameter values $\tilde{R}$ and $\tilde{\sigma}$, for the uniform PTL model and the Gaussian PTL model, respectively. Parametrized curves describing the relationship between $\tilde{R}$ and $\tilde{\sigma}$ using the three CoV-based metrics are shown in Fig. 6. We find a good approximate fitting for all the three parametrized curves to be

$$\tilde{\sigma} \approx 0.53 \tilde{R}. \quad (7)$$
This means that a spatial pattern generated by the uniform PTL with any perturbation value $\tilde{R}$ is almost equivalent in terms of regularity to another spatial pattern generated by the Gaussian PTL with perturbation value $\tilde{\sigma} = 0.53\tilde{R}$. Moreover, the two spatial patterns – when they are used to model BS locations – are also almost equivalent in terms of the network performance, as we will show in the next subsection.

B. Downlink Coverage Probability

We now validate that a pair of spatial patterns generated by uniform PTL and Gaussian PTL have similar network performance and regularity (as measured using the CoV-based metrics) if their internal parameters are simultaneously adjusted according to (7). A useful wireless network metric that we use to compare the network performance of different spatial deployments of BSs is the downlink coverage probability $P(\gamma)$, which is the probability that a typical user’s signal-to-interference ratio (SIR) exceeds a threshold $\gamma$.

We consider a 100 macro BS (one tier) wireless network placed over a 1 km² square area with simple network setup assumptions as follows. We consider two path-loss models: one with path-loss exponent $\alpha = 3$ and lognormal shadowing of $X_g = 6$ dB, and the other with $\alpha = 4$ and $X_g = 0$ dB. We will refer to these two path-loss models in Table I as CH1 and CH2, respectively. All the BSs transmit identical power, operate at the same frequency (the frequency reuse factor is 1), and are equipped with one antenna. 1000 mobile users are uniformly distributed over the network region. Each user is associated with its nearest serving BS. All the links experience independent Rayleigh fading with mean 1. We ignore the thermal noise. We use a simple network setup, similarly to [4], because our emphasis is on the validation of the mapping between the two PTL models.

Fig. 7 shows that uniform PTL and Gaussian PTL have similar downlink coverage probability when their parameters are matched according to (7). Fig. 7 also shows that the coverage probability curves of the PPP and TL represent the lower and the upper network performance bounds, respectively. Figs. 8 and 9, each for a specific path-loss model, show in detail the difference between the coverage probability curves of the matched uniform PTL and the Gaussian PTL at a coverage probability of 50%. The matched models have similar CoV-based metrics values and negligible $\Delta\text{SIR}_{50\%}$ for the two path-loss models. In fact, the difference in SIR between the matched uniform and Gaussian PTL is never much more than 0.1 dB.

VI. Conclusion

We proposed a novel approach for mapping between uniform PTL and Gaussian PTL using CoV-based metrics as an intermediate step. After measuring the regularity of PTL models using three metrics, we found a simple relation between the internal parameters of these two PTL models in order to generate two very similar spatial processes in terms of regularity and network performance. Therefore, considering only one type of PTL is enough since the other shows very similar performance.

This work advocates modeling the placement of different
types of BSs in HetNets using one of the PTL models, because of their simple and efficient implementation, their full regularity range (from the TL to the PPP), and their prevalence in industry and in recent wireless literature.

Future work could involve fitting real BS location data to RPP models using CoV-based metrics, as well as fitting different types of RPP models to each other. Ultimately, we would like to describe the spatial structure of any wireless network using only two scalars: the density of the BSs and a regularity metric value.
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