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Investigating the Gaussian Convergence of the
Distribution of the Aggregate Interference
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Abstract—The distribution of the aggregate interference power
in large wireless networks has gained increasing attention with
the emergence of different types of wireless networks such as
ad hoc networks, sensor networks, and cognitive radio networks.
The interference in such networks is often characterized using
the Poisson point process (PPP). As the number of interfering
nodes increases, there might be a tendency to approximate the
distribution of the aggregate interference power by a Gaussian
random variable, given that the individual interference signals are
independent. However, some observations in the literature suggest
that this Gaussian approximation is not valid, except under some
specific scenarios. In this paper, we cast these observations in a
single mathematical framework and express the conditions for
which the Gaussian approximation will be valid for the aggregate
interference power generated by a Poisson field of interferers.
Furthermore, we discuss the effect of different system and channel
parameters on the convergence of the distribution of the aggregate
interference to a Gaussian distribution.

Index Terms—Berry–Esseen bound, cochannel interference, cu-
mulants, fading, Poisson point process (PPP).

I. INTRODUCTION

THE INTEREST in characterizing the distribution of the
aggregate interference power in large wireless networks

has increased with the emergence of different types of wireless
networks. Examples of these networks include wireless sensor
networks, ad hoc networks [2], [3], and cognitive radio net-
works [4], [5].

It is common to characterize the interference in large wireless
networks using the Poisson point process (PPP). Therefore, the
aggregate interference can be considered as the sum of a large
number of independent interference signals. Thus, there might
be a tendency to approximate the aggregate interference power
by a Gaussian random variable. However, this approximation is
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not valid, except under certain conditions. The authors in [6]
consider the interference in a code-division multiple-access
(CDMA) network and indicate that the distribution of the
aggregate interference power from users in other cells is likely
to be Gaussian if there are a large number of interfering users in
the vicinity of the victim cell. The authors in [7] also consider
the aggregate interference in a CDMA network and show that
the distribution of the aggregate interference power converges
to a Gaussian distribution as the traffic measure (which can be
related to the average number of interferers in a cell) goes to
infinity. The authors in [5] indicate that the central limit theorem
(CLT)1 does not apply in the case where some of the interferers
are dominant, although the number of interferers may be large.
It is indicated in [2] that the Gaussian distribution is a bad
approximation for the distribution of the aggregate interference
when the node density is low. Based on simulation results,
Hasan and Andrews [9] show that the Gaussian approximation
could be acceptable when there is a wide-enough exclusion
region (with no interferers) around the victim receiver. It is also
indicated in [10] that, when the exclusion region is relatively
small, the distribution of the interference power has a heavy
tail; therefore, the Gaussian distribution does not model the
interference very well.

Observing that the aggregate interference can be modeled
as shot noise, discussions in [11] on the convergence of shot
noise to a Gaussian random variable become relevant to our
study. The authors in [11] proved that, under certain conditions,
the shot noise converges in distribution to Gaussian when the
intensity (density) of the underlying point process of the shot
noise goes to infinity. However, no discussion has been given
to the effect of the exclusion region on this convergence. In this
paper, we apply some of the results obtained in [11] to the case
of the aggregate interference power in large wireless networks.
We incorporate in the formulations the effect of the exclusion
region and identify the rate of the Gaussian convergence with
respect to the size of the exclusion region. Moreover, we discuss
the effect of fading distributions, including small- and large-
scale fading, on this convergence.

This paper is organized as follows: Section II describes the
system model. Then, Section III establishes the mathematical
framework to quantify how far away the distribution of the
aggregate interference power is from a Gaussian distribution.
Moreover, the same section discusses some system and channel
parameters affecting the convergence to a Gaussian distribution.

1The history of the CLT is summarized in [8].
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Fig. 1. Realization of the spatial distribution of (blue dots) active nodes. (Plus
sign) Victim receiver. (Circle) Boundary of an exclusion region of radius ro.

The effect of the fading distributions is addressed in Section IV.
This paper is concluded by some remarks in Section V.

II. SYSTEM MODEL

In this paper, we model a large wireless network by an
infinite random field of interferers (active nodes). These active
nodes are distributed over R

2, which is a 2-D Euclidean space,2

according to a PPP3 with an intensity (density) of λ > 0. A
victim receiver is assumed to be located within the field. There
might be an exclusion region of radius ro < ∞ around this
victim receiver in which there are no active nodes, as illustrated
in Fig. 1.

The victim receiver receives an interference power Ii from
the transmission of an active node i. Under the assumption
of incoherent addition of the interfering signals, the aggregate
interference power received by the victim receiver can be
expressed as

IA =
∑
i∈Λ

Ii =
∑
i∈Λ

Xig(ri) (1)

where Λ is the set of active nodes, and Xi is a random
variable resulting from the multiplication of some determin-
istic parameters and random variables. Without loss of gen-
erality, we assume the deterministic parameters in Xi to be
equal to 1. Therefore, we consider Xi as a random variable
modeling small-scale, large-scale, or composite fading. The
Xi’s values are assumed to be independent and identically
distributed (i.i.d.), which is a common assumption in similar
works such as [5], [9], and [12]. The function g(ri) models the

2Appendix C extends some of the results obtained in this paper for a
d-dimensional space.

3For the justification of using PPP for node distribution in wireless networks,
see [5].

distance-dependent attenuation, where ri is the Euclidean dis-
tance between node i and the victim receiver. In the rest of this
paper, we simply call g(ri) the path loss.

Some path-loss models used in the literature suffer from
a singularity at ri = 0, which may affect the performance
measures of the wireless network [13]. Therefore, we consider
in our analysis the following nonsingular model [14]:

g(ri) =
{

αr−n
i , ri ≥ rc

αr−n
c , ri < rc

(2)

where rc > 0 is a critical distance below which g(ri) becomes
a constant. The constant parameter α can be assumed to be 1
without loss of generality. The path-loss exponent is denoted
by n and assumed to be greater than 2.

III. BERRY–ESSEEN BOUND FOR THE DISTRIBUTION OF IA

Our investigation of the Gaussianity of the distribution of
IA is based on the Berry–Esseen bound. This bound is ex-
plained in its basic form in Appendix A. Formulations for
the Berry–Esseen bound when the underlying process is a
stationary PPP are obtained in [11]. These formulations are
extended in [15] by removing the requirement that a PPP is
stationary. We apply the results in [11] and [15] to investigate
the Gaussianity of the distribution of IA.

Let μ̃A and σA be the mean and standard deviation of
IA, respectively. Let FZ(y) denote the cumulative distribution
function (cdf) of Z (where Z = (IA − μ̃A)/σA), and let FN

denote the cdf of the standard normal distribution, i.e., N (0, 1).
Then, for all y

|FZ(y) − FN (y)| ≤ 2.21
κ3(IA)

[κ2(IA)]
3
2

(3)

where κ2(IA) and κ3(IA) are the second and third cumulants
of IA, respectively. The formulation of the Berry–Esseen bound
in [11] is not explicitly presented in terms of cumulants. How-
ever, as shown in Appendix B, we equivalently expressed the
Berry–Esseen bound using the second and third cumulants.

Results obtained in [10], [16], and [17] can be used to find
κ2(IA) and κ3(IA).4 Based on [16], the mth cumulant of IA

can be written as

κm(IA) = Neff(m)g(ro)mμ̃m(X) (4)

where

Neff(m) = λπ
[
r2
eff(m) − r2

o

]
(5a)

reff(m) = max(rc, ro)
√

mn

mn − 2
. (5b)

Here, Neff(m) virtually represents the average number of active
nodes as seen by the victim receiver in an annular region of

4It is worth highlighting that cumulants are derived by differentiating the
logarithm of the characteristic function (or the moment-generating function) of
IA. There are different approaches in the literature to derive this characteristic
function for a PPP. One approach is to use the conditional expectation, as
explained in [10] and [12]. Another approach is to use Campbell’s theorem
for a PPP, as demonstrated in [4], [6], and [16].
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inner radius ro and outer radius reff . The parameter μ̃m(X) de-
notes the mth raw moment of Xi, i.e., E[Xm

i ]. For convenience
and since Xi’s are i.i.d., we omit the subscript i. Using (4) and
(5) in (3), the Berry–Esseen bound for the distribution of IA can
be expressed as

|FZ(y) − FN (y)| ≤ 2.21
Neff(3)μ̃3(X)

[Neff(2)μ̃2(X)]
3
2
. (6)

There are three possible topologies with respect to the ex-
clusion region: 1) an exclusion region with ro ≥ rc; 2) no
exclusion region (ro = 0); and 3) an exclusion region with
0 < ro < rc. We do not discuss the third topology here due to
space limitations and since the results for the third topology are
bounded by the results of the first two topologies.

1) Exclusion Region (ro ≥ rc): For this topology, it can be
shown from (5) and (6) that the Berry–Esseen bound yields

|FZ(y) − FN (y)| ≤ 2.21
2(n − 1)

3
2

3n − 2
1√
λπr2

o

μ̃3(X)

[μ̃2(X)]
3
2
. (7)

Remarks:

1) It is observed from (7) that the bound is mainly controlled
by the path-loss exponent, the active node density, the
radius of the exclusion region, and the fading distribution.

2) The active node density is an important parameter in
the convergence of the distribution of IA to a Gaussian
distribution. As λ increases, the bound becomes smaller,
and the distribution of IA becomes closer to the Gaussian
distribution; Figs. 2 and 3 show simulation results sup-
porting this remark. Fig. 2 considers the histograms of the
normalized IA for different values of λ. These histograms
reflect the shape of the probability density function (pdf)
of IA, as compared with a Gaussian distribution. In Fig. 3,
the comparison is performed among the cdf’s. The rest of
the figures shown in this paper focus on cdf’s, which are
more relevant to the Berry–Esseen bound. It is observed
from (7) that the rate of Gaussian convergence with
respect to the increase in λ is

√
λ, which agrees with the

findings in [11].
3) Similarly, as the exclusion region increases, the bound

in (7) becomes smaller. Hence, the distribution of IA

converges to a Gaussian distribution. Simulation results
shown in Fig. 4 demonstrate this convergence. However,
the convergence caused by increasing ro is faster than
the convergence caused by increasing λ. The rate of
convergence with respect to the size of the exclusion
region is

√
πr2

o .
4) An explanation for this convergence with respect to the

increase in λ and ro is as follows: What really matters
for the convergence of the distribution of IA to Gaus-
sianity is the number of dominant interferers around the
victim receiver and not the total number of interferers in
the field. The number of dominant interferers is mainly
controlled by the active node density and an effective area
around the victim receiver. As λ increases, the number of
dominant interferers increases. Similarly, as ro increases,
the effective area increases as well; hence, the number of

Fig. 2. Monte Carlo simulation-based histograms for the normalized IA, i.e.,
(IA − μ̃A)/σA, for different values of λ (ro = 10 m, rc = 1 m, n = 3, no
multipath fading, and no shadow fading). (a) λ = 0.001 nodes/m2. (b) λ =
0.01 nodes/m2. (c) λ = 0.1 nodes/m2.

the dominant interferers increases. By virtue of the CLT,
as the number of the dominant interferers increases, the
distribution of IA converges to a Gaussian distribution.

5) The lower n is, the better the convergence becomes.
However, this effect on convergence is minor since the
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Fig. 3. Monte Carlo simulation-based cdf for the normalized IA, i.e., (IA −
μ̃A)/σA, for different values of λ (ro = 10 m, rc = 1 m, and n = 3).

Fig. 4. Monte Carlo simulation-based cdf for the normalized IA, i.e., (IA−
μ̃A)/σA, for different values of ro (λ=0.01 nodes/m2, rc =1 m, and n=3).

range of n is practically limited. Assuming n ∈ (2, 6]

0.5 <
2(n − 1)

3
2

3n − 2
≤ 1.4. (8)

The effect of the fading distribution on the Gaussianity of
IA is discussed in Section IV.

2) No Exclusion Region (ro = 0): If there is no exclusion
region around the victim receiver, i.e., ro = 0, then it can be
shown from (5) and (6) that the Berry–Esseen bound becomes

|FZ(y) − FN (y)| ≤ 2.21
3(n − 1)

3
2

√
n(3n − 2)

1√
λπr2

c

μ̃3(X)

[μ̃2(X)]
3
2
.

(9)

Remarks:
1) From (9), it might be concluded that a high rc value im-

proves the Gaussian approximation. However, rc is used
in the path-loss model to avoid the singularity at ri =
0. The model effectively fixes the distance-dependent
attenuation over a small disk of radius rc around the
victim receiver. Therefore, the value of rc should be kept
relatively small.

2) To justify the Gaussian approximation for this topology,√
λπr2

c should be large. However, since rc is relatively
small, then λ should be very high. To demonstrate this, let
us assume that there are two networks, i.e., Net(ro=100)

with an exclusion region of ro = 100 m and Net(ro=0)

without an exclusion region. Except for ro, these two
networks are assumed to have the same system and
channel parameters, including rc = 1 m and n = 3. As-
suming that these two networks have the same active node
densities, the Berry–Esseen bound for Net(ro=100) can
be shown to be smaller than that for Net(ro=0) by about
20 dB. Therefore, the distribution of IA in Net(ro=100)

is much closer to Gaussianity in comparison with the
distribution of IA in Net(ro=0). For Net(ro=0) to have
the same Berry–Esseen bound value as Net(ro=100), the
active node density in Net(ro=0) has to be about 40 dB
higher, which might be too high, unless the active node
density of Net(ro=100) is too low.

3) Therefore, the Gaussian approximation could be possible
for wireless networks with a sufficiently wide exclu-
sion region. However, the validity of the approximation
is questionable when there is no exclusion region or
when the exclusion region is small,5 unless the active
node density is very high, which might be practically
infeasible.

4) From (7) and (9), it might be deduced that the Gaussian
approximation is valid if

√
λπr2

o � 2.21
2(n − 1)

3
2

3n − 2
μ̃3(X)

[μ̃2(X)]
3
2
, for ro ≥ rc (10)

or

√
λπr2

c � 2.21
3(n − 1)

3
2

√
n(3n − 2)

μ̃3(X)

[μ̃2(X)]
3
2
, for ro = 0. (11)

IV. EFFECT OF FADING DISTRIBUTIONS ON

THE GAUSSIAN APPROXIMATION OF IA

In this section, we investigate the effect of the distribution
of Xi, i.e., the fading distribution, on the Gaussian conver-
gence of the distribution of IA. We provide expressions for
μ̃3(X)/[μ̃2(X)]3/2 considering different fading cases. These
expressions can be used with (6), (7), or (9) to get the related
Berry–Esseen bounds.

A. Case I: Without Multipath Fading and Without
Shadow Fading

For the case without fading (neither multipath nor shadow
fading), Xi becomes deterministic. Therefore

μ̃3(X)

[μ̃2(X)]
3
2

= 1 (12)

5The authors in [10] show that a lognormal distribution can be used to
approximate the distribution of the aggregate interference power when the
exclusion region is small.
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which leads to

|FZ(y) − FN (y)| < 2.21
2(n − 1)

3
2

3n − 2
1√
λπr2

o

. (13)

Equation (13) may be considered as the baseline to judge the
effect of fading on the Gaussian convergence.

B. Case II: With Multipath Fading But Without
Shadow Fading

The effect of multipath fading on the received individual
interference power Ii can be modeled by a Gamma random
variable (which is a result of the assumption that the envelope
of the interference signal can be modeled by the versatile
Nakagami distribution). In this case, the pdf of Xi can be
represented as [18]

fX(x) =
( ν

Ω

)ν xν−1

Γ(ν)
e−

ν
Ω x, x > 0, ν ≥ 1

2
(14)

where Ω is the average received power, ν is the shape parameter,
and Γ(·) is the Gamma function. The mth moment of Xi can
be expressed as

μ̃m(X) =
(

Ω
ν

)m Γ(ν + m)
Γ(ν)

. (15)

Thus

μ̃3(X)

[μ̃2(X)]
3
2

=
Γ(ν + 3)

[Γ(ν + 2)]
3
2
Γ(ν)

1
2 =

ν + 2√
ν(ν + 1)

. (16)

We may conclude that multipath fading shifts the distribution
of IA away from Gaussianity. However, the shift is limited
since, for (1/2) ≤ ν < ∞

1 <
ν + 2√
ν(ν + 1)

≤ 2.89. (17)

C. Case III: With Shadow Fading But Without
Multipath Fading

Shadow fading is commonly modeled by a lognormal ran-
dom variable with logarithmic mean 0 dB and standard de-
viation σs dB. Therefore, the effect of shadow fading on the
aggregate interference power can be reflected by assuming
that Xi is a lognormal random variable, and hence, it has the
following expression for its mth moment:

μ̃m(X) = e
1
2 (m ln 10

10 σs)2

(18)

which leads to

μ̃3(X)

[μ̃2(X)]
3
2

= e
3
2 ( ln 10

10 σs)2

. (19)

As shown in Fig. 5, for typical values of σs, e.g., σs ∈
[4, 10] dB, the effect of shadow fading on μ̃3(X)/[μ̃2(X)]3/2,
and consequently on the Berry–Esseen bound, could be domi-
nant, compared with the effect of multipath fading.

Fig. 5. Values of μ̃3(X)/[μ̃2(X)]3/2 for different values of σs.

Fig. 6. Monte Carlo simulation-based cdf for the normalized IA, i.e., (IA −
μ̃A)/σA, for different fading scenarios (ro = 10 m, rc = 1 m, n = 3, and
λ = 0.01 nodes/m2).

D. Case IV: With Composite Fading

If the interference signals are subject to both multipath and
shadow fading, Xi can be modeled as the product of two inde-
pendent random variables, such as a Gamma random variable
(for multipath fading) and a lognormal random variable (for
shadow fading). Thus, using (16) and (19)

μ̃3(X)

[μ̃2(X)]
3
2

=
ν + 2√
ν(ν + 1)

e
3
2 ( ln 10

10 σs)2

. (20)

E. General Remarks

Having multipath or shadow fading shifts the distribution of
IA away from Gaussianity. To maintain Gaussianity, the density
of active nodes should be increased, or the exclusion region
should be extended. Fig. 6 reflects the divergence from the
Gaussian distribution that the fading distribution may cause. It
shows three different fading scenarios. It is clear from the figure
that the divergence caused by lognormal shadow fading with
σs = 6 dB is more than that caused by Rayleigh multipath fad-
ing. In the presence of significant shadow fading, the Gaussian
distribution is a very poor approximation of the distribution of
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IA unless the active node density is too high, or the exclusion
region is too wide.

V. CONCLUSION

The emergence of different types of wireless networks has
promoted an interest in characterizing the distribution of the
aggregate interference power in large wireless networks. In this
paper, we have studied the convergence of this distribution to
a Gaussian distribution. Based on the Berry–Esseen bound, we
cast, in a single mathematical framework, some observations
scattered across the literature about the Gaussianity of the
distribution of the aggregate interference power. We showed
that an increase in the size of the exclusion region brings the
distribution of the aggregate interference power closer to the
Gaussian distribution. Increasing the active node density has
a similar effect. However, the convergence is faster with the
increase in the size of the exclusion region compared with the
increase in the active node density. In contrast, channel fading
causes divergence from Gaussianity. Shadow fading typically
causes more divergence, as compared with multipath fading.

APPENDIX A
BERRY–ESSEEN THEOREM

The following theorem describes the Berry–Esseen bound in
its basic form.

Theorem 1 (Berry–Esseen Theorem [19]): Let {Yj} be in-
dependent random variables with a common cdf F , with zero
mean, nonzero variance (σ2 > 0), and finite third absolute
moment (ρ = E[|Yj |3] < ∞). Then, for all y and k

|Fk(y) − FN (y)| ≤ 3ρ

σ3
√

k
(21)

where Fk is the cdf of the normalized sum Z =
(1/σ

√
k)Σk

j=1Yj , and FN is the cdf of the standard normal
distribution, i.e., N (0, 1).

Proof: The proof can be found in [19, p. 543]. �
According to [19], the factor 3 on the right is not claimed

to be the optimal value. Therefore, it is expected that different
references may propose smaller values.

APPENDIX B
DERIVATION OF THE CUMULANT-BASED

BERRY–ESSEEN BOUND

The shot noise considered in [11] is assumed to be generated
by a stationary marked point process defined in R

d × K, where
R

d is a d-dimensional Euclidean space, and K is a space of
marks. This shot noise has the form

Ξ(t) =
∑

i

f(t − qi, xi) (22)

where f is a real-valued function denoting the effect at t ∈ R
d

caused by an event at a random position qi ∈ R
d with an

independent random mark xi ∈ K. The marks xi are assumed
to be mutually independent. According to [11, Th. 7], the

Berry–Esseen bound for the normalized shot noise Z when the
underlying process is a stationary PPP can be written as

|FZ(y) − FN (y)| ≤ 2.21
H3√

λ(H2)3/2
(23)

where H3 =
∫

Rd EX [|f(u, xi)|3]du, and H2 =∫
Rd EX [f2(u, xi)]du. Within the context of this paper,

the function f represents an individual interference power,
which is positive. Therefore, H3 can be written without the
absolute value function as H3 =

∫
Rd EX [f3(u, xi)]du.

To relate H3 and H2 to the cumulants of the shot noise in
(22), the characteristic function of Ξ should be determined first.
Based on Campbell’s theorem [20], the characteristic function
of the sum in (22), which is over a stationary and independently
marked PPP, can be written as

φ(ω)= exp

⎛
⎝λ

∫
Rd

∫
K

(exp (jωf(u, x)) − 1)fX(x) dx du

⎞
⎠ (24)

where fX is the pdf of X . From (24), the mth cumulant can be
obtained by

κm =
1

jm

[
dm ln (φ(ω))

dωm

]
ω=0

= λ

∫
Rd

EX [fm(u, x)] du. (25)

Comparing (25) with the expressions of H3 and H2 yields
κ2 = λH2 and κ3 = λH3. Thus, the Berry–Esseen bound can
be written in terms of the second and third cumulants as

|FZ(y) − FN (y)| ≤ 2.21
κ3

κ
3/2
2

. (26)

APPENDIX C
GENERALIZATION OF THE BERRY–ESSEEN BOUND

FOR A d-DIMENSIONAL SPACE

Results reported in [11] and [15] for the Berry–Esseen
bound are applicable for a multidimensional space. Therefore,
we can use (3) to investigate the Gaussianity of the aggre-
gate interference power of a wireless network deployed in a
d-dimensional space. However, we need to evaluate cumulants
of a d-dimensional space. To achieve this, we utilize cumulant
expressions provided in [17], and we extend them to our prob-
lem. As a result, we have the following expression for the mth
cumulant in a d-dimensional space:

κm(IA) =
d bd λ

mn − d
rd−mn
o μ̃m(X) (27)

where bd is the volume of the unit ball in R
d, which is equal to

(πd/2/Γ(1 + (d/2))), and Γ(·) is the gamma function. To avoid
divergence of the interference, we assume that n > d. Using (3)
and (27), the Berry–Esseen bound becomes

|FZ(y) − FN (y)| ≤ 2.21
(2n − d)

3
2

d
1
2 (3n − d)

1√
λυd(0, ro)

μ̃3(X)

[μ̃2(X)]
3
2

(28)

where υd(0, ro) = bdr
d
o , which is the volume of the exclusion

region in a d-dimensional space. It is worth noting that the
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rate of the Gaussian convergence with respect to the changes
in the node density and exclusion region is

√
λυd(0, ro). This

quantity, i.e.,
√

λυd(0, ro), reflects the average number of
interferers in a volume equal to the volume of the exclusion
region.

These expressions are applicable for ro ≥ rc. Expressions
for the other case, i.e., ro < rc, can be obtained in a similar
approach.

ACKNOWLEDGMENT

The authors would like to thank S. Szyszkowicz from
Carleton University for his helpful comments.

REFERENCES

[1] M. Aljuaid and H. Yanikomeroglu, “Investigating the validity of a
Gaussian approximation for the distribution of the aggregate interfer-
ence power in large wireless networks,” in Proc. 25th Biennial Symp.
Commun., Kingston, ON, Canada, May 2010, pp. 122–125.

[2] R. K. Ganti and M. Haenggi, “Interference in ad hoc networks with
general motion-invariant node distribution,” in Proc. IEEE ISIT , Toronto,
ON, Canada, Jul. 2008, pp. 1–5.

[3] M. Haenggi, J. G. Andrews, F. Baccelli, O. Dousse, and M. Franceschetti,
“Stochastic geometry and random graphs for the analysis and design
of wireless networks,” IEEE J. Sel. Areas Commun., vol. 27, no. 7,
pp. 1029–1046, Sep. 2009.

[4] A. Ghasemi and E. S. Sousa, “Interference aggregation in spectrum-
sensing cognitive wireless networks,” IEEE J. Sel. Topics Signal Process.,
vol. 2, no. 1, pp. 41–56, Feb. 2008.

[5] M. Z. Win, P. C. Pinto, and L. A. Shepp, “A mathematical theory of
network interference and its applications,” Proc. IEEE, vol. 97, no. 2,
pp. 205–230, Feb. 2009.

[6] C. C. Chan and S. V. Hanly, “Calculating the outage probability in a
CDMA network with spatial Poisson traffic,” IEEE Trans. Veh. Technol.,
vol. 50, no. 1, pp. 183–204, Jan. 2001.

[7] J. S. Evans and D. Everitt, “On the teletraffic capacity of CDMA cellular
networks,” IEEE Trans. Veh. Technol., vol. 48, no. 1, pp. 153–165,
Jan. 1999.

[8] L. Le Cam, “The central limit theorem around 1935,” Stat. Sci., vol. 1,
no. 1, pp. 78–91, Feb. 1986.

[9] A. Hasan and J. G. Andrews, “The guard zone in wireless ad hoc
networks,” IEEE Trans. Wireless Commun., vol. 6, no. 3, pp. 897–906,
Mar. 2007.

[10] R. Menon, R. Buehrer, and J. Reed, “On the impact of dynamic spectrum
sharing techniques on legacy radio systems,” IEEE Trans. Wireless
Commun., vol. 7, no. 11, pp. 4198–4207, Nov. 2008.

[11] L. Heinrich and V. Schmidt, “Normal convergence of multidimensional
shot noise and rates of this convergence,” Adv. Appl. Prob., vol. 17, no. 4,
pp. 709–730, Dec. 1985.

[12] E. S. Sousa and J. A. Silvester, “Optimum transmission ranges in a direct-
sequence spread-spectrum multihop packet radio network,” IEEE J. Sel.
Areas Commun., vol. 8, no. 5, pp. 762–771, Jun. 1990.

[13] H. Inaltekin, M. Chiang, H. V. Poor, and S. B. Wicker, “On unbounded
path-loss models: Effects of singularity on wireless network perfor-
mance,” IEEE J. Sel. Areas Commun., vol. 27, no. 7, pp. 1078–1091,
Sep. 2009.

[14] J. W. Gluck and E. Geraniotis, “Throughput and packet error probability
in cellular frequency-hopped spread spectrum radio networks,” IEEE J.
Sel. Areas Commun., vol. 7, no. 1, pp. 148–160, Jan. 1989.

[15] J. A. Lane, “The Berry–Esseen bound for the Poisson shot-noise,” Adv.
Appl. Prob., vol. 19, no. 2, pp. 512–514, Jun. 1987.

[16] M. Aljuaid and H. Yanikomeroglu, “A cumulant-based characterization
of the aggregate interference power in wireless networks,” in Proc. IEEE
VTC-Spring, Taipei, Taiwan, May 2010, pp. 1–5.

[17] S. Srinivasa and M. Haenggi, “Modeling interference in finite uniformly
random networks,” in Proc. Int. Workshop Inf. Theory Sens. Netw.,
Santa Fe, NM, Jun. 2007.

[18] P. M. Shankar, “Performance analysis of diversity combining algorithms
in shadowed fading channels,” Wireless Pers. Commun., vol. 37, no. 1/2,
pp. 61–72, Apr. 2006.

[19] W. Feller, An Introduction to Probability Theory and Its Applications,
2nd ed. New York: Wiley, 1971.

[20] J. F. C. Kingman, Poisson Processes. New York: Oxford Univ. Press,
1993.

Muhammad Aljuaid received the B.Sc. and M.Sc. degrees in electrical
engineering from King Fahd University of Petroleum and Minerals, Dhahran,
Saudi Arabia, in 1994 and 1999, respectively. He is currently working toward
the Ph.D. degree with Carleton University, Ottawa, ON, Canada.

In November 1995, he joined Saudi Aramco, Dhahran, where he was actively
involved in many technical projects related to wireless networks and control
systems. He obtained some certifications in the area of wireless networking,
such as Certified Wireless Network Administrator (CWNA) and Certified
Wireless Security Professional (CWSP). Moreover, he is a holder of an amateur
radio operator license. His research interests include wireless sensor networks,
interference characterization, and spectrum sharing in large wireless networks.

Mr. Aljuaid was a recipient of a scholarship from Saudi Aramco in 2005.

Halim Yanikomeroglu (M’08) received the B.Sc.
degree in electrical and electronics engineering from
Middle East Technical University, Ankara, Turkey,
in 1990 and the M.A.Sc. degree in electrical engi-
neering (now electrical and computer engineering)
and the Ph.D. degree in electrical and computer
engineering from the University of Toronto, Toronto,
ON, Canada, in 1992 and 1998, respectively.

He was with the R&D Group, Marconi Ko-
minikasyon A.S., Ankara, from 1993 to 1994. Since
1998, he has been with the Department of Systems

and Computer Engineering, Carleton University, Ottawa, ON, where he is
currently a Full Professor with tenure. He is an Adjunct Professor with
Prince Sultan Advanced Technologies Research Institute, King Saud Univer-
sity, Riyadh, Saudi Arabia. He has been involved in the steering committees
and technical program committees of numerous international conferences;
he has also given 18 tutorials at such conferences. His research interests
cover many aspects of the physical, medium-access, and networking layers
of wireless communications, with a special emphasis on multihop/relay/mesh
networks and cooperative communications. His research is currently funded
by Samsung Advanced Institute of Technology (Korea), Huawei (China), the
Communications Research Centre of Canada, Research in Motion (Canada),
and the Natural Sciences and Engineering Research Council of Canada.

Dr. Yanikomeroglu is a Registered Professional Engineer in the Province
of Ontario. He is a member of the Steering Committee of the IEEE Wireless
Communications and Networking Conference (WCNC) and has been involved
in the organization of this conference over the years, including serving as the
Technical Program Cochair of WCNC 2004 and the Technical Program Chair
of WCNC 2008. He is the General Cochair of the IEEE Vehicular Technology
Conference to be held in Ottawa in September 2010 (VTC 2010-Fall). He
was an Officer of IEEE’s Technical Committee on Personal Communications
(Chair in 2005–2006, Vice Chair in 2003–2004, and Secretary in 2001–2002).
He was also a member of the IEEE Communications Society’s Technical
Activities Council (2005–2006). He was an Editor for IEEE TRANSACTIONS

ON WIRELESS COMMUNICATIONS (2002–2005) and IEEE COMMUNICA-
TIONS SURVEYS AND TUTORIALS (2002–2003) and a Guest Editor for the
Wiley Journal on Wireless Communications and Mobile Computing. He was a
recipient of the Carleton University Research Achievement Award 2009.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


