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Abstract—Next-generation wireless networks are preoccupied
with the provision of very high data rates in a ubiquitous and
fair manner throughout the service area. Toward that end, the
deployment of fixed relays by the operators has become an
accepted network architecture for which orthogonal frequency-
division multiple access (OFDMA) is the envisioned air interface,
and efficient resource utilization is imperative. In contrast to the
current literature, this paper presents a novel throughput-optimal
formulation, which performs joint intracell routing and schedul-
ing, in accordance with the emerging OFDMA-based cellular
relay networks employing two-hop half-duplex relaying. Low-
complexity iterative algorithms are devised to solve the formulated
optimization over two consecutive subframes (the base station
transmits, followed by the relay stations) using queue-length cou-
pling. We first show that the network capacity, below which the
policy is throughput optimal, has been significantly increased,
compared with the previously proposed quasi-full-duplex relaying
(FDR) scheme, at a slight complexity increase. Hence, throughput
fairness and ubiquity have been improved at high traffic loads,
aside from the substantial improvement in both queue-awareness
and latency. Second, we show that, without empirical prior-
ity weights, our efficient implementation of throughput-optimal
scheduling achieves a ubiquitous and fair service within each class
of users (with symmetric traffic) and across classes of asymmetric
traffic in a relative sense on different time scales. Load balancing
among only the active relays could still be jointly realized with the
resource allocation.

Index Terms—Cellular, fairness, intracell routing, load balanc-
ing, orthogonal frequency division multiple-access (OFDMA), ra-
dio resource management (RRM), relaying, throughput, ubiquity.

Manuscript received July 19, 2010; revised November 3, 2010 and
January 17, 2011; accepted February 19, 2011. Date of publication March 28,
2011; date of current version June 20, 2011. This work was supported by
Samsung Electronics Company, Ltd., Samsung Advanced Institute of Tech-
nology, Korea. Patent filings have been made in Korea (application no:
P2009-0022132, Mar. 2009) and in the U.S. (application no: 12/567,776,
Sept. 2009). International filing is underway. This paper was presented in part
at the IEEE Global Telecommunications Conference, Honolulu, HI, November
30–December 4, 2009. This work was done while A. Adinoyi was with Carleton
University. The review of this paper was coordinated by Prof. Y.-B. Lin.

M. R. Salem, H. Yanikomeroglu, and D. Falconer are with the Department
of Systems and Computer Engineering, Carleton University, Ottawa, ON
K1S 5B6, Canada (e-mail: mrashad@sce.carleton.ca; halim@sce.carleton.ca;
ddf@sce.carleton.ca).

A. Adinoyi is with Swedtel Arabia, Riyadh 11527, Saudi Arabia (e-mail:
adinoyi@sce.carleton.ca).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TVT.2011.2132746

I. INTRODUCTION

R ELAYING and orthogonal frequency division multiple
access (OFDMA) are among the key technologies for

deploying the fourth-generation (4G) and beyond-4G wireless
networks that are expected to provide ubiquitous high-data-
rate coverage. The synergy in the combined two technolo-
gies holds the potential to effectively achieve that objective.
These potentials can be exploited from robustness to frequency-
selective multipath fading and the inherent multiuser and fre-
quency diversity benefits in OFDMA, in addition to the spatial
diversity and routing opportunities in relaying. Moreover, relay
deployment provides a cost-efficient way of combating pathloss
and expanding the network without incurring the backhaul cost
associated with the deployment of additional full-fledged base
stations (BSs) [1].

The opportunities in relaying and OFDMA techniques also
bring some interesting challenges due to the increased dy-
namics, degrees of freedom, resource reuse, and complexities
incurred in resource allocation and interference management,
particularly in networks with large numbers of users and relays
[2]. This fact highlights the importance of dynamic and intelli-
gent radio resource management (RRM) schemes with efficient
spectrum utilization [2], [3]. As such, the literature on RRM
in OFDMA-based cellular relay networks is steadily growing,
discussing various schemes in terms of objective (user-centric
or network-centric), processing, and feedback (ranging from
fully centralized to distributed), as well as scope (considering
systems with single cell/single relay to multicellular/multiple
relays) [4].

However, the vast majority of schemes proposed so far
overlooks some key facts in such environments. First, wireless
network traffic is bursty in nature and therefore precludes a
one-to-one mapping between channel achievable capacity and
user’s throughput. Therefore, the applicability of RRM schemes
designed to maximize the total achievable capacity, or even
to allocate fair shares of this capacity to users, is doubtful in
prospective cellular networks. This is because, in reality, such
schemes neither deliver a throughput-fair service nor can they
exploit the “traffic diversity” (i.e., statistical multiplexing of
traffic). Clearly, the inability to maintain fairness defeats service
reliability and ubiquity as service becomes channel and location
dependent. On the other hand, users pertaining to the same
service class could be similarly charged while the service is not
evenly distributed [5]. The lack of traffic or queue awareness
also prevents such schemes from accounting for previously
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relayed data that need to be rescheduled due to a practical
automatic repeat request (ARQ) protocol. Second, the radio
resource allocation (RRA) problem in such networks is, in
principle, a joint routing and scheduling problem rather than
just scheduling on preset routes [2].

II. CONTRIBUTIONS AND PRIOR WORK

Devising dynamic traffic- or queue-aware RRM schemes
tackling the joint routing and scheduling problem constitutes
therefore a worthwhile yet challenging research opportunity. In
[6], Tassiulas et al. laid a foundational theory on throughput-
optimal scheduling in wireless multihop mesh networks incor-
porating queue awareness into the scheduling policy, which
dynamically allocates resources to multicommodity flows.
They showed that maximizing the sum of a queue length-based
drift metric over all node pairs is the maximum throughput
policy, which stabilizes all network queues under the largest
set of mean exogenous arrival rates for which the network
queues can be stabilized. Nevertheless, the authors stressed that
devising efficient algorithms to solve the optimization problem,
given the constraint set imposed by the system model of each
particular application, is important for implementation.

Several works have adopted throughput-optimal schedul-
ing, thereafter proposing scheduling policies for adhoc net-
works, non-OFDMA, or conventional (nonrelaying) cellular
networks with different optimization formulations. For in-
stance, in [7] and [8], conventional cellular space-division
multiple access/time-division multiple access and OFDMA net-
works are considered, respectively, thus eliminating the joint
routing and scheduling aspect of such policies and limiting
the queue-stabilizing opportunities to the resource allocation at
the BS.

While fairness is crucial to realize the desired service ubiq-
uity and reliability in cellular networks, it should be noted
though that throughput-optimal policies are not fairness ori-
ented in principle, as they aim at stabilizing all user queues un-
der any heterogeneous traffic flows within the system’s capacity
region. Therefore, in [9], a congestion control mechanism is
proposed for a conventional cellular network to introduce user
fairness through traffic policing if the arrival rates at the BS are
elastic (adaptive).

In [10], Neely et al. proposed a centralized dynamic routing
and power control (DRPC) policy in a single-carrier ad hoc
network with multicommodity flows, rate adaptation, and node
power budgets. In each time slot, the DRPC policy solves a one-
shot optimization to allocate power to a set of links carrying the
chosen commodities such that the sum metric is maximized.
The authors did not, however, suggest ways to solve such an
optimization under the node power constraints and the cochan-
nel interference governing the achievable rates of these links.
Therefore, without considering the power control dimension, a
centralized joint routing and scheduling algorithm is proposed
in [11] for the downlink (DL) of a single-carrier CDMA cel-
lular relay network under symmetric traffic arrival processes.
The authors suppose that throughput-optimal scheduling is a
fair policy in a such case. It is assumed, however, that a route
to the user terminal (UT) may comprise an indefinite number
of hops. The algorithm also incurs high complexity and is not
applicable to multicarrier systems.

More importantly, the one-shot optimizations in [10] and
similar works such as [7], [11], and [12] have no mechanisms
to prevent outstanding queues with relatively high mean arrival
rates or with the same mean arrival rates yet experiencing high
instantaneous bursts from unnecessarily acquiring most—if not
all—of the system resources during the subject time slot. This
is because the backlog weights will not be affected by how
many resources are allocated until the next time slot. Thus,
in such scenarios, resources are wasted while low traffic flows
experience high latency until their backlog weights dominate;
this indeed implies a limitation on the system’s capacity (within
which the policy is throughput optimal) due to implementation.
An enhanced DRPC policy is suggested in [10], where the
priorities of low traffic queues are enforced through some
empirical scaling parameters at each node.

In our earlier work [13], we formulate a throughput-optimal
policy for an OFDMA-based cellular relay network with sym-
metric traffic at the BS. The policy performs joint in-cell
routing and scheduling using only two-hop relaying and pre-
vents resource waste, in contrast to prior art, through efficient
bit-loading constraints or iterative optimization in the low-
complexity algorithm. We also demonstrate in [13] the system’s
performance in both the open-routing mode and the practical
constrained-routing mode, compared to a relay-enhanced pro-
portional fair scheduler (PFS). However, despite the significant
performance returns of the proposed algorithm in [13], it suffers
from a performance-limiting bottleneck as the traffic load in-
creases. In addition, relays in that scheme are assumed to be ca-
pable of concurrently transmitting and receiving different data
on orthogonal frequency-division multiplexing (OFDM) sub-
channels. This quasi full-duplex relaying (quasi-FDR) raises a
practical concern due to the limitations in hardware technology.

Therefore, in this paper, we present a novel throughput-
optimal formulation in accordance with the emerging OFDMA-
based cellular relay networks employing half-duplex relaying
(HDR). This paper mainly generalizes our initial formulation
and algorithms presented in [14], where we show some prelim-
inary performance results against some nonrelaying schemes
under only symmetric traffic. Importantly, this paper studies the
system’s performance under both symmetric and asymmetric
traffic, provides vital and comprehensive discussions on var-
ious aspects of the proposed scheme, addresses its practical
implementation, and substantiates it from prior art. As such, the
research contributions of this paper can be summarized here.

1) A novel throughput-optimal formulation of the RRA
problem in next-generation networks is developed for
HDR, which is considered realistic for practical imple-
mentations [15].

2) Low-complexity iterative algorithms to solve the formu-
lated optimization problem are devised, where the DL
RRA over two time slots is separated using backlog
coupling information, and the connection to the canonical
end-to-end achievable capacity is introduced. Dynamic
joint routing and scheduling is thus employed, in contrast
to most works, e.g., [16] and [17].

3) We show that the network capacity for which the policy
is throughput optimal has been significantly increased,
compared with the quasi-FDR scheme in [13] and the
prior art therein. We also explain how traffic diversity and
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Fig. 1. Representative cell in the multicellular network with asymmetric
traffic flows and queue dynamics. The blue and red shades distinguish UTs
pertaining to different classes, along with their respective queues.

queue awareness are better exploited and how the effect
of practical ARQ protocols can be taken into account.

4) Our implementation of throughput-optimal scheduling
achieves a ubiquitous and fair service within each class
of users (with symmetric traffic) and across classes of
asymmetric traffic, on the long-term and time-average
scales.

5) Load balancing across relay stations (RSs) is achieved
jointly with the RRA, as in [13], [18], and [19], yet only
among the active RSs; no separate optimization is needed
to rearrange the “optimal” solution, in contrast to [20].

The rest of this paper expounds on the previous bullets and
is entailed thereafter by Section VII on the implementation
issues and the feedback overhead, including the cost of queue
awareness at the BS.

III. SYSTEM MODEL AND ASSUMPTIONS

We consider a network-level distributed/cell-level central-
ized RRA scheme [2], using two-hop half-duplex decode-and-
forward relaying in the DL transmission of a multicellular
network. The BS in each cell communicates with its K UTs,
possibly divided into different traffic classes, directly and/or
through the assistance of M fixed RSs, which do not exchange
traffic with each other. Based on the routing strategy, any
UT may simultaneously communicate with multiple (parallel)
nodes, and therefore, the BS and each of the M RSs have K
separate user buffers. Fig. 1 shows a snapshot of these buffers
at different cell nodes where the queue lengths are represented
by either blue or red bars, indicating, for instance, two different
inelastic traffic classes, i.e., K1 and K2 such that K1 ∪ K2 = K.
This is a typical cellular setup where the traffic of a set of
users pertaining to a certain class is generated as independent
and identically distributed, following some distribution. The
figure also depicts the generic operation of the joint routing
and scheduling in two consecutive DL subframes, i.e., the BS

Fig. 2. Generic frame structures for (a) the proposed Variant A, (b) the
investigated Variant B, and (c) the quasi-FDR in [13].

subframe followed by the RS subframe. Aggressive resource
reuse is adopted so that the same spectrum is available in
each cell.1 The bandwidth is divided into N subchannels. Each
subchannel is a set of adjacent OFDM data subcarriers across
which the channel fading is flat. The DL frame structure of our
proposed Variant-A scheme is shown in Fig. 2(a), and for the
sake of illustration and completeness, Fig. 2(b) shows another
possible protocol that defines the Variant-B scheme. In any
case, the coherence time of the multipath fading channel is
assumed to be greater than the DL frame duration.

In the BS subframe (common to both Variant A and
Variant B), only the BS transmits to the selected UTs and
RSs. In the proposed Variant A, only RSs transmit to the
selected UTs during the RS subframe, whereas in Variant B,
while the RSs transmit, the BS directly transmits to some UTs
that could be different from those of the first subframe. The
subframe times may not necessarily be of equal length, and
the RRA formulation takes that into account; the subframe
division however could be another optimization dimension that
is outside the scope of this paper. Note that, according to the
802.16m frame structure in the TDD mode, for instance, the BS
subframe is termed “DL Relay Zone” and is followed first by a
UL frame and then by the “DL Access Zone,” which resembles
the RS subframe [21].2

Adaptive modulation and coding (AMC) is employed. There-
fore, on each subchannel, the achievable transmit rate at a target
bit error rate is a function of the subchannel bandwidth and the
signal-to-interference-plus-noise ratio (SINR) at that receiving
node. Since the scheme is network-level distributed and has no
intercell coordination, fixed power allocation per subchannel is
considered for BSs and RSs. In terms of link adaptation, it is
also known that power adaptation yields marginal returns when

1Without loss of generality, this cell could resemble an LTE-Advanced “cell”
served by one of the three-directional beams of an eNB.

2Although 3GPP’s Release 10 for LTE-A has yet to be finalized, a similar
scenario has been discussed in a number of recent technical reports, e.g.,
R1-091412 and R1-083191.
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used in conjunction with AMC, e.g., [22]. The link achievable
rate can be calculated using [23]

Ri,j,n = W log2

(
1 +

−1.5αi,j,n

ln(5Pe)

)
(1)

where αi,j,n is the received SINR from source i at destina-
tion j on subchannel n, considering the intercell interference
(ICI) observed in the previous transmission; we explain the
robustness of RRA schemes to the ICI uncertainty in [2]. Pe

and W are the target bit error rate and the OFDM subchannel
bandwidth, respectively. As an alternative to (1), either the
Shannon capacity formula (possibly with some practical SINR
gap or penalty) or a discrete AMC lookup table can be used. In
the latter case, discrete AMC-level indices, rather than the exact
SINR value, can be fed back to alleviate the feedback overhead.

IV. MATHEMATICAL FORMULATION OF THE

RADIO RESOURCE ALLOCATION

To achieve a ubiquitous and reliable service in such systems,
the RRA scheme has to dynamically route and allocate appro-
priate resources to each admitted user’s traffic flow, regardless
of the UT’s location, instantaneous traffic bursts, and short- and
long-term channel conditions. In other words, the scheme has to
achieve throughput fairness within each class of symmetric traf-
fic flows and, more importantly, achieve relative fairness across
these asymmetric classes such that light traffic flows are not
deprived resources due to the heavy traffic flows. These notions
of fairness and ubiquity of throughput-optimal scheduling are
quite uncommon in the literature due to the absence of a cellular
system model and/or the lack of an efficient implementation
that reveals such behavior. It is also worth emphasizing that
such fairness notion does not contradict with our intuition
of the throughput-fairness tradeoff commonly observed in the
literature that considers systems with continuous backlogs or
full buffers. Therein, the user with the highest achievable rates
would always achieve maximum resource utilization and, thus,
maximum throughput, if assigned the whole resources on the
expense of fairness.

Since, in principle, throughput-optimal policies dynamically
perform joint routing and scheduling of traffic without knowl-
edge of the channel and traffic statistics, a maximization of
the sum of the drift metric with proper constraints on frame-
by-frame basis achieves our throughput and fairness objectives
and exploits the degrees of freedom in multiuser, spatial, and
traffic diversities as in the quasi-FDR scheme in [13]. However,
unlike mesh networks with multicommodity flows, all user
traffic flows have to originate from only one node, which is the
BS in the cellular model. This indeed means that, at high traffic
loads, the first-hop links will create a bottleneck in the quasi-
FDR scheme as the resources per DL frame have to be shared
with the second-hop links, which forward the previously stored
data at the RSs to the UTs [see Fig. 2(c)]. Therefore, to improve
the system’s capacity and resource utilization and to reduce the
minimum delay of relayed packets, the policy has to grant the
BS sole access to the resources during the first portion of
the DL frame, i.e., the BS subframe in both Fig. 2(a) and (b).

The policy uses the queue lengths at the RSs to form the
differential backlog information that decides which user traffic

to be routed from the BS (node 0) through RSm, whereas the
achievable rate R0,m,n on that BS–RSm feeder link determines
how many data units will be forwarded to the corresponding
user’s buffer at RSm if subchannel n is acquired. We will
elaborate in Section V on the dynamics and the learning ability
of this routing strategy to avoid RSs with poor access links to
the destined UTs, as applicable to cellular systems with only
two-hop relaying. What is important to notice here is that such
joint policies, in general, deliver optimal throughput while
operating as a slot-by-slot dynamic control with no coupling
between the optimizations across time slots, except for the
queue lengths. Such a fluid flow approach to routing or relay
selection is also uncommon in the literature of cellular relay
networks, where optimization of the frame usually involves
complex maximization of the end-to-end achievable capacity
over two consecutive slots (subframes) defined as Cm

e2e(k) =
1

T1+T2
min{∑n1∈N0→m,k

R0,m,n1T1,
∑

n2∈Nm→k
Rm,k,n2T2}

and thus, cannot be separated into two optimizations, i.e.,
one per subframe. Nm→k denotes the set of subchannels
assigned for the access of relayed UTk at RSm during the RS
subframe of duration T2, whereas N0→m,k denotes the set
assigned to the feeder link during the BS subframe of dura-
tion T1.

Utilizing the flexibility in the fluid flow offered by the queue-
length coupling across subframes, two separate optimization
procedures are performed (for the two subframes) before the
BS starts transmitting in the first subframe. The BS sends the
allocation results for the second subframe to the associated RSs
on separate control channels. During the uplink portion of the
frame, RSs may feed back the actual status of only the queues
affected by changes that are not known to the BS. In fact, we
observe that the queue-length coupling information in such case
is inclusive to, and more practical than, the canonical form of
the end-to-end achievable capacity Cm

e2e(k), which does not
consider the buffer states at the BS and accounts only for the
new user data in that frame. In contrast, the queue length at the
RS resulting from the first optimization qm

k can be employed in
our scheme to allocate resources to the user access link such
that

∑
n2∈Nm→k

Rm,k,n2T2 ≤ qm
k and, meanwhile, accounts

for older data units residing at the RS and that need to be
rescheduled due to a practical ARQ or hybrid ARQ (HARQ)
protocol.

A. Joint Routing and Scheduling for the BS Subframe

The joint routing and scheduling optimization at the BS for
the BS subframe can be formulated for both variants A and
B, as a binary integer linear programming (BILP) problem. As
we noted earlier, the drift (or loosely “demand”) metric of any
BS–RS feeder link on subchannel n incorporates the maximum
difference between the queues at the BS and those at the RS.
In addition, the queue length at a UT is always zero in the
DL model, resembling a traffic flow sink. Therefore, the sum-
demand maximization problem is formulated as

max
ρ(1),γ(1)

N∑
n=1

K∑
k=1

ρ
(1)
0,k,nR0,k,nQ0

k

+
N∑

n=1

M∑
m=1

K∑
k=1

γ
(1)
0,m,n (k)R0,m,n

(
Q0

k − Qm
k

)+
(2)
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subject to the constraints

ρ
(1)
0,k,n ∈ {0, 1} ∀k,n (3)

γ
(1)
0,m,n (k) ∈ {0, 1} ∀m,n,k

γ
(1)
0,m,n (k) = 0 ∀k � Km (4)
K∑

k=1

ρ
(1)
0,k,n +

M∑
m=1

K∑
k=1

γ
(1)
0,m,n (k) ≤ 1 ∀n (5)

N∑
n=1

ρ
(1)
0,k,nR0,k,nT1

+
N∑

n=1

M∑
m=1

γ
(1)
0,m,n (k)R0,m,nT1 ≤ Q0

k ∀k. (6)

In (2)–(6), the first term of the objective function represents the
potential users’ access links directly from the BS whereas the
second term represents the potential feeder links. Thus, ρ

(1)
0,k,n

denotes the kth user’s binary assignment variable to the BS on
the nth subchannel, during the BS subframe, whereas γ

(1)
0,m,n (k)

is the mth relay binary assignment variable (m = 1, 2, . . . ,M
indexing the RSs) to the BS node on the nth subchannel
carrying the traffic of user k. The queue length of user k at node
m, which is expressed in bits, bytes, or packets of fixed length,
is denoted by Qm

k . This queue length could change based on
the allocation decisions of the BS subframe as in (7) and will
thus be denoted by the intermediate coupling length qm

k in the
RS subframe’s formulation. The function (·)+ is defined as
(z)+ = max{0, z}. The constraints in (3) set the optimization
variables to binary values. The set of all user flows that can be
routed through RSm is denoted by Km, which is equal to K
in the open-routing mode and contains only a subset of K in
the constrained-routing mode, in which, for instance, the UT
provides feedback for only a preset number of the closest RSs
(denoted by Mcnst).3 As such, the constraints in (4) prevent
forwarding the traffic of user k on the feeder link of RSm

according to the constrained routing set Km

qm
k = Qm

k +
∑

n∈N0→m,k

R0,m,nT1 ∀m �= 0; k ∈ Km.

(7)

The constraints in (5) ensure that at most one link is active
per subchannel during the BS subframe. Unlike the majority of
works in the literature, e.g., [7], [10], and [11], the constraints
in (6) prevent outstanding queues in this one-shot optimization
from unnecessarily acquiring most—if not all—of the system
resources and thus enabling throughput fairness within a class
of symmetric traffic, as well as across asymmetric classes. Note,
however, that these constraints do not guarantee that a traffic
flow will be allocated some or any resources at all; it is rather
the role of the joint policy to maintain the stability of all the
queues in the system through appropriate routing and resource
allocation. As such, resource waste is also avoided, and the
system’s capacity is therefore improved, compared with prior
art. In the next section, we describe the formulation of the RRA
for the RS subframe.

3Other selection criteria of relay sets could be based on path loss rather than
distance only [24].

B. Formulation of Variant A for the RS Subframe

We recall that, in the proposed Variant A, the BS does not
transmit during the RS subframe, and only user access links are
considered during that subframe. Here, the throughput-optimal
policy operates on the coupling queue length information qm

k ,
which is updated by the allocation decisions of the BS subframe
before the actual DL transmission. It is important to note that,
by incrementing the queues at the RSs as in (7), the feeder
link traffic is accounted for when allocating resources to the
RSs for the second subframe transmission. It is infeasible and
noncausal, on the contrary, in the quasi-FDR scheme [13] and
the earlier literature to account for feeder link traffic during the
same DL frame due to the concurrent transmission on feeder
links and RS-UT links. Therefore, the proposed implementation
of throughput-optimal policies features better queue awareness
and is thus in a better position toward efficient resource alloca-
tion and handling delay-sensitive traffic.

The optimization formulation of Variant A for the RS sub-
frame can be stated as

max
ρ(2)

N∑
n=1

M∑
m=1

K∑
k=1

ρ
(2)
m,k,nRm,k,nqm

k (8)

subject to the constraints

ρ
(2)
m,k,n ∈ {0, 1} ∀m,k,n

M∑
m=1

K∑
k=1

ρ
(2)
m,k,n ≤ 1 ∀n (9)

T2

N∑
n=1

ρ
(2)
m,k,nRm,k,n ≤ qm

k ∀m,k,m �= 0. (10)

The binary variable ρ
(2)
m,k,n assigns subchannel n to UTk at

RSm during the RS subframe of duration T2, where m =
1, 2, . . . ,M . Again, the constraints in (9) ensure that at most
one link is active per subchannel during the RS subframe,
whereas the constraints in (10) caps the resources allocated to
each flow to enable throughput fairness, avoid resource waste,
and rather achieve efficient resource utilization.

Relay fairness is another important aspect of RRM in
OFDMA-based relay networks, which is different from user
fairness because there are no quality-of-service requirements
specific to RSs. In fact, relay fairness, as it appears in the
literature, aims at distributing the traffic load almost evenly
among RSs so that no RS will be overloaded [19]. In [18], relay
fairness is assessed based on the power consumption at the RSs
so that the network operates without overloading the battery
of one or more RS(s). Note that, if the RS’s transmit power
per subchannel is fixed, maintaining almost even distribution
of subchannels among RSs limits the RS’s total transmit power
and, thus, its power amplifier rating and the consumption of
its battery energy for solar/battery-operated relays. This is
particularly important in the context of green wireless networks,
where even fixed RSs rely on the solar energy. In addition, a
balanced traffic load reduces the packet processing delays at the
regenerative RSs and thus alleviates a practical challenge in the
implementation of relay-enhanced networks. In [20], a separate
optimization is performed to balance the load (approximated
by the number of subchannels as in [19]) among the RSs by
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rearranging the optimal allocation. In contrast, such feature
can be jointly attained with the resource allocation in this
formulation by imposing the following constraint assuming
uniform distribution of UTs with respect to the geographical
deployment of RSs4

N∑
n=1

K∑
k=1

ρ
(2)
m,k,n ≥ μA ∀m ∈ Mact (11)

whereas μA = 
N/|Mact|� is the minimum number of sub-
channels that should be assigned to each of the active RSs to
balance the load, and Mact = {m : m �= 0,Σkqm

k �= 0}. Note
that, if Km = ∅, then Σkqm

k = 0.
However, strict load balancing may not be desired for more

practical scenarios with arbitrary distribution of UTs with re-
spect to the RSs and with constrained routing employed since it
is unlikely that RSs will handle even traffic, particularly under
high asymmetry between classes. Therefore, in Section V,
we discuss how this feature could be practically realized and
integrated into our proposed iterative algorithms.

Before the following DL allocation instant, the new traffic
arrivals Ak that occurred within the interval between these
two allocation instants are added to the user queues at the BS
buffer, whereas during the uplink frame, the RSs may report
back their actual queue lengths to account for any variations
in qm

k due to, for instance, some BS-transparent ARQ/HARQ
requests, which result in rescheduling some data units upon an
erroneous reception or dropping some expired delay-sensitive
packets. These dynamics can be expressed as follows assuming
accurate achievable rates:

Q0
k = q0

k+Q0
k,ARQ+Ak (12)

Qm
k = qm

k −T2

N∑
n=1

ρ
(2)
m,k,nRm,k,n+Qm

k,ARQ, m �=0. (13)

C. Formulation of Variant B for the RS Subframe

It is clear from the literature that the transmission protocol of
our proposed Variant-A scheme is not the only possible HDR
protocol. Therefore, it is interesting to observe the impact of
some other transmission protocol on the performance of our
RRA formulation, particularly if it provides some insight on
the performance gap between the quasi-FDR protocol and the
current contribution. Thus, in Variant B, the BS is treated as
an RS during the RS subframe and thus takes a share of the
resources to directly communicate with some selected UTs. As
such, the formulation of the Variant-B scheme during the RS
subframe is the same as that of Variant A but with node index
m ranging from 0 to M in (8)–(10). The queue length dynamics
as a result of the DL transmission and before the following
allocation instant will still follow (13) for the RSs, whereas

Q0
k = q0

k − T2

N∑
n=1

ρ
(2)
0,k,nR0,k,n + Q0

k,ARQ + Ak (14)

applies for the queues at the BS.

4Across various scenarios with the proposed scheme employed, marginal
performance loss is realized when the load-balancing constraints are imposed.

Having stated our novel RRA problem formulation, achiev-
ing the aforementioned objectives, as the authors stress in
[6], depends on devising efficient and practical algorithms to
realize the proposed schemes as applied to the cellular system
and the associated set of constraints. Since the computational
complexity of the above BILP formulation is O((McnstK)N ),
Mcnst ≤ M , and given the expected numbers of subchannels,
UTs, and RSs in a practical cellular network, it is inevitable
to devise suboptimal low-complexity iterative algorithms to
circumvent the prohibitive complexity levels. Therefore, we
propose the following iterative algorithms to solve the for-
mulated optimization and achieve its throughput and fairness
objectives with tolerable polynomial complexity.

V. REALIZATION OF THE PROPOSED SCHEMES THROUGH

LOW-COMPLEXITY ITERATIVE ALGORITHMS

The BS subframe allocation procedure is the same for both
Variant A and Variant B. The BS has full access to all of the
N subchannels, yet the transmission occupies only a portion of
the DL frame duration (see Fig. 2). The demand metric of any
BS-UT link on subchannel n is given as

Dn,0→k = R0,k,nQ0
k (15)

and the demand metric of any BS–RS link on subchannel n is
expressed as

Dn,0→m = R0,m,n max
k∈Km

{(
Q0

k − Qm
k

)+
}

. (16)

We denote the destination of the “best” BS link, i.e., with the
maximum demand, out of K + M potential links on subchan-
nel n, as ĵn. The algorithm then finds the highest demand across
all the unassigned subchannels, and the associated BS link
denoted as ĵ is then selected. The algorithm runs another itera-
tion after eliminating the assigned subchannel and updating the
associated queue(s). The iterative process stops when subchan-
nels are exhausted or the queues at the BS are evacuated. Using
this greedy iterative assignment approach, the sum-demand is
maximized in compliance with constraints (3)–(5), whereas
the efficiency and fairness-enabling constraints (6) are satisfied
by updating the affected queue(s) (at the BS and the RSs if
applicable), according to the assigned rates. Therefore, the BS
queues with high traffic load are given their natural priority and
allocated the subchannels with the highest achievable rates until
they come to around the same back pressure of the low traffic
queues; then, the joint policy uses the remaining subchannels
to stabilize all the BS queues. Note that, in the literature on
throughput-optimal policies, an admission control mechanism
is usually assumed at a higher level to either grant or deny any
of these traffic flows service based on the system’s capacity [6].

In the following, we present the pseudocodes of the RRA
algorithms for the BS subframe and the RS subframe based on
Variant A. In these codes, U , N , K, and M denote the sets
of unassigned subchannels, all available subchannels, UTs, and
RSs, respectively. Recall that, in Variant A (as partly explained
in Fig. 2), the BS does not transmit at all, and only RSs share
the resources to transmit to the selected UTs during the RS
subframe. Similar to the BS-UT links in the previous algorithm,
the algorithm here finds in each iteration the best link from any
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relay RSm, out of the |Km| links to UTs, on the unassigned
subchannel n; such maximum is denoted by Dn,m.5

Since only one link will be active per subchannel, the
algorithm needs to compare Dn,m across all RSs for each
subchannel. If the load-balancing constraints are not imposed,
then the algorithm assigns per iteration subchannel n̂ to the
best link from RSm̂, i.e., line (10) in the second pseudocode
is replaced by

(n̂, m̂) = arg max
n,m

Dn,m. (17)

However, if the load-balancing constraints are imposed, the
algorithm solves an optimal one-to-one assignment problem
per iteration to maximize the total demand by applying the
Hungarian algorithm [25] to the tall |U| × M demand matrix
[Dn,m]. After each iteration, user queues are updated based
on the assigned rates. The iteration process continues until all
the traffic in the RS queues is scheduled or the subchannels
are exhausted. Note that our implementation of the Hungarian
algorithm excludes in any iteration the columns (RSs) with all
zero entries; this occurs when the RS has no further traffic
to be scheduled or it did not receive any traffic at all, i.e.,
Km = ∅. As such, when the combined load, due to high and
low traffic flows, is almost uniform across all the RSs, the one-
to-one assignment jointly achieves strict load balancing and
equal power consumption among RSs. On the other hand, when
some RSs are inactive and some are handling higher traffic
loads than the others, that same algorithm will maintain, from
iteration to another, the even distribution of subchannels among
only the active RSs, including the lightly loaded RSs, which
eventually turn inactive; then, the balancing continues in the
remaining iterations among the heavily loaded RSs, and the
process continues. Such flexibility in the proposed algorithm,
due to the iterative Hungarian, makes it more suitable for
practical scenarios as the load is autonomously balanced in a
relative sense without invoking an additional optimization.

Modifying the RS subframe algorithm to employ the HDR
protocol of Variant B is done by simply running the node index
m from 0 to M , and thus, the dimension of the demand matrix
in any iteration becomes |U|-by-(M + 1).

A. Dynamic Routing in the Two-Hop Cellular Relay Network

Routing in the context of mesh networks employing
throughput-optimal policies is dynamically performed using
the maximum differential backlog from node a to node b, i.e.,
maxk{Qa

k − Qb
k}, and the route may comprise an indefinite

number of hops. This is undesirable and expensive, particularly
in cellular networks operating in licensed bands. It is not also
realistic to assume knowledge of the CSI between any arbitrary
pair of RSs across all subchannels, and it is also unlikely with
uniform relay deployment that all RSs have good links to the
UT. Therefore, we restrict the dynamic routing to the commonly
adopted setup, i.e., two hops at most, and thus, RSs are not
allowed to exchange traffic. Hence, the differential backlog
terms take the form maxk∈Km{Q0

k − Qm
k }, where Km = K

5Since there is no interdependence between the links at different (n, m)
pairs, maximizing over k for each pair (n, m) does not affect the combinatorial
problem, i.e., does not change the optimal solution.

in the hypothetical open-routing mode (any UT may receive
from any RS) and Km ⊆ K in the practical constrained-routing
mode. (Only the best RSs are considered for a UT.)

Pseudocode for the BS subframe for both variants

1. Initialization: U = N , update Q0 = [Q0
1 . . . Q0

K ] by new
arrivals A, update affected queues in Qm by feedback and
ARQ rescheduling Qm

ARQ.
2. while |U| �= 0 and Q0 �= 0 do
3. for each n ∈ U
4. for m = 1 to M
5. Dn,0→m = R0,m,n maxk∈Km{(Q0

k − Qm
k )+}

6. κm = arg maxk∈Km{Q0
k − Qm

k }
7. end for
8. for k = 1 to K
9. Dn,0→k = R0,k,nQ0

k
10. end for
11. Dn,0 = maxj{Dn,0→j}, j ∈ K ∪M
12. ĵn = arg maxj{Dn,0→j}
13. end for
14. n̂ = arg maxn{Dn,0}, U = U − {n̂}, ĵ = ĵn̂

15. if ĵ ∈ M then
16. k̂ = κĵ , b = min{Q0

k̂
, 
R0,ĵ,n̂T1�}

17. Q0
k̂

= Q0
k̂
− b, Qĵ

k̂
= Qĵ

k̂
+ b

18. else
19. k̂ = ĵ, Q0

k̂
= (Q0

k̂
− 
R0,k̂,n̂T1�)+

20. end if
21. end while

Pseudocode for RS subframe for Variant A

1. Initialization: U = N , qm = Qm∀m.
2. while |U| �= 0 and

∑
qm �= 0 do

3. for each n ∈ U
4. for m = 1 to M
5. Dn,m = maxk{Rm,k,nqm

k }
6. κn,m = arg maxk{Rm,k,nqm

k }
7. end for
8. end for
9. % D = [Dn,m] is the demand matrix.
10. (n̂, m̂) ⇐= Hungarian(D) % Vectors of indices
11. U = U − {n̂}, Nassigned = |n̂| = |m̂|
12. %Nassigned ≤ min{M, |U|}
13. for i = 1 to Nassigned

14. n̂ = n̂(i), m̂ = m̂(i), k̂ = κn̂,m̂

15. qm̂
k̂

= (qm̂
k̂

− 
Rm̂,k̂,n̂T2�)+
16. end for
17. end while

Consequently, in the open-routing mode, initial accumulation
of the user’s traffic may occur at some RS(s) with poor links to
the UT as such traffic will be neither forwarded to the UT nor
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absorbed by another RS. However, the maximum differential
backlog exploits the presence of the trapped data at these RSs,
indicating the quality of the second-hop links, and reduces
the likelihood of forwarding the user’s data on such feeder
links in the following iterations and allocation instants. In [13],
under uniform deployment of RSs and with different Mcnst, the
narrow performance gap between the open- and constrained-
routing modes of the quasi-FDR algorithm demonstrates this
inherent learning ability of the routing strategy to avoid routes
with poor second hops in the open mode. We stress that the
improvement due to constrained routing comes along with
substantial savings in feedback overhead due to the eliminated
links, as discussed in Section VII. This learning ability of the
joint strategy is also inherent in the proposed algorithms in
this paper. Thus, aside from the fairness and ubiquity aspects
across asymmetric traffic flows, this observation on the routing
behavior of throughput-optimal policies, as applied to two-hop
cellular relay networks, is also quite interesting since the com-
mon understanding is that imposing constraints on the routing
options might reduce the capacity of the multicommodity mesh
network.

B. Computational Complexity

The computational complexity of Variant-A and Variant-B
schemes discussed in this paper is found to be polynomial in
the time of O(N2(N + M)2/4M), M ≤ N , and O(N2(N +
M + 1)2/4(M + 1)), M + 1 ≤ N , respectively. These com-
plexity estimates come from the fact that the Hungarian algo-
rithm is of O(|U|3). These are the complexity levels incurred
in the second subframe. However, the proposed scheme incurs
a slight increase in complexity of O((N2/2)(K + M)) due
to the first subframe allocation, compared with the iterative
algorithm of the quasi-FDR reference scheme in [13].

VI. NUMERICAL RESULTS

Table I provides the simulation parameters used in the study.
Most of the parameters are taken from the Third-Generation
Partnership Project (3GPP) long-term evolution (LTE) release 9
(Case 3) [26] or the WiMax Forum [27], whereas the WINNER
C2 channel model [28] is used. In these system-level Matlab
simulations, we have considered 19 hexagonal cells with three
or six relays, with equal angular spacing, in each cell. The
total DL frame length is 2 ms with equal subframe durations
(T1 = T2). The UTs in each cell are uniformly distributed over
the cell area. Since throughput-optimal policies can be applied,
regardless of the traffic and channel distributions, independent
Poisson packet arrival processes are assumed at the BS queues.
The average arrival rate for a Class-1 UT is λ1 = λ, and that for
a Class-2 UT is λ2 = 2λ, where λ is 632 packet/s (188 bytes
each).

On top of the 4-dB lognormal shadowing, the BS–RS links
experience time-frequency correlated Rician fading with a
Rician factor of 10 dB. All other links are non-line of
sight and experience 8.9-dB independent lognormal shadowing
with time-frequency correlated Rayleigh fading. The path-loss
model is PL = 38.4 + 10β log10(d) dB, where β = 2.35 for
BS–RS links and β = 3.50 for RS–UT and BS–UT links. Each
RS employs an omnidirectional antenna to communicate with
UTs and a highly directive receive antennas with a horizontal

TABLE I
SIMULATION PARAMETERS

gain pattern given in [26] to communicate with its BS. The user
mobility used for the study is 20 km/h; however, the scheme can
support mobility as high as 90 km/h, given the frame structure
and the resulting channel coherence time. In each drop, user lo-
cations and shadowing realizations are maintained constant, for
which the subject schemes need to compensate, while the traffic
and the channel vary on frame-by-frame basis as time evolves.

A. HDR Scheme Versus the Quasi-FDR Scheme and Prior Art

We first consider the case where all UTs belong to the same
class, e.g., Class 1, and the cellular network thus handles all
symmetric traffic flows (K1 = K). Fig. 3 shows cumulative
density function (CDF) plots of the time-average user through-
put across all drops with K = 30 UTs and M = 3 or 6 RSs per
cell. The same amount of resources is provided for all schemes,
i.e., the same DL frame length, bandwidth, and total transmit
powers. The figure shows that the quasi-FDR scheme, even
in its open-routing mode, outperforms the channel-aware-only
relay-enhanced proportional fair scheme, which is discussed
in [13], and shows that, at that loading level, a significant
throughput gain is realized with the proposed Variant-A HDR
scheme, indicating a bottleneck in the quasi-FDR. The figure
also shows that the performance gap increases as the number
of RSs increases; this can be attributed to the capability of the
HDR scheme, as opposed to the quasi-FDR at that point, to
exploit the potential increase in spatial diversity and, thus, in
the system’s capacity when more RSs are deployed with closer
proximity to the UTs and good feeder links.

This is in line with our understanding that the bottleneck
results from the BS taking only a share of the resources to
directly transmit to some UTs, as well as forwarding the relayed
traffic on the feeder links. As will be shown in Fig. 5, this
does not limit the performance at light-to-moderate loadings,
whereas at higher loading, this share of resources becomes
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Fig. 3. Time-average throughput comparison of Variant A with the reference
schemes at 30 UT/cell.

Fig. 4. Total cell average throughput versus the number of UTs per cell for
the proposed and reference schemes.

insufficient to serve the traffic. On the other hand, the proposed
scheme in this paper grants the BS full access to the whole
bandwidth during the BS subframe.

Another informative way of reading these results, according
to the LTE evaluation methodology [26], is comparing the cell-
edge user throughput attained by the schemes at the fifth per-
centile. The zoom-in window on the lower tail behavior in Fig. 4
shows that our proposed scheme yields a superior cell-edge
performance over the quasi-FDR at a much higher load (K =
40). The cdfs of the quasi-FDR scheme with three and six RSs
show that reducing the number of RSs relieves the bottleneck
at that load to some extent (by increasing the resource share
of the BS), thus improving the upper tail. However, the spatial
diversity required to enhance the cell-edge throughput is lost,
thus affecting the throughput fairness, as shown in Figs. 6 and 7.

The time-average fairness performance of the proposed
scheme is presented in Fig. 6 for K = 40 using cdf plots of
the fairness metric in [29], which can be defined as in (18)
with βi = 1 ∀i. Using Jain’s index [30], as defined in (19),

Fig. 5. CDF of time-averaged user throughput with 40 UT/cell and emphasis
on the lower tail behavior.

Fig. 6. Time-average throughput fairness for the proposed scheme and the
reference quasi-FDR scheme with 40 UT/cell.

Fig. 7. Long-term throughput fairness for the proposed scheme and the
reference quasi-FDR scheme with 40 UT/cell and a time window of 20 frames.



SALEM et al.: FAIR RESOURCE ALLOCATION TOWARD UBIQUITOUS COVERAGE IN OFDMA CELLULAR RELAY NETWORKS 2289

the long-term fairness is demonstrated for K = 40 in Fig. 7,
where ri,w is the throughput of UTi during a time window w
of 20 frames and βi = 1 ∀i. In these fairness figures, a step
function at unity in the cdf plots indicates absolute fairness.
Therefore, the closer the curve is to a step function at unity, the
fairer the scheme is. It is observed therefore that the proposed
scheme achieves the fairest performance, compared with the
reference scheme, in the time-average sense and even in
the long-term sense. This further underscores the superiority of
the HDR scheme in highly loaded networks.

Fig. 5 shows the average total cell throughput as a function
of the number of UTs per cell. It is clear that the performance
gap between the two variants of the HDR scheme and the
quasi-FDR scheme significantly increases as the load increases
and becomes insignificant at low-to-moderate loading levels.
The impact of the bottleneck in the quasi-FDR scheme can
be realized by comparing the slope of these curves at the
high loading end, where the proposed scheme outperforms the
reference scheme, even with fewer RSs. It is worth mentioning
that in Variant B, more resources are devoted to the BS than in
Variant A due to the allocation in the RS subframe. However,
this results in the scheduling policy becoming less flexible, as
the load increases, forwarding the relayed traffic to destined
UTs. The performance of Variant B with six RSs is almost the
same as that of Variant A with three RSs, yet it is superior to that
of the quasi-FDR with six RSs. As discussed earlier in [13], in
addition to its substantial feedback savings, constrained routing
in two-hop cellular networks enables the joint routing and
scheduling policy to achieve better performance in exploiting
the deployment geography; this is demonstrated here by the
top curve in this figure representing Variant A with six RSs
but using Mcnst = 2 closest RSs. As such, throughout the rest
of our results, the proposed HDR scheme will be represented
by Variant A with Mcnst = 2. Fig. 4 also shows that the relay-
enhanced PFS is significantly inferior to all other schemes; this
is due to the lack of traffic or queue awareness and the partition-
ing of resources and UTs, which is commonly adopted in the
literature. A comparison with other nonrelaying schemes can be
found in [14], where we also show the latency improvement for
relayed packets, compared with the quasi-FDR scheme based
on Fig. 2.

B. HDR Variant A With Symmetric and Asymmetric Traffic

We now consider the case where the UTs are equally divided
into two groups K1 and K2, i.e., Class 1 and Class 2, and
the cellular network thus handles asymmetric traffic flows with
K1 = K2 = K/2. The aggregate offered traffic load is repre-
sented by the aggregate mean arrival rate Λ = λK/2 + 2λK/2,
which is the aggregate load when all UTs belong to Class 1 such
that K ′ = 3K/2. The latter scenario is thus used as a reference
scenario, given the same resources and number of RSs.

Fig. 8 shows a scatter plot of user time-averaged throughput
as a function of user distance from the BS using Variant A with
K = 20, M = 3 or 6, and Mcnst = 2. Each point in the scatter
represents the time-averaged throughput for a particular UT
within a drop with fixed location and shadowing. The location-
based conditional mean is approximated by a 5◦ polynomial
curve fitting as a means of averaging out the effect of shadowing
on the joint policy. The figure indicates that uniform average

Fig. 8. Time-average user throughput as a function of user location and
shadowing with 20 UT/cell with asymmetric traffic and three or six RSs. Other
scatters are not shown for figure clarity.

throughput across the cell area is achieved, and thus, a ubiqui-
tous service is attained within each of theses asymmetric traffic
classes without imposing priorities on the RRA formulation.
This is deduced from the almost flat fittings and the confined
spreading of the scatter points. In line with our understanding
of the impact of RSs on the capacity and cell-edge performance,
the fittings with three RSs show less ubiquity and less cell-edge
throughput, compared with the case with six RSs. In both cases,
it can be observed that relatively more spreading of the scatter
points and less cell-edge throughput are realized for Class-2
UTs, compared with Class-1 UTs.

CDF plots of the scatter points with six and three RSs
are shown in Fig. 9(a) and (b), respectively. The lower tail
behavior attests to the latter observation on the relative cell-
edge performance between Class-1 and Class-2 UTs. To have
some insight on the relatively higher spreading (or variance) of
Class-2 points, a hypothetical cdf plot is generated by scaling
up the time-average throughput realizations of Class-1 UTs by
β = 2. We can generally define the normalizing factor for flow i
as βi = λi/λ1. The concordance between the hypothetical cdf
and that of Class 2, particularly in terms of variance, and to
some extent slope, reveals that the proposed scheme provides
almost the same service to the asymmetric traffic flows but in a
relative sense, i.e., the realizations of Class-2 service could be
roughly approximated by a transformation of the realizations of
Class-1 service using the scaling β.

Comparing the cdf of Class-1 UTs in the case of asymmetric
load (K = 20) with that of Class 1 in the reference case of
symmetric load (K ′ = 30), it is observed that, with six RSs,
the reference curve has an insignificant improvement, mainly at
the lower tail. Note that the potential for improvement should
be attributed to the increased multiuser/frequency diversity at
K ′ = 30. Despite its coexistence with Class-2 traffic, Class-1
traffic receives similar service as that in the all-symmetric
case, given the same aggregate load and the same resources.
However, with three RSs and, thus, less spatial diversity, the
improvement with K ′ = 30 becomes more visible.
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Fig. 9. CDF of time-averaged user throughput with symmetric and asymmet-
ric traffic.

Fig. 10. Time-average absolute and relative fairness with symmetric and
asymmetric traffic.

The corresponding time-average fairness performance of the
previous cases is shown in Fig. 10 using

xj =
rj/βj

1
K

∑K
i=1 ri/βi

(18)

with βi = 1 ∀i for absolute fairness within the same class and
with the normalized throughput, as in [29] and [31], for relative
fairness across the asymmetric classes. Similarly, the long-term
fairness is shown in Fig. 11 using Jain’s index in

xw =

(∑K
i=1 ri,w/βi

)2

K
∑K

i=1(ri,w/βi)2
(19)

with βi = 1 ∀i for absolute fairness within the same class and
using the normalized throughput as in [32] for relative fairness.
In general, all class-based absolute fairness curves are quite
close, whereas the relative (normalized) fairness curve also lies
in between. The slight improvement in the absolute fairness of
Class 2 can be attributed to the less sensitivity of the fairness

Fig. 11. Long-term absolute and relative fairness with symmetric and asym-
metric traffic.

functions at high rate values, along with the slight throughput
improvement shown in the cdf of Fig. 9 over the scaled-up
throughput of Class 1. This further underscores the superiority
of the HDR scheme in highly loaded networks. Once again, the
performance of the reference case with K ′ = 30 and six RSs
matches that of Class 1 in the asymmetric case.

VII. IMPLEMENTATION ISSUES

AND FEEDBACK OVERHEAD

In contrast to traditional cell-level centralized RRM schemes,
substantial savings in CSI feedback overhead can be achieved
due to the following reasons, which are discussed in more detail
in [13]: 1) Implementing the constrained-routing mode reduces
the feedback overhead by a factor of (Mcnst + 1)/M + 1 since
no feedback is required from the UT for the eliminated RS-UT
links. 2) Reporting the indices of the achievable AMC levels per
link significantly saves in signaling overhead, compared with
reporting a wide range of continuous SINRs. 3) Having many
UTs per cell and given that a UT can be connected to more than
one node, only the “best” fraction (in terms of achievable rates)
of the N subchannels needs to be reported per user access link;
this reduces the overhead by a factor of NCSI/N

6.
Since queue awareness at the BS is a key element in the

proposed RRA algorithms, it is important to investigate whether
there is an associated overhead cost, compared with channel-
aware only relay-based schemes. Looking at the queue-length
dynamics described in (12)–(14), it can be realized that the
required queue state results from updating the former state by
the new traffic arrivals, the RRA decisions, and finally, the ARQ
rescheduling requests, whose overhead is neuter in this paper.
As such, we observe that the BS can spontaneously update the
queue-length information about its cell nodes (at no cost) or at
a minimal cost if system design necessitates, for the following
four reasons.

1) Since UTs are the flow sinks of the DL traffic, their queue
lengths are set to zero without incurring an overhead cost.

6Other results considering only the best 50% of link subchannels show no
performance degradation.
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On the other hand, the BS is self-aware of its full queue
dynamics, including the ARQ requests from the former
recipients of its transmissions.

2) In contrast with mesh networks, new traffic arrivals occur
only at the BS node in the cellular network, which implies
that no exogenous arrivals at RSs or UTs need to be
reported to the BS.

3) Since the RRA is cell-level centralized, the BS is aware
of the data transmitted from the RSs to the UTs, whereas
the relayed data withdrawn from the BS buffers are
used by the BS to increment the queue images of the
destined RS(s).

4) If a UT generates an ARQ to an RS, the protocol may
enable the BS to exploit the broadcast channel to infer
the amount of data incrementing back the RS queue and
hence update the corresponding image accordingly. If the
system design necessitates otherwise or rules out ARQ
while channel impairments may cause data losses, then
during UL, the RS will need to report the actual change
in only the queues affected by the last DL transmission
over its potentially high-speed feeder link.7

It worth noting that the proposed algorithms exploit the
finer resource granularity of the HDR frame structure, despite
the slight increase in complexity due to the BS subframe.
However, at low-to-moderate loading levels, the quasi-FDR
scheme achieves the same throughput and fairness performance
with the same feedback overhead yet with less computational
complexity. Therefore, at such low loading levels, the quasi-
FDR is more adequate, provided that advances in technology
would have created effective ways to resolve the quasi-FDR
implementation challenges.

VIII. CONCLUSION

Significant throughput fairness and ubiquity can be achieved
in a cellular relay network with symmetric inelastic traffic
through formulating a throughput-optimal policy that performs
joint routing and scheduling on frame-by-frame basis, e.g., the
quasi-FDR scheme versus the PFS. We have presented a novel
throughput-optimal formulation in accordance with the emerg-
ing OFDMA-based cellular relay networks employing HDR.
Low-complexity iterative algorithms are devised to solve the
formulated optimization over two consecutive subframes using
the queue length coupling. Our numerical results have shown
that, with a slight complexity increase, compared with the
quasi-FDR scheme, the network capacity for which the queues
can be stabilized has been significantly increased, and hence,
fairness and ubiquity at high traffic loads, aside from the sub-
stantial improvement in both queue awareness and latency, are
achieved. The results have also shown that, without empirical
priority weights, our efficient implementation of throughput-
optimal scheduling achieves a ubiquitous and fair service within
each class of users (with symmetric traffic) and across classes
of asymmetric traffic in a relative sense, on the time-average
and long-term time scales. Load balancing among only active
relays is jointly realized with the resource allocation.

7Furthering the savings in overhead, some quantization of the queue-length
process, expressed, for instance, in the number of fixed-size packets or frag-
ments, could be interesting to examine.
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