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Abstract—In this paper, we consider joint realtime (RT) and
nonrealtime (NRT) flows packet scheduling and resource block
(RB) allocation in orthogonal frequency division multiple access
(OFDMA) wireless networks. Radio RBs in the OFDMA plane are
to be distributed among RT and NRT flows. In the conventional
approach, RT and NRT flows are served sequentially. This sequen-
tial approach is inefficient because an RT flow may presumably
have enough time until its delay deadline while its channel is in
deep fade. In this situation, the transmission of NRT flows with
higher level of efficiency can be performed. Intuitively speaking,
the conventional sequential approach is too conservative, which
can be reengineered. We propose a novel joint RT and NRT flows
disutility-based packet scheduling and RB allocation in a common
pool of RBs. The proposed joint approach enlarges the effective
capacity of the associated wireless system when compared with the
separated pool of RBs. The joint approach is particularly relevant
for improving voice over LTE (VoLTE). We use mean bit-rate,
mean queue-length, and instantaneous queuing delay information,
in addition to channel information, to match the demand and
supply. Furthermore, we develop a novel model for input–output
bit-rate behavior of the mixture of RT and NRT flows. This
model sheds light on the identification of different load regions
and understanding of the system in an intuitive manner. Our
approach and methodology can be extended for broader quality-
of-service (QoS) requirements and for the utility of future appli-
cations. Simulation results show that the proposed framework is
able to unify the serving mechanism of the RT and NRT flows and
is able to achieve higher admissible bit-rate when handling mixed
RT and NRT flows, compared with various baselines.

Index Terms—Joint approach, multiuser diversity, nonrealtime
(NRT) flows, packet scheduling, quality of service (QoS), queuing
delay, realtime (RT) flows, resource allocation.
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I. INTRODUCTION

New Services, Importance of QoS, Overprovisioning, and
Capacity Crunch: One of the main requirements for the next
generation of wireless networks is that it should cost effec-
tively provide guaranteed quality of service (QoS), particularly
in terms of delay and bit-rate requirement, with ubiquitous
high bit-rate coverage, when and where required [1]. Wireless
networks are part of a highly complex heterogeneous inter-
active system, where consumers share limited radio resources
for a broad range of services such as Voice over IP (VoIP),
telemedicine, online games, industrial/home automation, wear-
able connected devices, Hulu, Netflix, and Chrome OS. The
flows for these vastly different services require highly different
QoS. Traditionally, QoS in cellular communications has been
implemented with overprovisioning or through costly higher
layer mechanisms and overheads. Overprovisioning results in
a network design for its peak load, which makes the system
highly inefficient. In this setup, when the network becomes
congested (load approaching the capacity), conventional rate
limiters or bandwidth throttling is used, which causes user dis-
satisfaction [2], [3]. Tomorrow’s networks with more frequent
congestion problems will not have the luxury of overprovision-
ing or using various forms of excessive overhead. Advanced
access technologies, such as the Long-Term Evolution (LTE),
are purely scheduled system based on orthogonal frequency
division multiple access (OFDMA), which creates the oppor-
tunity to dynamically and efficiently exploit various types of
diversity and to schedule for diverse requirements, instead of
overprovisioning. The main question, then, is how to perform
the packet scheduling and resource allocation efficiently to treat
different flows with heterogeneous demands and heterogeneous
wireless link qualities.

Conventional Sequential Approach: The packet-switched
connections can generally be divided into realtime (RT) and
nonrealtime (NRT) flows. Conventionally, the packet schedul-
ing for RT flows is designed based on the earliest deadline first
(EDF) [4]. On the other hand, some versions of the proportional
fairness (PF) [5]–[7], or generalized PF (GPF) [8]–[10], algo-
rithm are used for NRT flows. Note that the PF algorithm is
queue blind; thus, it cannot be used properly for RT flows, and
it is not stable with respect to queues [11].

Inefficiency of the Sequential Approach: In the conventional
approach, resource allocation for RT and NRT flows is executed
sequentially [12]–[14]. In other words, RT flows are served first,
and if any resources are still available, NRT flows are served
subsequently. The static priority separation, or sequential
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approach, is inefficient. The reason for this inefficiency is
that an RT flow may presumably have enough time until its
deadline while its channel is in deep fade. In this situation,
the transmission of other flows, and possibly an NRT flow
with good channel condition, can take place. Moreover, NRT
flows are not completely insensitive to delay, particularly to
the mean delay. Therefore, joint RT and NRT flows packet
scheduling and RB allocation, which achieves higher level
of multiuser diversity, becomes important. The joint RT and
NRT flows packet scheduling and RB allocation exploits both
intra- and interclass opportunism across flows. Heterogeneous
QoS requirements in time and among flows, different load
conditions, limited capacity in comparison to demands, and
more frequent congestions make the joint RT and NRT flows
packet scheduling and RB allocation more significant.

Need for Reengineering the Architecture of Data and Voice
Services: Because of the preexistent voice services and the
gradual emersion of data traffic in the cellular networks, voice
services are designed separately from packet-switched data
in the pre-4G cellular networks, such as GSM, UMTS, and
CDMA2000 [15]. In these networks, only NRT flows are sub-
ject to scheduling over the shared channel, and voice services
are served in traditional circuit-switched mode over the dedi-
cated channel [15]. This static separation [16] sacrifices multi-
user diversity. Today’s wireless networks, such as LTE and the
upcoming LTE Advanced, are moving toward packet-switching
and IP-flat architecture to serve a broad range of applications
with many diverse requirements [17]. Designing the flexible
resource allocation framework, which considers the new het-
erogeneity, is crucial. In fact, providing properly engineered
differentiable data flows is more cost effective than providing
voice and data in separation. In the flat architecture, voice
will be one of the differentiated packet-switched data flows
that the packet scheduling and resource allocation algorithm is
responsible to guarantee its QoS requirements. With voice as an
RT differentiated data flow, networks will have reduced access
delay, shorter wake-from-idle time, and will be able to offer not
only regular voice calls but also differentiated higher quality
(audio or video) calls, as well as enhanced rich communication
services. There are three main ways of implementation for the
new IP-flat architecture in regard to voice services, namely,
voice over LTE (VoLTE), circuit-switched fall back (CSFB),
and simultaneous voice and LTE (SVLTE) [18]. Among these
three, VoLTE is the only one that really allows the delivery of
voice as a data flow, within the LTE data bearer. CSFB and
SVLTE are still dependent on the old pre-4G architecture and
fall back to the legacy 2G or 3G circuit switching in voice calls.
CSFB and SVLTE have several inefficiencies in comparison
with VoLTE, such as longer call access delay, more expensive
handsets and access points, and high power consumption on
handset [18]. With regard to VoLTE, the joint RT and NRT
flows scheduling and allocation is becoming more important in
improving the efficiency of the wireless networks. Note that, al-
though there are some partial solutions for the integration of RT
and NRT flows in the application layer, the packet scheduling
and RB allocation in the center of the medium access control
(MAC) layer is the main component to be designed efficiently
for guaranteeing differentiated QoS.

Bit-Rate Driven Utilities and Queue Awareness: Utility-
based packet scheduling and resource allocation was the subject
of a number of previous investigations aimed at different goals,
based on the channel information and the queue information
(see, for example, [19]–[23] and the references therein). Many
algorithms based on bit-rate driven utilities [5], [24]–[39] have
been studied in the literature. These bit-rate driven utilities are
relevant to commonly called infinite-backlog scenario, where
the queues are assumed to be always full, independent of
service. Nevertheless, bit-rate driven utilities are blind to the
requirements of flows, particularly to the RT ones, where the re-
quirements are more important. Even for NRT flows, the queue
blindness of bit-rate driven utilities makes the system poten-
tially unstable [11], [40]. Therefore, queue awareness should
be a key feature in designing the joint RT and NRT flows
scheduling and allocation.

Related Work: Prior studies on packet scheduling and RB
allocation of RT and NRT flows mainly focus on a single
QoS element, such as head-of-the-line (HOL) delay [11], [41],
mean delay [42], [43], bit-rate [31], [32], bit-rate with Sigmoid
utility [25], or packet loss ratio [44]. Two heuristics, which are
called exponential rule (EXP) and modified largest weighted
delay first (MLWDF), have been also studied in [45]–[47]
based on the HOL delay. Another study is a joint channel- and
queue aware scheduling maximum delay utility (MDU) [42],
[43], where the Little’s delay is utilized. Since the averaging
is a low-pass filter, RT flows suffer when the Little’s delay
(which is essentially a mean delay) is used. In other words, the
decisions based on the mean delay are not sensitive enough to
the HOL delay (or equivalently, instantaneous delay) require-
ments. Another approach based on time-utility function (TUF)
has been proposed in [48]–[50], where the idea is to force the
packet scheduler to transmit at near the delay deadlines. This
approach cannot not fully exploit the multiuser diversity and
can increase the number of dropped packets due to the passed
delay deadlines. A utility-based adaptive approach with traffic
prioritization is studied in [51] and [52], where, at the expense
of 15% loss in throughput, it gains a decreased delay vari-
ance (or equivalently improved delay fairness) among wireless
terminals (WTs).

Previously, we used the mean delay driven disutilities in
[53] to introduce and analyze the minmax mean delay fairness
notion. Here, in this paper, we use a framework inspired from
[53] by incorporating HOL delay, queue-length information,
and bit-rate information jointly in the disutilities and design
the disutilities to advance a unified framework for joint RT and
NRT flows scheduling and allocation.

Paper Contributions: The main contributions in this paper
can be summarized into two main items.

• We propose a novel joint RT and NRT flows packet sched-
uling and RB allocation based on HOL delay, queue-length
information, bit-rate information, and channel informa-
tion. The proposed approach responds to heterogeneous
delay requirements for RT flows and manages NRT flows
effectively within a common pool of RBs, rather than
the sequential resource allocation of RT and NRT flows.
Although the framework is designed for wireless net-
works, we note that, whenever there is heterogeneity
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TABLE I
LIST OF SYMBOLS

among resources, including (but not limited to) multiuser
diversity or any large-scale or small-scale signal variation,
the proposed joint RT and NRT flows packet scheduling
and RB allocation can offer higher performance, in com-
parison with the sequential approach. Furthermore, the
developed framework enables putting different algorithms
in the literature into perspective (see Section IV). Our
approach is also a joint decision making in terms of both
packet scheduling and RB allocation in one shot.

• We developed a novel model for input–output bit-rate be-
havior in packet scheduling and resource allocation of the
mixture of RT and NRT flows. The model elaborates on
different capacity definitions (for describing the system
with the heterogeneous traffic), as well as their depen-
dence on the input load. This model sheds light on iden-
tifying underload region, overload regions, the general
trends of output bit-rate of RT & NRT flows, and under-
standing of the system in a simple and intuitive manner.

Paper Organization: This paper is organized into seven main
parts: Introduction, background, and motivation are explained
in Section I. The system model and definitions, for the joint RT
and NRT flows packet scheduling and RB allocation, will be
given in Section II. The formulation of the novel proposed joint
RT and NRT flows packet scheduling and RB allocation will
be described in Section III. The special cases of the proposed
framework will be discussed in Section IV. The proposed
novel algorithm will be explained in Section V. The high-level
input–output system behavior study of the system will be dis-
cussed in Section VI, as a benchmark and as an explanation for
the simulations (in Section VII). Section VII provides extensive
simulation results, through two experiments, to evaluate our
proposed algorithm and to compare it with the prior art.

List of Symbols: We summarize the symbols used throughout
this paper, with their short definition, in Table I.

TABLE I
(Continued.) LIST OF SYMBOLS

II. SYSTEM MODEL

A downlink scenario with an OFDMA air interface, which
serves RT flows in set ΦRT and NRT flows in set ΦNRT, in a
single cell, is considered here. The union of the flows is denoted
by Φ, Φ = ΦRT ∪ ΦNRT.

A. OFDMA Frame

The total bandwidth is divided intoN subchannels consisting
of several OFDMA subcarriers. Each subchannel is further
divided in time into T time slots. This way, the time–frequency
plane, for each frame, is divided into NT RBs, each of which
spans Tb seconds in time andWb Hertzs in frequency. It is worth
mentioning that we extend the OFDMA plane framework to
have more than one single resource block (RB) on a specific
subchannel, within a frame, over time. This generalization gives
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the flexibility of including future technologies, where time
division within a frame is possible. When this flexibility is not
possible, T = 1 reduces the model to the conventional OFDMA
plane of LTE. Time division within a frame, if possible, results
in higher granularity and increases the efficiency in resource
allocation.

The transmission frames are indexed by notation k, sequen-
tially. We use the frame to refer to frame index throughout this
paper. In frame k, the highest available spectral efficiency and
corresponding adaptive modulation and coding (AMC) level,
for a single RB on subchannel j for flow φ is

b
(j)
φ [k] = f

(
SINR(j)

φ [k]
)
, (1)

in bits per second per Hertz, where SINR(j)
φ [k] is the signal-to-

the-interference-and-noise ratio (SINR) of RBs associated with
flow φ on subchannel j in frame k, and f(·) represents the AMC
table which depends on bit error rate, as well. In Section VII,
we will use arrays of modulation levels, coding rates, and SINR
thresholds, which define a specific f(·).

B. Frame Bit-Rate

Radio resources are assigned to the flows in terms of RBs;
each RB carries data of only one flow at a time. The bit-rate of
a flow is determined from the number of RBs it is allocated in
the frame and the AMC level used in each RB. The bit-rate of
the flow φ, in frame k, is

rφ[k] = Wb

N∑
j=1

b
(j)
φ [k]x

(j)
φ [k], (2)

in bits per second, where b
(j)
φ [k] is the spectral efficiency of

RBs on subchannel j for flow φ in frame k, Wb is the frequency
span of RB as defined earlier, and x

(j)
φ [k] is the number of RBs

allocated to flow φ on subchannel j in frame k.

III. JOINT REALTIME AND NONREALTIME FLOWS PACKET

SCHEDULING AND RESOURCE BLOCK

ALLOCATION FORMULATION

Here, we formulate the main joint RT and NRT flows packet
scheduling and RB allocation based on disutility functions, after
a preliminary discussion on delay driven disutility functions.

Delay Driven Disutility Functions: Bit-rate driven utility
functions have been proposed first in [5], which inspired many
other studies (see, for example, [6], [10], [26], [31], [32], and
[54]). However, there exist other QoS measures, such as delay,
which are independent of bit-rate. It is for the same underlying
reason that, to meet the packet delay deadlines of RT flows,
it is not sufficient to only guarantee a minimum mean bit-rate
to those flows [22]. Therefore, recently, delay has been taken
into account as an input to the disutilities [43], [53], [55]. In
this paper, we use disutility functions with respect to the HOL
delay, queue-length information, and bit-rate information. RT
flows have sensitivities based on HOL delay, whereas NRT
flows sense the mean delay mainly. The concept of using
HOL delay, in addition to other information inside disutility
functions, creates the opportunity to use the framework for QoS
classes that may emerge in the future. This concept will be
further elaborated in Section IV-H.

A. Formulation

The network objective is to minimize the total disutility
Djoint

net (dHOL[k], q̄[k], r̄[k]), which depends on HOL delay vec-
tor dHOL[k], mean queue-length vector q̄[k], and mean bit-rate
vector r̄[k]. The corresponding optimization problem can be
casted as

min
x
(j)
φ [k] ∈ CPHY

|Φ|∑
φ=1

Djoint
φ

(
dHOL
φ [k], q̄φ[k], r̄φ[k]

)
, (3)

where Djoint
φ (dHOL

φ [k], q̄φ[k], r̄φ[k]) describes the combined
disutility with respect to the HOL delay (denoted by dHOL

φ [k]),
mean queue-length (denoted by q̄φ[k]), and mean bit-rate (de-
noted by r̄φ[k]). The HOL delay, for flow φ, is defined as the
delay experienced by the packet at the HOL of the associated
queue. Formally, this is the difference of the current frame
index k and the arrival time-stamp frame index of HOL packet
tHOL
φ [k], i.e.,

dHOL
φ [k] = k − tHOL

φ [k]. (4)

Mean queue-length q̄φ[k] is defined, based on frame queue-
length qφ[k], recursively, as

q̄φ[k] =

(
1 − 1

k

)
q̄φ[k − 1] +

1
k
qφ[k]. (5)

Likewise, mean bit-rate r̄φ[k] is defined, based on frame bit-rate
rφ[k], recursively, as

r̄φ[k] =

(
1 − 1

k

)
r̄φ[k − 1] +

1
k
rφ[k]. (6)

As defined earlier, the number of frequency subchannels is
denoted by N , and the number of time slots per frequency
subchannel is denoted by T . The total number of flows is
denoted by |Φ|. The optimization constraints are induced by
the physical (PHY) layer limitation of RBs in a frame and the
fact that scheduling and allocation does not map an RB to more
than one flow. Accordingly, the feasible set for the optimization
variable is

CPHY =

{
x
(j)
φ [k]

∣∣∣∣ ∀ j :
|Φ|∑
φ=1

x
(j)
φ [k] ≤ T,

∀φ, j : x(j)
φ [k] ∈ {0, . . . , T }

}
. (7)

Note that the optimization variable x
(j)
φ [k] indicates how

many slots in subchannel j are assigned to flow φ, in frame
k, which is an integer number in [0, T ]. In addition, since each
frequency subchannel has T time slots, the total assignment to
any frequency subchannel should be less than T . The channel
information is embedded in the optimization. The dependence
of the optimization to the channel information will show itself
when we use the gradient of the network disutility function to
develop the algorithm in Section III-B. The disutility functions
are nondecreasing in their delay argument, nondecreasing in
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their queue-length argument, and are nonincreasing in their bit-
rate argument. To the best of our knowledge, the formulation (3)
is novel in the sense that it incorporates the HOL delay, mean
queue-length, and mean bit-rate information.

In the following, we demonstrate how the framework is the
generalization of the sequential approach (static separation),
present the ways of choosing disutility functions for RT and
NRT flows in the proposed joint approach, and show the
perspective with respect to the relevant literature. Later, in
Section IV, we will list candidates of packet scheduling and
RB allocation for RT and NRT from the literature, their main
properties, and the underlying reason of their properties in their
structure. Since we use gradient-based algorithm, we directly
design the gradient of the disutility functions in Section III-B.

Example of the Sequential Approach: Conventionally, packet
scheduling or RB allocation of RT flows (φ ∈ ΦRT) and NRT
flows (φ ∈ ΦNRT) is executed based on two sequential algo-
rithms, where ΦRT and ΦNRT are the set of RT flows and the
set of NRT flows, respectively. The sequential approaches result
in complete separation of RBs into two sets for RT and NRT
flows. In other words, RBs are assigned to RT flows based on
an RT packet scheduling and RB allocation algorithm, and if
any RBs remain, the NRT flows are served. Traditionally, EDF
is used for RT flows based on their HOL delay, as well as their
delay deadlines. EDF works based on the HOL delay margin
(denoted by ΔdHOL

φ [k]), which is the difference of the flow’s
current HOL delay and its maximum threshold, i.e.,

ΔdHOL
φ [k]

Δ
= dHOL

φ [k]− dHOLmax

φ , (8)

where dHOLmax

φ is the HOL delay deadline of flow φ. A flow
φ is in the safe region when ΔdHOL

φ [k] < 0. Accordingly,
the gradient of disutilities of RT flows, in EDF, can be inter-
preted as

∂Djoint
φ

(
dHOL
φ [k], r̄φ[k], q̄φ[k]

)
∂x

(j)
φ [k]

= ΔdHOL
φ [k], (9)

for φ ∈ ΦRT. It is worth mentioning that EDF packet schedul-
ing is channel blind. This can be noticed from the fact that
the left-hand side of (9) is dependent on both subchannel
index j and flow index φ, whereas the right-hand side is not
dependent on j. In other words, a flow is scheduled based
on EDF, irrespective of its subchannel condition, even if their
subchannels are in deep fade. A channel aware version of EDF
can be defined by its disutility gradient as

∂Djoint
φ

(
dHOL
φ [k], r̄φ[k], q̄φ[k]

)
∂x

(j)
φ [k]

= b
(j)
φ [k] ΔdHOL

φ [k], (10)

for φ ∈ ΦRT. The gradient of the disutility, for any frame index
k, forms a two-dimensional array, where its maximum value
plays an important role in decision making.

Having finished RT flows packet scheduling and RB alloca-
tion, if any RBs are still available, NRT flows are served based

on PF, which is determined as

∂Djoint
φ

(
dHOL
φ [k], r̄φ[k], q̄φ[k]

)
∂x

(j)
φ [k]

=
b
(j)
φ [k]

r̄φ[k]
, (11)

forφ ∈ ΦNRT, where ∂Djoint
φ

(
r̄φ[k], q̄φ[k], d

HOL
φ [k]

)
/∂x

(j)
φ [k]

is the gradient of the corresponding disutility function, in this
special case. Note that we use the notation Djoint

φ (·) as the
disutility, for both the sequential approach and for the joint
approach. The design of the disutility, or its gradient, with
respect to the QoS measurements and QoS requirements,
distinguishes the joint approach from the sequential approach.

B. Proposed Joint Approach

As discussed earlier, the complete separation of RB sets for
RT and NRT flows results in system inefficiency. RT flows
can presumably have sufficient time with respect to their delay
deadlines while their channels are in deep fade. In this situation,
NRT flows with good channels can be transmitted. We propose
a generalized framework for disutility functions of RT and NRT
flows, enabling RB allocation from a common pool of RBs.
This framework not only enables the joint RT and NRT flows
packet scheduling and RB allocation, but also paves the way for
future unified designs in higher number of flow types.

Here, we propose the general structure of the gradient of the
disutility for RT and NRT flows. Different sets of information
are relevant to RT and NRT packet scheduling and RB allo-
cation. While HOL delay is the most relevant information in
decision making for RT flows, long-term information such as
mean bit-rate is relevant for NRT flows.

Design of the Gradient of the Disutility for the RT Flows: For
RT flows, we start defining the gradient of disutility function as

∂Djoint
φ

(
dHOL
φ [k], r̄φ[k], q̄φ[k]

)
∂x

(j)
φ [k]

=

(
b
(j)
φ [k]

)κ

�r̄
φ (r̄φ[k])

�
dHOL

φ

(
dHOL
φ [k]

)
, if φ ∈ ΦRT, (12)

where κ is the channel awareness exponent of RT flows, and
�r̄

φ(r̄φ[k]) & �dHOL

φ (dHOL
φ [k]) are nondecreasing functions,

R −→ R+, which represents the component of the gradient
of the disutility with respect to the mean bit-rate and HOL
delay, respectively. Since the channel and queuing processes
are asynchronous, a flow at its peak channel state may not
have packets to transmit, whereas another flow may have se-
rious queuing delay. Therefore, for RT flows, the algorithm
has to be able to trade off between channel efficiency and
delay. This is enabled through the parameter κ. The channel
awareness exponent of RT flows κ can be used to trade off
the RT output bit-rates with fulfilling HOL delay require-
ment. Parameter κ can be also adjusted for preferring the
RT flows in cell edge, instead of the NRT flows with high
channel quality. We use a simple choice of κ = 1, in the
simulation section. The image of function �dHOL

φ (dHOL
φ [k])

should be positive (R+) because it is multiplied with channel
awareness factor. Function �r̄

φ(r̄φ[k]) enforces the bit-rate fair-
ness of RT flows. Note that, when ΔdHOL

φ [k] becomes positive,
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the deadline has been passed, and the corresponding RT flows’
packets will be discarded. Therefore

ΔdHOL
φ [k] ∈

[
−dHOLmax

φ , 0
]
, (13)

when the packet deletion, due to passed deadline, is on. More-
over, note that the HOL delay in RT gradient should be ampli-
fied so that it can be compared with NRT gradient. Particularly,
we use

�
dHOL

φ

(
dHOL
φ [k]

)
= ϑ eΔdHOL

φ [k], (14)

where ϑ is a scale factor. With choice of (14), RT gradient is in
the interval of

�
dHOL

φ

(
dHOL
φ [k]

)
∈
[
ϑ e−dHOLmax

φ , ϑ
]
. (15)

Design of the Gradient of the Disutility for the NRT Flows:
For NRT flows, long-term information, namely, mean queue-
length and mean bit-rate, is relevant. For NRT flows, we form
the general structure of the gradient of the disutility function as

∂Djoint
φ

(
dHOL
φ [k], r̄φ[k], q̄φ[k]

)
∂x

(j)
φ [k]

= min

[
ξ, b

(j)
φ [k]

�
q̄
φ (q̄φ[k])

�r̄
φ (r̄φ[k])

]
, if φ ∈ ΦNRT, (16)

where ξ is the instrument for sliding between the complete RT
and NRT flows RB sets separation and the common pool of
RBs, q̄φ[k] is the mean queue-length of flow φ until frame k,
r̄φ[k] is the mean bit-rate of flow φ until frame k, �q̄

φ(q̄φ[k]) is
the mean queue-length importance function, and �r̄

φ(r̄φ[k]) is
the mean bit-rate importance function. It is worth mentioning
that the framework is channel aware to have spectrally efficient
transmissions. Based on this fact, the cell edge effect is com-
pensated in the proposed framework for their poor links.

The general structures in (16) and (12) are inspired by
keeping the desired pattern in the legacy packet scheduling and
RB allocation designs and generalizing the structure to exploit
existent degrees of freedom. The proposed approach is evolved
further in [55] to incorporate the operators interest as well right
into the packet scheduling and RB allocation frameworks.

Design of the Parameter ξ: One of the crucial facts in
designing the joint RT and NRT flows packet scheduling and
RB allocation is that the NRT flows’ disutility gradient has
to be bounded. Otherwise, when the RT packets pass their
deadlines and are discarded, RT flows cannot compete with
NRT flows, where the packets are kept in the queues for much
longer time. Therefore, the structure in (16) essentially should
be bounded. This is done through clipping by ξ, as in (16).
On one hand, because of the discarding of RT packets after
their delay deadline, the RT flows’ disutility gradient value will
decrease. On the other hand, NRT packets have been kept in
their queues, contribute highly to their queue-length attributes,
and result in increase in their gradient. We design parameter
ξ based on the fact that when the RT packets reach π fraction
(0 < π < 1) of their deadline (equivalently pass 1 − π fraction
of their deadline), the RT disutility gradient, divided by its

channel awareness term, should be strictly larger than their
NRT counterparts as

max
φ∈ΦNRT

∂Djoint
φ

(
dHOL
φ [k], r̄φ[k], q̄φ[k]

)
∂x

(j)
φ [k]

< min
φ∈ΦRT

∂Djoint
φ

(
dHOL
φ [k], r̄φ[k], q̄φ[k]

)
∂x

(j)
φ [k]

∣∣∣∣∣∣
k=πdHOLmax

φ

. (17)

This ensures that, in this fraction, RT flows will be exclusively
transmitted. Accordingly, and based on (14), the following rule
is derived for designing ξ:

ξ = ϑ e−πmaxφ(dHOLmax

φ ). (18)

Increasing π makes the algorithm prioritize RT flows over NRT
flows with the cost of lower multiuser diversity. In other words,
we divide adaptively the delay margin of RT flows into two
regions: region 1, where NRT flows can compete with RT flows,
based on their utility, and region 2, where RT flows are given
strict higher priority. Nevertheless, note that these two regions
do not necessarily separate the RT and NRT flows in time and
any combination of RT and NRT flows transmissions can take
place, unless when RT flows load does not allow. This adaptive
separation enables the joint approach and exploits the hidden
multiuser diversity in the conventional designs. Note that param-
eter π is a design parameter for ξ. The relationship between
parameters π and ξ is one-to-one. However, π is interpretable
in terms of when RT flows will be given strict priority.

IV. SPECIAL CASES

A. Sequential EDF and GPF

The framework falls back into complete separation of RT and
NRT, served by EDF and GPF [8]–[10], [37], sequentially with
the following special choices of

∂Djoint
φ

(
dHOL
φ [k], r̄φ[k], q̄φ[k]

)
∂x

(j)
φ [k]

= ΔdHOL
φ [k], if φ ∈ ΦRT (19)

and

∂Djoint
φ

(
dHOL
φ [k], r̄φ[k], q̄φ[k]

)
∂x

(j)
φ [k]

= min

[
ξ,

b
(j)
φ [k]

(r̄φ[k])
α

]
, if φ ∈ ΦNRT, (20)

where 0 ≤ α is the parameter of GPF that influences the bit-rate
fairness. Different types of bit-rate fairness can be achieved by
changing α: Cases α → 0, α = 1, α → ∞ correspond to sum
bit-rate maximization (or max-SINR; first introduced in [56]),
PF, and maxmin bit-rate fairness, respectively [8], [57]. The
parameter α slides the allocation from no bit-rate fairness to
the highest bit-rate fairness (maxmin bit-rate fairness), where
it maximizes the minimum mean bit-rate. In other words,
increasing α increases the lower percentiles (such as the fifth
percentile) bit-rate at the cost of decrease in higher percentile
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(such as the 95th percentile) of bit-rate [9], [58]. Parameter α in
GPF can be used in a closed-loop control system to achieve a
target level of fairness [59].

Now, for achieving the sequential execution of the algorithms
for RT and NRT flows, the NRT disutility gradient should be
clipped by the minimum value of the disutility in RT flows set.
This results in selecting ξ as

ξ = min
φ∈ΦRT, 1≤j≤N

⎡
⎣∂Djoint

φ

(
dHOL
φ [k], r̄φ[k], q̄φ[k]

)
∂x

(j)
φ [k]

⎤
⎦ (21)

which makes the RT and NRT flows disutility gradient disjoint,
in their value.

Similar to Section IV-A, by substituting EDF with EXP, or
MLWDF, the sequential versions of EXP-GPF, or MLWDF-
GPF are constructed. We describe MLWDF-GPF and EXP-
GPF in the following two subsections.

B. Sequential MLWDF and GPF

A popular approach for RT flows packet scheduling and
RB allocation is the MLWDF [47], [60]. MLWDF can be
considered as an advance algorithm in comparison with EDF.
In each frame, a flow φ∗ is selected repeatedly to be transmitted
on an RB on subchannel j∗ according to

(φ∗, j∗) = arg max
φ∈ΦRT,
1≤j≤N

μφ

b
(j)
φ [k]

r̄φ[k]
dHOL
φ [k], φ ∈ ΦRT, (22)

where μφ is suggested to be selected as

μφ = − log δφ
τφ

, (23)

by large deviation optimality results of [61], r̄φ[k] is the mean
bit-rate in frame k, τφ is the maximum allowable delay thresh-
old, and δφ is a maximum probability of exceeding the delay
threshold [11] as

Pr
(
dHOL
φ [k] > τφ

)
< δφ. (24)

It is worth mentioning that, by fixing a close-to-one percentile
for 1 − δφ (or equivalently, small δφ), we can interpret τφ as
the delay deadline, which we denoted earlier by dHOLmax

φ . As
an example, for 1 − δφ equal to the 99th percentile, we have

μφ ≈ 2
dHOLmax

φ

. (25)

By this interpretation, it can be noticed that the HOL delays are
divided by their deadlines in the structure of MLWDF [see (22)
and (25)]. It is in contrast to EDF, where the difference of HOL
delays and their deadlines form the structure.

We note that, with selecting the disutility gradient compo-
nent as

�HOL
φ

(
dHOL
φ [k]

)
�r̄

φ (r̄φ[k])
=

μφ

r̄φ[k]
dHOL
φ [k], (26)

our framework for RT flows falls back to MLWDF. For a
detailed analysis of MLWDF, see [62].

Similar to the previous section on EDF and GPF, the sequen-
tial MLWDF and GPF is constructed by serving the NRT flows
by GPF, after RT flows are served by MLWDF.

C. Sequential EXP and GPF

Another mechanism, which is called EXP [45], has been also
proposed for RT flows packet scheduling and RB allocation
with a relatively similar structure in MLWDF. An OFDMA
version of EXP can be represented as

(φ∗, j∗) = arg max
φ∈ΦRT,
1≤j≤N

b
(j)
φ [k]

r̄φ[k]
e

(
μφdHOL

φ [k]

1+(dHOL[k])
η

)
, (27)

where, in each frame k, a flow φ∗ is selected to be transmitted
on an RB on subchannel j∗, 0 < η < 1, μφ is defined the same
as in (25) (inversely proportional to delay deadline), and

dHOL[k] =
1

|ΦRT|

|ΦRT|∑
φ=1

dHOL
φ [k] (28)

is the average of HOL delays over RT flows.
The HOL delay term dHOL

φ [k], in (22) and (27) can be
replaced with a queue-length term as qφ[k] to obtain the queue-
length driven versions of the aforementioned algorithms. Sim-
ilar to EDF, both MLWDF and EXP are heuristics designed
for delay-sensitive flows. EXP and MLWDF in conjunction
with virtual token queues (with constant deterministic arrival
rate) can be used to guarantee a minimum bit-rate [27], [41].
When queue-lengths of flows are equal or close (see [22] for
its formal definition), EXP and MLWDF reduce to PF [22].
EXP is suitable for the cases where the delay equalization
is preferable. However, there has been analysis [63] showing
that EXP sacrifices the asymptotic system throughput when the
queues grow asymptotically as the cost of emphasis on delay
equalization. As discussed earlier, the structure of EXP and
MLWDF is based on the division of HOL delay by its deadline,
whereas the structure of EDF is based on the difference of HOL
delay and its deadline.

The sequential EXP and GPF is constructed by serving the
NRT flows by GPF, after RT flows are served by EXP [14].

D. Mean Delay-Based MDU

An algorithm, which is called MDU, based on two different
functions on the Little’s delay for RT and NRT flows has been
used in [42] and [64] for resource allocation of RT and NRT
flows. As an example of RT, [42] and [64] used

∂Dd̄
φ

(
d̄φ[k]

)
∂x

(j)
φ [k]

= b
(j)
φ [k]

∗

⎧⎨
⎩
d̄φ[k], if d̄φ[k]≤

d̄max
φ

4 , φ∈ΦVoIP,(
d̄φ[k]

)1.5−(
d̄max
φ

4

)1.5

+
d̄max
φ

4 , if
d̄max
φ

4 ≤ d̄φ[k], φ∈ΦVoIP,

(29)
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for the VoIP disutility gradient, where d̄φ[k] is the Little’s delay
for flow φ in frame k, and d̄max

φ is the maximum tolerable
Little’s delay for flow φ. Note that we generalized their utility
for general d̄max

φ as the mean delay threshold.
In parallel, as an example of NRT, [44] and [62] used

∂Dd̄
φ

(
d̄φ[k]

)
∂x

(j)
φ [k]

=b
(j)
φ [k].

{(
d̄φ[k]

)0.5
, if d̄φ[k]≤100, φ∈ΦBE,

1000.5, if 100≤ d̄φ[k], φ∈ΦBE,

(30)

for the gradient of the disutility of the best effort (BE) traffic.
Notations ΦVoIP and ΦBE denote the VoIP and BE flows
sets, respectively. Accordingly, the flow φ∗[k] is selected to be
transmitted on an RB in subchannel j∗[k] based on

(φ∗[k], j∗[k]) = arg max
1≤φ≤|Φ|,
1≤j≤N

∂Dd̄
φ

(
d̄φ[k]

)
∂x

(j)
φ [k]

. (31)

Note that the Little’s delay (d̄φ[k]) can, in fact, be approximated
[42], [53] by

d̄φ[k] ≈
q̄φ[k]

r̄φ[k]
. (32)

Therefore, MDU can be considered as a special case of the
proposed approach. Nevertheless, since the averaging is a low-
pass filter and the Little’s delay is essentially an averaging
mechanism, RT flows suffer when the Little’s delay is only
used, as an argument, for their disutility functions. In reality,
RT flows sense the HOL delay, rather than the Little’s delay or
mean delay. For handling heterogeneous HOL delay deadlines,
the design needs to incorporate the HOL delays, which are the
relevant delay measures for RT flows. We also note that, since
MDU design is merely based on mean delay, it suffers from
bit-rate fairness point of view, in high input loads.

E. Delay Fairness Through WGPF

Similar to bit-rate fairness, delay fairness is a concept re-
ferring to mechanisms that equalize delay measures, among
flows. A framework for achieving mean delay fairness has been
studied in [53]. We note that, with the selection of

�
r̄
φ(r̄φ[k])=(r̄φ[k])

νd̄

,�q̄
φ(q̄φ[k])=(q̄φ[k])

νd̄

, if φ ∈ ΦNRT

(33)

and ξ = ∞, the proposed gradient in (16) reduces to the Little’s
delay driven disutility function in [53]. Indeed, parameter 1 ≤
νd̄ is controlling the tradeoff between mean delay fairness and
throughput (or resource efficiency). It has been proved in [53]
that sufficiently large νd̄ corresponds to the minmax mean delay
fairness.

On the other hand, with the selection of disutility over HOL
delay as

�HOL
φ

(
dHOL
φ [k]

)
�r̄

φ (r̄φ[k])
=

(
dHOL
φ [k]

)νdHOL

r̄φ[k]
, if φ ∈ ΦRT, (34)

our framework will be reduced to the HOL delay fairness
proposed in [65], similar to the mean delay fairness in [53]. The
same observation in [53] for tradeoff between delay fairness
and throughput (or equivalently resource efficiency) can be seen
for HOL delay fairness, by controlling the parameter νd

HOL

(1 ≤ νd
HOL

) [59]. Reference [65] used the HOL delay fairness
and the GPF mechanism sequentially (or with static separation)
for RT and NRT flows packet scheduling and RB allocation.

The proposed disutility, in (16), with using GPF functions
for the NRT flows can be adjusted between the sum bit-rate
maximization and the maxmin bit-rate fairness for NRT flows.
As the counterpart to NRT flows, the proposed disutility, in
(12), with using weighted GPF (WGPF) functions for the RT
flows can be adjusted between the sum delay minimization and
the minmax delay fairness for RT flows (see [19] for the proofs).

F. Time-Utility Function

An idea based on TUF for joint RT and NRT flows packet
scheduling and RB allocation has been proposed in [48]–[50].
In general, RT scheduler should transmit RT packets any time
within their deadline for satisfying the delay requirement, not
necessarily with EDF. References [48] and [50] used the z-
shape TUF adopted from [66] as the urgency criterion for RT
resource allocation and a channel efficiency criterion for NRT
resource allocation. Based on TUF, RT flows are transmitted,
just before their deadline, within a short interval ιRT defined as

ιRT =
[
dHOLmax

φ − lφ, d
HOLmax

φ

]
, (35)

where dHOLmax

φ is the flow φ deadline, and lφ determines the
length of interval for RT flows transmissions. NRT packets are
transmitted during the remaining time interval ιNRT defined as

ιNRT =
[
0, dHOLmax

φ − lφ
)
. (36)

The TUF approach transmits RT packets near the deadline
without channel information. Therefore, it cannot fully exploit
the multiuser diversity, and it increases the number of dropped
packets due to channel-blindness attribute in TUF for RT flows.
In [67], a similar approach in [48] is also used where [67]
introduces a transmission guard interval, which gives high pri-
ority (overriding the NRT packets) to RT packets approaching
the delay deadline. Note that, in our approach, generally, any
combination of RT and NRT packets transmissions can take
place in time, and RT and NRT packets are not necessarily
separated in time, in contrast to the TUF approach.

G. Others

References [28] and [29] considered the unit-step utility
functions for non-BE flows and concave nondecreasing utility
functions for BE flows and proved three theorems for bounds
on the optimality of their proposed algorithms, based on the
inverse of the utility functions. However, [28] and [29] did not
consider the queue information, or delay information, in their
framework. Accordingly, they used bit-rate driven utilities with
the sequential approach for mixed traffic.
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H. Notes

Generalized Flow Concept: The joint RT and NRT flows
packet scheduling and RB allocation through disutility func-
tions not only increases the efficiency of the system but
also has a futuristic application. It is common to have the
HOL delay deadline requirement for RT flows. However, most
NRT flows are not completely insensitive to delay. Based on our
approach, one can introduce different levels of delay sensitivity
for NRT flows as well. We use the term generalized nonrealtime
(GNRT) for those NRT flows that have a mean delay deadline
d̄max
φ . The concept GNRT is a good model for NRT flows QoS

measures, such as the file transfer time. We further elaborated
on GNRT concept in [55]. The joint RT and NRT flows packet
scheduling and RB allocation enables to define future QoS
classes and to accommodate differentiated services between
pure RT flows and pure NRT flows.

Interference: It is worth highlighting that the proposed joint
approach, in this paper, is designed based on the static interfer-
ence assumption. In fact, the intercell interference coordination
(ICIC) [68] works in a much longer timescale, in comparison
with the packet scheduling and RB allocation algorithm, to
specify which RB should be muted or demuted for each cell or
sector. Note that the ICIC schemes often do not aim for the QoS
requirements or sophisticated fairness notions. Therefore, inte-
grating ICIC (see [68] and the references therein) right into the
packet scheduling and RB allocation core, through a systematic
design, can be suggested as a promising future direction.

V. PROPOSED JOINT REALTIME AND NONREALTIME

FLOWS PACKET SCHEDULING AND RESOURCE

BLOCK ALLOCATION ALGORITHM

Given the optimization of RT and NRT flows in Section III
and the design of the disutilities in (12) and (16), we develop
the algorithm here. To make the best change in the objective by
increasing only one optimization variable, the variable with the
steepest gradient should be chosen as

(φ∗, j∗) = arg max
1≤φ≤|Φ|,
1≤j≤N

∂Djoint
net (·)

∂x
(j)
φ [k]

. (37)

This equation repeatedly determines the flow φ∗ to be trans-
mitted on an RB on subchannel j∗. The corresponding values
of (37), or equivalently (12) and (16), for RT and NRT flows
will be denoted by Γ

(j)
φ∈ΦRT

and Γ
(j)
φ∈ΦNRT

, respectively, in the
proposed algorithm.

In this part, we propose the algorithm named Algorithm
JOINT RT-and-NRT FLOWS PACKET SCHEDULING AND RB
ALLOCATION (PSRA). Step 1 makes a copy of AMC values, in
frame k, and the number of available slots in each subchannel.
Step 2 and Step 12 implement a loop until all RBs are assigned
in frame k. Step 3 and Step 4 fill the matrix Γ

(j)
φ for NRT and

RT flows, respectively. Step 5 decides which flow, denoted by
φ∗, should be emptied on which subchannel, denoted by j∗,
based on the largest element in Γ

(j)
φ . Variable Γ

(j)
φ is equal to

the gradient of RT flows and the gradient of NRT flows for φ ∈
ΦRT and φ ∈ ΦNRT, respectively. The ties are broken with a

uniform random variable. Step 6 executes the decided schedule.
The number of unassigned RBs is updated in Step 7. Step 8
updates the intermediate quantities based on the last decision. In
other words, the packet scheduling and RB allocation algorithm
makes decisions one RB at a time and updates queues and other
quantities, such as HOL delay, after each assignment and before
finding the next flow for the next RB. Steps 9–11 make the
AMC copy of the fully occupied subchannels to zero so that
RBs on the corresponding subchannels are not selected again.

Algorithm Joint RT-and-NRT Flows PSRA

1: ∀ j, φ : b̃
(j)
φ ← b

(j)
φ [k], ∀ j : T (j) = T .

2: while ∃ T (j) > 0 do

3: ∀φ ∈ ΦNRT : Γ
(j)
φ ← min

[
ξ, b̃

(j)
φ

�
q̄
φ(q̄φ[k])

�r̄
φ(r̄φ[k])

]
.

4: ∀φ ∈ ΦRT : Γ
(j)
φ ←

(
b̃
(j)
φ

)κ �dHOL

φ (dHOL
φ [k])

�r̄
φ(r̄φ[k])

.

5: (φ∗, j∗) ← argmax
φ,j

Γ
(j)
φ .

6: Empty flow, φ∗, to an empty RB on subchannel, j∗.
x
(j∗)
φ∗ [k] ← x

(j∗)
φ∗ [k] + 1.

7: T (j∗) ← T (j∗) − 1.
8: Update dHOL

φ [k], q̄φ[k], and r̄φ[k].

9: if T (j∗) = 0 then
10: ∀φ ∈ Φ : b̃

(j∗)
φ ← 0.

11 end if
12: end while

Computational Complexity: We note that the computational
complexity of the Algorithm JOINT RT-and-NRT FLOWS

PSRA depends on the exact implementation, particularly for
the execution of the arg max in Step 5. We estimate the
computational complexity of the algorithm based on the worst
case complexity of finding the maximum element in an array.
This gives a bound on the average computational complexity.
In each execution of the “while loop,” Steps 3 and 4 have
five operations for N |ΦNRT| and five operations for N |ΦRT|
elements, respectively, which makes 5N |ΦNRT|+ 5N |ΦRT| =
5N |Φ| number of operations. It also takes O(N |Φ|) operations
to find the maximum in Step 5 (worst case). Taking into account
that there are NT RBs, the computational complexity of the
algorithm is estimated as O(N2T (6|Φ|+ 1)).

VI. BEHAVIORAL STUDY OF INPUT–OUTPUT BIT-RATES

Here, the behavior of the RT and NRT flows output bit-
rates versus total input bit-rate will be analyzed. We start by
a discussion on how the capacity of the system depends on
input and the structure of the algorithm. Subsequently, the input
model, the RT output, and the NRT output will be analyzed.
Finally, the underload region, the sat. I region, and the sat. II
region will be identified and explained.

This study sheds light in understanding the system input–
output bit-rates dynamics, in identifying different load regions,
and in explaining the simulation results in Section VII.
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A. Capacity Definitions and Their Dependence on the Load
and on the Algorithm

The capacity of the system depends on the structure of the
algorithm, as well as on the input traffic mixture. In other
words, the capacity depends on the way the algorithm allocates
resources to the RT and NRT mixture in the input and shapes the
mixture in the output. We denote the capacity when the system
only allocate resources to RT flows by ΩRT. This case happens
either when there is no resource remaining for NRT flows (RT
flows occupy the system capacity and the system is in overload)
or when the input only consists of RT-only flows. Similarly, the
capacity of the system in NRT-only traffic is denoted by ΩNRT.
This capacity is realized when the input only consists of NRT-
only flows. In addition to ΩRT and ΩNRT, when the server is
saturated with the lowest load (SLL), its capacity is denoted by
ΩSLL. The server is at SLL when the input load to the system
reaches the point that the system is at the edge of the overload
and the underload. This is when the server is full with the lowest
input bit-rate. From this point on, the system cannot serve the
total arrivals. Generally

ΩRT ≤ ΩSLL ≤ ΩNRT. (38)

The underlying reason for the first inequality in (38) is
twofold: First, when the system capacity allows having both
RT and NRT flows in the output, the multiuser diversity level is
higher than that when RT-only flows are in the output. Second,
serving RT-only flows when the system capacity is reached
reduces the opportunity to wait for RBs with better links SINR
due to the RT flows’ delay deadlines stress. The second inequal-
ity in (38) is due to the similar higher level of multiuser diversity
when we have NRT flows (no deadline) in comparison with the
case when we have both RT and NRT flows. In other words,
HOL delay deadlines in RT flows override the opportunistic
transmissions and reduce multiuser diversity. Inequality (38)
will be further explained in Section VI-C, after a preliminary
discussion in Section VI-B.

B. Input Model and RT Fraction

Assume that the total input bit-rate Λin
Σ is composed of RT

bit-rate Λin
RT and NRT bit-rate Λin

NRT, i.e.,

Λin
Σ = Λin

RT + Λin
NRT, (39)

with

Λin
RT = fRTΛ

in
Σ , (40)

and

Λin
NRT = (1 − fRT)Λ

in
Σ , (41)

all in bits per second, where 0 ≤ fRT ≤ 1, which is similar to
the input model in [13].

C. RT Output Bit-Rate

Given the aforementioned definitions in the input model, RT
output bit-rate Λout

RT is limited to its input Λin
RT and, naturally, to

the system capacity for RT-only traffic ΩRT, i.e.,

Λout
RT = min

(
Λin
RT,ΩRT

)
. (42)

Normalized Input Load Coefficient: Since we are after the
general behavior of the output bit-rates, we normalize the total
input bit-rate to the SLL capacity, when the saturation happens
with the lowest possible input load. This defines the normalized
input load coefficient as

ρ =
Λin
Σ

ΩSLL
. (43)

Two specific ρ values, namely

ρSLL = 1, (44)

and

ρRTO =
ΩRT

ΩSLLfRT
(45)

are important in determining the different load regions and
capacity of the system. Input load coefficient ρSLL = 1 corre-
sponds to the server saturation with the lowest possible input
load. Nevertheless, from this point on, two different saturation
regions can be identified. For the load coefficient larger than 1
but smaller than ρRTO, the server can still serve a portion of
NRT flows. For the load coefficient larger than ρRTO, however,
the server output consist of RT-only flows, despite the fact that
there exist NRT flows in the input. Input load coefficient ρRTO

is equal to ρRTO = ΩRT

ΩSLLfRT
, which corresponds to the point

where the RT output is equal to the RT-only capacity. This
happens when the total input bit-rate is high enough that its RT
flows portion (fRTΛin

Σ ) is equal to the RT-only capacity (ΩRT)
and results in (45) [see (40) and (42)]. We will elaborate more
on the two saturation regions in Section VI-G.

Dependence of the Capacity on Input Load: For finding the
NRT output bit-rate, we need knowledge on the capacity of
the system for the input loads larger than ρSLL = 1. We show
the capacity when the input load coefficient is larger than 1
(ρSLL ≤ ρ) but smaller than the load coefficient point where the
RT-only flows fill the server (ρ ≤ ρRTO) by Ωρ. This capacity is
showing the dependence of capacity on input load. The capacity
Ωρ is a nonincreasing function over ρ due to the decrease in
multiuser diversity and the increase in the pressure of the RT
flows’ delay deadlines. The tighter the RT flows’ requirements,
the more the degradation in capacity when the system serves
RT-only flows, in comparison with when it serves NRT flows.
In fact, the RT flows’ requirements are casted as dHOLmax

φ . The
tighter the values of dHOLmax

φ , the lower the ΩRT/ΩSLL. A
similar observation of the degradation in capacity due to RT
requirements has been reported in [69]. The discussion on the
dependence of the capacity on the input bit-rate of RT and NRT
flows mixture is not within the scope of this study. In fact, for
many combined packet scheduling and RB allocation of RT and
NRT flows, the capacity has a complex behavior versus total
input bit-rate (we will observe this in simulation experiments
in Section VII). Moreover, this section does not consider the
effects of packet deletion due to passed deadline and/or finite-
buffer assumptions. However, we show a linear model, with
respect to ρ, for the general behavior of the capacity, after SLL
until the RTO. We will see in the simulation section that this
model can show the general behavior of the system.

As discussed earlier, the capacity denoted by Ωρ is equal to
ΩSLL at the saturation with the lowest possible input load (ρ =
ρSLL) and is equal to ΩRT when the output consists of RT-only
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(ρ = ρRTO). Therefore, the general behavior of the capacity can
be represented as

Ωρ=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ΩSLL, ρ ≤ 1
fRTΩSLL(ΩRT−ΩSLL)

ΩRT−fRTΩSLL
(ρ−1)

+ΩSLL, 1 ≤ ρ ≤ ΩRT

ΩSLLfRT

ΩRT,
ΩRT

ΩSLLfRT
≤ ρ.

(46)

This model shows that the server capacity decreases versus
input bit-rate when 1 ≤ ρ ≤ ΩRT

ΩSLLfRT
. Note that we use this

model only to show the general system behavior. The sim-
ulation experiments, in the following, is independent of the
capacity model here. The capacity model from this section is
neither used nor necessary in simulation experiments.

D. NRT Output Bit-Rate

Having discussed the RT output bit-rate and the dependence
of the capacity of system on input load, we will analyze the
NRT output bit-rate here. The NRT output bit-rate Λout

NRT is
limited to its input Λin

NRT, the capacity of the system in NRT-
only traffic ΩNRT, and the remaining capacity after serving RT
flows (equal to max(0,Ωρ − Λin

RT)), i.e.,

Λout
NRT = min

(
Λin
NRT,ΩNRT,max

(
0,Ωρ − Λin

RT

))
(47)

or by substituting (40) and (41) into (47), i.e.,

Λout
NRT = min

(
(1 − fRT)Λ

in
Σ ,ΩNRT,max

(
0,Ωρ − fRTΛ

in
Σ

))
.

(48)

We note that, since the input bit-rate Λin
Σ is unbounded, the

term max in max(0,Ωρ − fRTΛ
in
Σ ) is necessary to keep the

remaining capacity nonnegative.

E. Discussion on the RT and NRT Output Bit-Rates

Understanding the behavior of RT and NRT output bit-rates
versus input bit-rate is important. Equations (42) and (48) de-
scribe this behavior for RT and NRT, respectively. Generally, it
is convenient to depict the behavior of normalized RT and NRT
output based on normalized input bit-rate, which is defined in
(43), as

Λout
RT

ΩSLL
=min

(
fRTρ,

ΩRT

ΩSLL

)
, (49)

and

Λout
NRT

ΩSLL
=min

(
(1−fRT)ρ,

ΩNRT

ΩSLL
,max(0, 1−fRTρ)

)
. (50)

Normalization helps to focus on the general behavior and needs
fewer assumptions for absolute values of the capacities.

Figs. 1 and 2 show RT, NRT, and total output bit-rates versus
total input bit-rate, all normalized to ΩSLL, when RT input bit-
rate is dominant (fRT>0.5) and vice versa (fRT<0.5), respec-
tively. The value of ΩRT/ΩSLL is assumed to be equal to 0.85
in Figs. 1 and 2 for showing a typical behavior. The saturation
region, for input loads larger than ρSLL but smaller than ρRTO,
is highlighted in Figs. 1 and 2. This region is labeled as sat. I.

Fig. 1. Normalized output bit-rates of RT flows, NRT flows, and total
versus normalized input bit-rate, with the assumption of fRT = 0.7 and
ΩRT/ΩSLL = 0.85, for the behavioral study.

Fig. 2. Normalized output bit-rates of RT flows, NRT flows, and total
versus normalized input bit-rate, with the assumption of fRT = 0.3 and
ΩRT/ΩSLL = 0.85, for the behavioral study.

Note that the absolute values of the capacities depend not
only on server attributes (such as channels) but also on the RT
flows’s requirements and fairness parameters. As an example,
for tighter values of dHOLmax

φ , the RT-only capacity degrades
more when passing RTO load coefficient (ρRTO). In other
words, for tighter values of dHOLmax

φ , the value of ΩRT/ΩSLL

decreases. As we discussed earlier in this paper, decreasing
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the parameter ξ makes the algorithm go toward the sequential
approach. Therefore, decreasing ξ also decrease ΩSLL.

In Sections VI-F and G, we elaborate more on RT and NRT
output bit-rates versus ρ for both Figs. 1 and 2, in different load
regions, namely, underload and overload regions (sat. I region
and sat. II region).

F. Underload Region

In the underload region, as shown in Figs. 1 and 2, RT
output bit-rate Λout

RT is equal to its input (goes up with slope
equal to fRT) until the input reaches RT-only system capacity
ΩRT and becomes constant at Λin

Σ = ΩRT

fRT
, or equivalently, at

ρ = ΩRT

ΩSLLfRT
.

The NRT output is equal to the NRT input until the input load
reaches the server capacity, i.e., Λin

Σ = ΩSLL, or equivalently,
ρ = 1. At this point, ρ = 1, the NRT output reaches Λout

NRT =
(1 − fRT)ΩSLL, and the RT output reaches Λout

RT = fRTΩSLL.
The system becomes saturated, which means that all the re-
sources in OFDMA server are occupied. Note that, although
the system is saturated, the output of the system still consists of
both RT and NRT flows.

This explanation summarizes the first part of the outputs,
where RT output Λout

RT

ΩSLL
∈ (0, fRT), and NRT output Λout

NRT

ΩSLL
∈

(0, 1 − fRT). See Figs. 1 and 2 in the region where ρ < 1. This
region is labeled as underload.

G. Overload Regions: Saturation I and Saturation II Regions

For Λin
Σ > ΩSLL, or equivalently, ρ > 1, the priority of RT

flows makes the NRT output bit-rate break and go down
until Λin

Σ = ΩRT

fRT
, or equivalently, ρ = ΩRT

ΩSLLfRT
, despite the

increase in its input. In saturation regions (or equivalently,
ρ > 1, which is labeled as saturation), two subregions can
be identified, which are further labeled as sat. I and sat. II.
For the region where ΩRT

ΩSLLfRT
> ρ > 1, the system is saturated

but is still able to pass a portion of NRT flows. This region is
depicted in shaded color. It is important to note that networks
are expected to operate in moderate saturation region (which
is sat. II), where the operator benefits from its investment
efficiently, while clients can have both RT and NRT flows. For
the region where ΩRT

ΩSLLfRT
≤ ρ, RT flows merely fill the system

capacity, and the system will not even be able to pass all RT
flows. This region is labelled by sat. II.

This explanation outlines the second part of the outputs,
where Λout

RT

ΩSLL
∈ (fRT,

ΩRT

ΩSLL
), and Λout

NRT/ΩSLL goes down from
1 − fRT to 0. See Figs. 1 and 2 in the regions where 1 ≤ ρ ≤

ΩRT

ΩSLLfRT
(shaded color), and ρ ≤ ΩRT

ΩSLLfRT
.

In the case when RT and NRT flows share the equal input
bit-rate (fRT = 0.5), RT output Λout

RT and NRT output Λout
NRT go

up with same slope equal to fRT = 0.5 until Λin
Σ

ΩSLL
= 1. Then,

Λout
RT/ΩSLL continues to increase, but Λout

NRT/ΩSLL decreases

until Λin
Σ

ΩSLL
= 2, when RT flows saturate the system, and there

is no remaining capacity for NRT flows. We did not include the
graphical representation of this case, due to its less importance
in comparison with Figs. 1 & 2 and due to space limitations.

TABLE II
SIMULATION PARAMETERS

In this paper, we have not considered finding analytic ex-
pressions for capacities, analytic expressions for delay perfor-
mances, or an analytic approach for prediction of the multiuser
diversity gain (see [61], [70], and [71] for some analytic eval-
uation of legacy designs in much simpler settings). Associated
analytic expressions could be research topics for future work.

VII. SIMULATION

We have developed a comprehensive simulation platform for
packet delay simulation for a single cell in MATLAB. The
platform incorporates correlated fading in time and frequency
with Rayleigh fading, shadowing, and path loss based on [72].
The total OFDMA bandwidth is 10 MHz divided into 20 sub-
channels, each subchannel consists of 20 subcarriers, each with
25-kHz span in frequency. We used 14 AMC levels (including
zero) for AMC table (represented by f in (1) in the system
model), which is the result of QPSK, 16-QAM, and 64-QAM
in conjunction with 14 code rates from 0.105 up to 0.801 [73].

A. SINR Distribution

We test the algorithm based on equal average SINR for all
flows. For saving time on wireless channel simulation, we used
a three-step method: First, we find a high-resolution SINR
distribution, resulting from large-scale fading. Second, one cell
is simulated by finding the SINRs from the aforementioned
SINR distribution. Third, we generate small-scale time and
frequency Rayleigh fading, independently for each flow, and
add the corresponding average SINRs (result of the large-scale
fading, drawn in the second step) to get the instantaneous SINR
[73]. Simulation parameters are summarized in Table II.

B. Simulation Assumptions

We tested the proposed joint RT and NRT flows packet
scheduling and RB allocation with three arrival scenarios, four
RT flows, four NRT flows, and a mixture of two RT flows
and two NRT flows. The assumption for delay requirements is
20 ms (or 20 frames) on RT flows. The arrival bit-rates are
proportional to [1, 2, 3, 4] according to the total load in
the system as Λin

1 = 1
10Λ

in
Σ ,Λ

in
2 = 2

10Λ
in
Σ ,Λin

3 = 3
10Λ

in
Σ , and

Λin
4 = 4

10Λ
in
Σ , where Λin

Σ is the total input bit-rate. Higher
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(lower) loads have the same input pattern, but with higher
(lower) total input bit-rate Λin

Σ . We investigated the output bit-
rate and the 99th percentile of the HOL delay cumulative distri-
bution function (CDF) versus total input bit-rate. The results
of complete separation of RT and NRT flows with EDF-PF,
MLWDF-PF, and EXP-PF are also produced for comparison.

To find the load range that covers interesting load regions,
we estimate the capacity of our OFDMA system based on the
0.3 portion of the highest AMC level on RBs. Based on this
estimation, we found a load coefficient range by multiplying
this capacity from 0.05 to 5. The interval [0.05, 5] was large
enough to cover all the interesting load situations.

We assume that the RT packets will be discarded, if their
deadlines are passed. We also use a finite-buffer assumption for
both RT and NRT flows, which is equal to 40 Mb. However,
the probability of overflow for RT flows is very low due to their
deadline timescale.

C. RT-Only and NRT-Only Traffic

For the proof of concept, we first test the algorithm with
either RT-only or NRT-only flows. We expect the proposed
algorithm to reduce to the channel aware version of EDF [see
(10)] for RT-only flows and PF for NRT-only flows. Note that, in
RT-only flows, finding the highest value from (12) with κ = 1 is
equivalent to finding the highest value from (10). We observed
that the proposed algorithm outperforms the baseline (which
is EDF for RT flows) in this case and releases the potential
increase in admissible bit-rates without any compromise in the
99th percentile of the HOL delay. Moreover, we also observed
that, irrespective of the load situation and link qualities, the
output bit-rates per flow are in the same order of the input
bit-rates. We also tested the proposed approach versus PF for
four NRT-only flows. In NRT-only experiment, we observed
that, in underload situation, the output bit-rates are proportional
to input bit-rates. However, in an overload situation, the flows
with better wireless links get more RBs, in compliance with the
expected bit-rate fairness. Figures for the RT-only experiment
and the NRT-only experiment are not included, due to their less
importance in comparison with mixed traffic.

D. Mixed-Traffic Experiment 1

We tested the algorithm in the mixed scenario of two RT
flows and two NRT flows. Flows 1 & 2 are RT, and flows 3 & 4
are NRT in the experiments. We tested the proposed approach
versus sequential EDF-PF in mixed traffic in experiment 1. The
output bit-rate per flow, the total output bit-rate of RT and NRT
flows, and the 99th percentile of the HOL delay are shown in
Figs. 3–5, respectively.

Discussion on Output Bit-Rate: Based on the analysis in
Section VI and since RT flows occupy

fRT =

∑
φ∈ΦRT

Λin
φ∑

φ∈Φ
Λin
φ

(51)

fraction (which is equal to 1+2
1+2+3+4 ) of the total input bit-

rate, the saturation of the system with RT flows (when there

Fig. 3. Flow-by-flow output bit-rates versus input bit-rate in mixed scenario,
in comparing EDF-PF (as the baseline) with the proposed algorithm.

Fig. 4. Sum RT and NRT output bit-rates versus input bit-rate in mixed
scenario, in comparing EDF-PF (as the baseline) with the proposed algorithm.

is only RT flows in the output) happens around normalized load
coefficient that is equal to 1

fRT
= 10

3 for the baseline (EDF-

PF). Note that the better estimate is ΩRT

ΩSLLfRT
. In addition, the

NRT output bit-rate at its highest point is around the normalized
load coefficient that is equal to 1 − fRT = 0.7. Fig. 4 verifies
the predicted results from Section VI. Due to the fact that
figures are crowded with plots, we inevitably used colored plots
(see the soft copy). The red lines indicate the total output bit-
rate of the RT flows. The blue lines indicate the total output
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Fig. 5. Ninety-ninth percentile of delay CDF versus input bit-rate in mixed
scenario in comparing EDF-PF (as the baseline) with the proposed algorithm.

bit-rate of the NRT flows. For both red and blue lines, the
solid lines belong to the baseline algorithm, and the dotted
lines belong to the proposed algorithm. The green lines are the
sum of the red and blue lines, which is equal to the server
capacity, in saturation regions. In the sat. I region, the NRT
output bit-rate decreases until RT flows saturate the OFDMA
server. When the system goes to the sat. II region (NRT flows
output is zero), the RT output (red line) is the same as the green
lines (sum of RT and NRT). As we anticipated, the framework
allows for potential increase in admissible bit-rates, which show
themselves as a gap between green lines. In the sat. I region,
the gain (gap) is due to the better exploitation of multiuser
diversity by the joint RT and NRT flows packet scheduling and
RB allocation in a common pool of RBs, in comparison with
the sequential approach. In the sat. II region, the sustained gain
is due to the channel awareness of the design, in comparison
with EDF. As discussed in Section VI, networks are designed
to operate in moderate saturation region (sat. I), where the
operator benefits from its investment efficiently, while clients
can have both RT and NRT flows. The joint approach enables
increasing the capacity of moderate saturation region (sat. I).

We note that the achieved gain (through exploiting higher
level of multiuser diversity) can be consumed (through modi-
fying the design parameters) over improving either output bit-
rates, delay performance, or fairness measures. This makes a
3-D tradeoff among efficiency, fairness, and performance of
fulfilling the requirements.

Discussion on Delay: Fig. 5 shows that the average of the
delay requirements of RT is not compromised in a significant
portion of the load situation. It is worth mentioning that based
on the range of the input load to the system, one algorithm po-
tentially can have better delay (or output bit-rate) performance
with respect to others, even in a single class of RT flows, or

a single class of NRT flows. We note that the stationary and
reliable delays are valid up to a fraction of the simulation time.
Since we run the simulation for 10 s, we took the first 2500
frames in delay as reliable delays (see Fig. 5). Beyond that, the
system is in overload situation, and delays are not stationary
and not reliable.

Capacity Dependence on the Load and on the Algorithm:
We observe that, for the sequential EDF-PF, the capacity of
the system at the SLL is equal to ΩSLL = 17.78 Mbps and
is larger than RTO saturation ΩRT = 16.14 Mbps. When the
system capacity allows having both RT and NRT in the output,
the multiuser diversity level is higher. Serving RT-only flows
with input bit-rate around the system capacity reduces the
opportunity to wait for better RBs, due to the RT flows’s delay
deadlines. This is when the queues start to build up and the
delays start to pass their deadlines constantly. Beyond this
point, to bear with the congested RT queues, the system pays
more attention to the delay than being more opportunistic. In
this overload situation, the multiuser diversity cannot be used
as much as before because of delay stress.

We also observed that, when delay deadlines of RT flows
become tighter, the increase in system capacity due to the
joint RT and NRT flows packet scheduling and RB allocation
vanishes. In other words, the tighter the delay deadlines, the
lesser the chances to wait for a good RB, thus reducing the
multiuser diversity. Note that, for the proposed algorithm, some
of the sophisticated effects in output bit-rate cannot be predicted
by the model in Section VI, namely, the nonlinearity and the
recurring increase in the total output bit-rate after the RTO
saturation in Fig. 4 (for the total output bit-rate versus total
input bit-rate). This is due to the unavoidable simplification in
the Section VI, including not considering the packet deletion
due to passed deadline, static separation assumption, and non-
linearity of AMC table versus SINR. Particularly, we think that
the recurring increase in the total output bit-rate after the RTO
saturation is due to the inevitable constant increase in the packet
loss ratio in sat. II, which lessens the delay deadlines stress. As
stated previously, sat. I is the most likely operational region.

E. Mixed-Traffic Experiment 2

To further test our proposed approach, we reproduced the
algorithms MLWDF-PF and EXP-PF (described in Section IV)
and compared the proposed algorithm against them. Figs. 6–8
show the flow-by-flow output bit-rates, the total output bit-rates,
and the delay performance, respectively, for the proposed ap-
proach against the baseline algorithm MLWDF-PF. In parallel,
Figs. 9–11 show the flow-by-flow output bit-rates, the total
output bit-rates, and the delay performance, respectively, for
the proposed approach against the baseline algorithm EXP-PF.
The same observations in Section VII-D are valid in comparing
the proposed joint approach against the baseline algorithms
MLWDF-PF and EXP-PF. The claimed gain is also observable
for the proposed approach in the sat. I region, in comparison
with both MLWDF-PF and EXP-PF, with comparable delay
performances. Nevertheless, we anticipate that, in a real net-
work with several flows with many heterogeneous delay dead-
lines and heterogeneous links, higher gain is possible, due to
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Fig. 6. Flow-by-flow output bit-rates versus input bit-rate in mixed scenario in
comparing MLWDF-PF (as the baseline) with the proposed algorithm.

Fig. 7. Sum RT and NRT output bit-rates versus input bit-rate in mixed sce-
nario in comparing MLWDF-PF (as the baseline) with the proposed algorithm.

higher level of potent multiuser diversity exploitable by the
proposed joint approach. Having evaluated various algorithms,
novel joint RT and NRT flow packet scheduling and RB allo-
cation algorithms that can change their core structure based on
the input load situation is also recommended for future work.

F. RB Utilization

Generally, channel RB utilization is the ratio of the consumed
RBs over the total available RBs in the OFDMA plane. In

Fig. 8. Ninety-ninth percentile of HOL delay CDF versus input bit-rate in
mixed scenario in comparing MLWDF-PF (as the baseline) with the proposed
algorithm.

Fig. 9. Flow-by-flow output bit-rates versus input bit-rate in mixed scenario in
comparing EXP-PF (as the baseline) with the proposed algorithm.

packet scheduling and RB allocation, when the number of bits
that are assigned to a certain RB is less than its capacity, it is
possible that an RB is partially filled. Therefore, we used two
measures for RB utilization: one that only considers the number
of RBs and one that accounts for the portion for which the RBs
are filled.

The first one, which is denoted by Unon−frag (called nonfrag-
mented utilization), is based on the number of consumed RBs
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Fig. 10. Sum RT and NRT output bit-rates versus input bit-rate in mixed
scenario in comparing EXP-PF (as the baseline) with the proposed algorithm.

Fig. 11. Ninety-ninth percentile of HOL delay CDF versus input bit-rate in
mixed scenario in comparing EXP-PF (as the baseline) with the proposed
algorithm.

over the total available RBs in the OFDMA plane, i.e.,

U
non−frag =

Nused

Ntotal
, (52)

where Nused is the number of used RBs, and Ntotal is the total
number of available RBs in a frame.

For the second one, since RBs can be filled partially, we
adjusted a novel RB utilization measure, which is denoted by
Ufrag (called fragmented utilization), as the average value of

Fig. 12. Channel RB utilization versus input bit-rate in comparing EDF-PF (as
the baseline) with the proposed algorithm.

the number of the transmitted bits on each RB over the capacity
of each RB defined by

U
frag =

1
Ntotal

Ntotal∑
n=1

Btx
n

Bcap
n

, (53)

where Btx
n is the number of transmitted bits on the nth RB,

Bcap
n is the capacity of the nth RB, and Ntotal is the total

number of RBs.
Fig. 12 shows the RB utilization versus the input bit-rate. The

nonfragmented utilization in the proposed approach is lower
than the baseline, although by a small margin. This observation
has been also reported in [22], where they used EXP. Inter-
estingly, it can be observed that fragmented utilization in the
proposed algorithm can use the whole capacity of the available
RBs, whereas the baseline algorithm is not able to achieve that.
This is due to the fact that the proposed algorithm uses the RBs
with a higher level of multiuser diversity in comparison with
the baseline algorithms.

G. Fairness Evaluation Through Jain’s Index

We also evaluated the Jain’s index of bit-rates and the Jain’s
index of the 99th percentile of the HOL delay. We observe that
the Jain’s index of the weighted NRT flows’ output bit-rates for
the load coefficient smaller than 1 (underload), the Jain’s index
of the NRT flows’ output bit-rates for the load coefficient larger
than 1 (overload), and the Jain’s index of the 99th percentile
of HOL delay for RT flows are in the range of 0.93–1 in
the proposed approach, depending on the input load situation.
This proves that NRT flows are treated bit-rate fair and RT
flows are treated delay fair. Note that, for the normalized input
load coefficient smaller than 1 (underload), since there is idle
capacity in the server and, more importantly, since the arrival
bit-rates are intentionally heterogeneous, the system serves the
NRT flows in accordance to their input bit-rates. Therefore, we
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used the weighted Jain’s index [74] for measuring the NRT
output bit-rate’s fairness, in underload, as

J
(
w1Λ

out
1 , . . . , w|Φ|Λ

out
|Φ|

)
=

(
|Φ|∑
φ=1

wφΛ
out
φ

)2

|Φ|
|Φ|∑
φ=1

(
wφΛout

φ

)2
(54)

which compensates the input bit-rate heterogeneity. The weights
are inversely proportional to the input arrival proportions, i.e.,

wφ=
Λin

Σ

Λin
φ

. However, in the overload region, the system should

ignore the input bit-rate heterogeneity and should provide the
service based on bit-rate fairness. The bit-rate fairness of the
NRT flows, in the overload region, is due to the structure in
(16), where the term�r̄

φ(r̄φ[k]) equalizes the output NRT flow’s
bit-rates. We used pure Jain’s index, or equivalently, wφ=1, in
this load situation to assess the bit-rate fairness.

Interestingly, the bit-rate fairness is also observable from
flow-by-flow output bit-rates, for example, in Fig. 3. In fact,
in the underload region, any arrival to the system (either RT
or NRT) will be served. In other words, the slope of each
red or blue lines is equal to their proportion in the arrival
(that is, 1

10 , 2
10 , 3

10 , and 4
10 ). The fairness is not interesting or

challenging in this underload situation. When the system goes
to saturation regions, the fairness enforcement kicks in. Now,
since the system is full, fairness governs the packet scheduling
and RB allocation. This is the underlying reason that the output
bit-rate of RT flows shows convergent property (see Fig. 3).
In fact, for φ = 2 (the one that has two tenths of the arrival
proportion), the output decreases until it reaches the output of
φ = 1 (the one that has one tenth of the arrival proportion).
The convergence of RT flows is because of fairness feature,
embedded in the structure.

We conclude this section by noting that the overall tradeoff
in the system design is a three-dimensional tradeoff, for each
QoS element (such as bit-rate or delay measure). The tradeoff is
among the efficiency of the QoS element (total sum over flows),
the fairness of the QoS element (over flows), and guaranteeing
the QoS element requirement.

VIII. CONCLUSION

We have developed a channel aware and delay aware frame-
work and designed appropriate disutilities for the joint RT
and NRT flows packet scheduling and RB allocation. The
choice of disutility functions results in sorting and making
the prioritization within a global set of RT and NRT flows.
Exploiting the inherent diversity, including time, frequency,
spatial, and multiuser diversity in a wireless system is a key
to improving its performance. Joint RT and NRT flows packet
scheduling and RB allocation exploits higher levels of multiuser
diversity, in comparison with the conventional approach. The
joint RT and NRT flows approach is particularly relevant in the
context of VoLTE. Wireless systems have been evolved from
circuit switching to all-IP packet switching (such as VoLTE).
Nevertheless, VoLTE is still implemented based on a sequential
approach. We envision the next enhancement step based on the
proposed joint approach.

The effectiveness of the proposed approach is validated by
extensive simulations. The simulations showed that the pro-
posed algorithm is able to exploit the potent intra- and interclass
multiuser diversity, as well as the heterogeneity of traffic in
time and among flows. This increases the effective system
capacity without significant compromise in delay performance.
It is worth highlighting that whenever there is heterogeneity in
the resources, including (but not limited to) multiuser diversity
or any large-scale or small-scale signal variation, the proposed
joint RT and NRT flows approach can offer higher performance,
in comparison with the sequential approach. We anticipate that
the increase in the heterogeneity of the requirements (when
there is heterogeneity in the resources) and/or the increase in the
number of wireless terminals increases the gain of the proposed
joint approach. We also observed that one fixed algorithm rule
is not likely to outperform in terms of output bit-rate and delay
performance over all the input loads. Accordingly, the design of
packet scheduling and the RB allocation rule that can change its
structure, depending on the input load situation, is suggested as
future work. The framework can be also extended to incorporate
other QoS vector elements, such as other statistics of the delay
measures, in the structure.

We have also developed a novel model and analyzed input–
output bit-rate behavior of the mixture of RT and NRT flows.
This model sheds light to the understanding of the system in a
simple and intuitive manner and elaborates on different capacity
definitions, capacity dependence on the input load, identifying
load regions (namely, underload region, two saturation regions),
and the general trends of the output bit-rate of RT and NRT flows.
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