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Abstract—5G new radio (NR) aims to facilitate new use cases in wireless communications. Some of these new use cases have highly demanding latency requirements; many of the powerful forward error correction (FEC) codes deployed in current systems, such as the turbo and low-density parity-check (LDPC) codes, do not perform well when the low-latency requirement does not allow iterative decoding. As such, there is a rejuvenated interest in non-iterative/one-shot decoding algorithms. Motivated by this, we propose a signal-to-noise ratio (SNR)-adaptive convolutionally coded system with optimized constellations designed specifically for a particular set of convolutional code parameters. Numerical results show that significant performance improvements in terms of bit-error-rate and spectral efficiency can be obtained compared to the traditional adaptive modulation and coding systems in low-latency communications.

I. INTRODUCTION

Minimizing error rates has been principal goal in wireless system design for decades. Infinite-length code blocks are commonly assumed in capacity calculation for any given transmission system and the invention of the capacity-approaching/achieving codes such as; turbo, LDPC and polar codes have been among the key developments in this field. However, NR has been introduced the low-latency use cases where different packet sizes, code rates and the robustness in performance against various fading effects are desired characteristics along with acceptable encoder/decoder complexity [1]. For instance, spatially coupled LDPC code has been developed for low-latency communications [2]; they are performed well at short-to-moderate packet sizes.

Constellation shaping is one of the popular radio access network (RAN) solution for capacity maximization which are based on either using non-uniformly located symbols (geometrical shaping) or non-equally probable symbols (probabilistic shaping) [3]. In the absence of optimization as a tool, most earlier constellation shaping works have been confined to cases in which the possible signal point locations were located on regular lattices [4] or which had other restrictive constraints. With the utilization of the optimization techniques, constellation shaping has increasingly been studied through the use of optimization techniques [5]–[7], and non-uniformly spaced constellations dedicated to different transmission models emerge in the wireless standards without any regular grid constraint. Interestingly, it was also proven that the usage of uniformly spaced constellations can cause suboptimal performance in HSPA, IEEE.802.11.a/g/n, DVB-T2 and DVB-S2 standards [8]. It is also shown that the capacity loss resulting from the conventional uniform quadrature amplitude modulation (QAM) constellations increases with larger SNR values over bit-interleaved coded modulation (BICM) cases [9]. The use of non-uniform constellations also emerges in video broadcasting standard, ATSC 3.0, which might be the first major broadcasting standard where non-uniform constellations are deployed [10], and has been proposed in 5G NR framework studies [11], [12].

Considering low-latency use cases with existing delay constraint and shorter block sizes in packet communications, a simple design along with robustness of various fading conditions appears as key objective starting from the rise of NR concept [13] where previously used capacity-approaching codes in the standards cannot tackle desired latency requirements due to iterative decoding process [14], [15]. For instance, the advantage of convolutional encoders over the capacity-approaching codes under strict delay constraint was presented in [16]. Furthermore, it was interestingly shown that even polar codes have became less preferable than convolutional encoders in particular packet size and system complexity requirements [17]. At this point, we aim to propose a framework which makes convolutional encoder more attractive for the use in mentioned low-latency use cases. Specifically, proposed convolutionally coded model offers the use of various SNR-adaptive optimized constellations which strengthens low-delay advantage of one-shot convolutional decoding with performance gain obtained from channel and encoder-based design over Nakagami-m channels.

The remainder of the paper is organized as follows: In Section II, a detailed description of the process for finding SNR-adaptive optimized irregular constellations is given. Then, Section III introduces SNR-adaptive convolutionally coded transmission model where optimized constellations for each SNR value are used and a new approach for constructing modulation and coding schemes along with those SNR-adaptive constellations is introduced. Section IV presents the performance enhancements in terms of spectral efficiency and decoding latency obtained from the proposed framework. Section V concludes on the findings.

II. IRREGULAR OPTIMIZED CONSTELLATIONS

Error performance analysis of convolutional encoder is mainly based on the generating function which is calculated from the state transition diagram of the encoder. In general, the all-zero sequences are assumed to be transmitted in the generating function calculation over quasi-regular (QR) cases;
however, many systems can be found to be irregular, especially when the encoders are paired with non-uniformly spaced constellations [18]. Motivated by the fact that being QR is not associated with either better or worse error performance, we first summarize the error performance calculation for the convolutional coder which enables search for optimized symbol locations without any predefined assumption on their locations over integer-valued Nakagami-\(m\) fading channels\(^2\).

A. Error bound over irregular constellation cases

Initial step for the calculation of upper bound on bit error rate (BER), \(P_b\), upper bound, via the product-state matrix technique is constructing the product-state matrix, \(S\) for a given encoder. Its particular entry of \(S, S_{(u,v),(\bar{u},\bar{v})}\), can be expressed as

\[
S_{(u,v),(\bar{u},\bar{v})} = \Pr (u \rightarrow \bar{u}|u) \sum_{n} p_n \I_{\bar{v}}(u \rightarrow \bar{v}) \D_{u,v,\bar{u},\bar{v}},
\]

where the summation in (1) is over all the possible \(n\) parallel transitions and \(\I\) is a dummy variable which disappears before the derived upper bound expression. \(\Pr (u \rightarrow \bar{u}|u)\) is the conditional probability of a transition from state \(u\) state \(\bar{u}\) given state \(u\), and \(\I_{\bar{v}}(i \rightarrow j)\) denotes the Hamming weight of the information sequence for the transition from \(i\) to \(j\), where \(i \in \{u, v\}\) and \(j \in \{\bar{u}, \bar{v}\}\) [20]. Herein, \(D_{u,v,\bar{u},\bar{v}}\) can be interpreted as the Chernoff bound for the probability of decoding the erroneous transition \(v \rightarrow \bar{v}\) rather than the correct one \(u \rightarrow \bar{u}\) under maximum likelihood (ML) decoding [21], and it can be formulated as [18]

\[
D_{u,v,\bar{u},\bar{v}} = (1 + \Omega|s + \bar{s}|^2/(4N_0m))^\gamma - m,
\]

with \(s, \bar{s} \in \chi(m, \gamma)\) for integer-valued Nakagami-\(m\) fading scenarios and \(N_0\) is noise variance. Hence, \(m\) is the fading parameter, \(\Omega\) is the average fading power, and \(\chi(m, \gamma)\) denotes the constellation used for given \(m\) and the average received SNR value, \(\gamma\). After obtaining each entry of \(S\) based on (1) and suitable ordering the product-states based on their classifications [19], \(S\) can be written in the form of [21]

\[
S = \begin{bmatrix} S_{GG} & S_{GB} \\ S_{BG} & S_{BB} \end{bmatrix},
\]

then, generating function, \(T(D,I)\), can be formulated as [21]

\[
P_b \leq \frac{1}{M} \left| \frac{\partial}{\partial z} \right| T \left[ S_{GG} 1 + (1^T S_{GB})^T (I - S_{BB})^{-1} S_{BG} \right]_{z=1} \left| I - S_{BB} \right|
\]

\[
(4)
\]

where \(1\) and \(I\) denote the unity and identity matrices, respectively.

B. Particle swarm optimization

In order to determine symbol points locations which give the optimal performance for a given set of system parameters \((m, \gamma)\), the optimizer uses an metaheuristic evolutionary technique which is based on swarm intelligence. Particle swarm optimization (PSO) technique is chosen in this study because of its less computational load and fewer tuning parameters as compared to other evolutionary algorithms. The PSO already prefered in implementing the optimization framework in wireless systems, for instance the radio planning algorithm in the long term evolution (LTE) systems [22].

The PSO optimizer requires the following parameters before going through the constellation search: the fading parameter \(m\), the average fading power \(\Omega\), the modulation order \(M\), the swarm size \(P\), and optimizer parameters \(r_1, r_2, w, \text{ and } N_{iter}\). After initializing the positions of \(P\) particles, \(x_0\), and their velocities, \(v_0\), the fitness value of each particle is calculated from (4).

Then, the best value of the swarm, \(g_p\), which is the one giving the minimum value of \(P_b\), is calculated. The velocities and positions of the particles are updated as follows:

\[
x_i^n = x_i^{n-1} + v_i^n
\]

(5a)

\[
v_i^n = v_i^{n-1} + r_1 c_1 (g_p^{n-1} - x_i^{n-1}) + r_2 c_2 (x_{gb}^{n-1} - x_i^{n-1})
\]

(5b)

Calculations of (4) are carried out by considering these updated values and the ones giving the lowest \(P_b\) values are kept as the updated particles. At the end of \(N\)th iteration, the \(x_i^{N,iter}\) yields to the optimized irregular constellation, \(\chi(m, \gamma)\). The used parameters for constellation search can be found in [23].

Throughout the search for symbol point locations, the following constraint on the symbol point locations is only taken into account, which guarantees the average transmitted symbol energy cannot exceed the average energy constraint, \(E_s\); it is given by.

\[
\frac{1}{M} \sum_{i=0}^{M-1} |s_i|^2 < E_s, \quad s_i \in \mathbb{C}, \forall i.
\]

(6)

Since the optimized constellations \(\chi(m, \gamma)\) vary depending on \((\gamma, m)\) and the encoder properties, each constellation need to be stored along with a label of corresponding \(\gamma\) and \(m\) values for future use in the transmission. By this way, an appropriate \(\chi(m, \gamma)\) can be used in the transmitter based on the channel information from the receiver when transmission occurs in a given convolutionally coded scenario.

C. SNR-adaptive irregular constellations

Before the mathematical proof presented in [24], the regular simplex constellations were considered as the unique constellation choice which maximize the minimum distance for a given constellation [25] for uncoded scenarios. Then, it was proven that one constellation might not be optimal for all SNR values. With the inspiration from uncoded scenarios, the examples of deploying multiple constellations which vary based on received statistics can be seen recent communication standards such as ATSC 3.0 digital video broadcasting standard [10] and fiber-optical communications [7].

Since the proposed model aims the robustness against varying channel conditions, the optimizer requires to perform its search for optimized constellations, \(\chi(m, \gamma)\) for a given \(m\) parameter and chosen \(\gamma\) values in a given interval \(\gamma \in [\gamma_l, \gamma_u]\) along with implicitly considering encoder type and puncturing pattern if it exists. Meanwhile, a set of optimized constellations, \(\chi(m, \gamma)\) for different values of \((\gamma, m)\) is kept in look-up tables for future-use as illustrated in Fig. 1.
III. SYSTEM MODEL

A. SNR-adaptive convolutionally coded transmission

Basically, the SNR-adaptive convolutionally coded transmission model is given in Fig. 1. The information bits belonged by lth frame \( b_l = [b_{l,1}, \ldots, b_{l,N_b}] \) are encoded (one frame has \( N_b \) information bits) and the encoded bits, \( c_l = [c_{l,1}, \ldots, c_{l,N_c}] \), are fed to the bit-to-symbol mapper in which transmitting symbols with a length of \( l \) bits belonged by \( c_l \), are assigned from \( \chi(m, \gamma) \). The fading coefficients of the channel for lth frame, \( h_l = [h_{l,1}, \ldots, h_{l,N_h}] \), is modeled by frequency non-selective Nakagami-\( m \) fast fading model with a shaping parameter \( m \) and an average fading power \( \Omega \). Then, the received signal for the lth symbol in the lth frame can be written as

\[
r_{l,i} = h_{l,i} s_{l,i} + n_{l,i},
\]

where \( n_{l,i} \) is the additive white Gaussian noise (AWGN) sample with zero-mean and \( N_0/2 \) variance per dimension, \( s_{l,i} \in \chi(m, \gamma) \) where the average received SNR can be explicitly defined as \( \gamma = \Omega E_s/N_0 \). Here, \( E_s \) denotes the average symbol energy of \( \chi(m, \gamma) \) and \( \Omega \) can interpreted as the path-loss term. Note that we assume that the channel coefficient stays constant during one symbol transmission and that each symbol is exposed to a different fading coefficient. In the receiver side, soft-decision Viterbi decoding is used by assuming that the perfect channel state information (CSI) and corresponding constellation, \( \chi(m, \gamma) \), are known throughout the decoding process.

B. New approach for constructing MCSs

Most existing modulation and coding schemes (MCSs) are based on deploying a limited number of constellations compared to total number of available MCSs. For instance, there are 15 different modulation order and coding rate pairs where only 3 different constellations, which are M-QAM constellations for \( M = \{4, 16, 64\} \), are used in LTE systems and the one yielding the best throughput performance under the certain block error rate threshold is selected during the transmission [26]. While increasing available MCS options brings considerable cost in computing and storage ability, higher number of MCSs can be seen in more advanced systems, as in transmission protocols with hybrid automated request (HARQ) where 27 MCS options are available [27].
\( m = 4 \), and \( m \to \infty \) (AWGN) by using the formula [29], which is

\[
SE = \log_2(M) \left( 1 - (1 - P_b)^{N_b} \right) R. \tag{8}
\]

By choosing the outer curves for each pair of SE curves, considerable spectral efficiency increase can be obtained by using the proposed scheme. The variations in symbol point locations with respect to \( m \) and \( \gamma \) can be easily seen in Table II.

Now, the performance evaluation of convolutionally coded SNR-adaptive transmission model is represented by comparing it with LDPC coded scenario where a LDPC encoder used in DVB-S2 and 802.16e standard is employed [30]. To sustain the original simulation platform in mentioned standard, \( N_b \) is chosen as 19200 bits and 64-QAM constellation is used for SNR-independent cases over Rayleigh and AWGN channels. It can be seen from Fig. 4 that SNR-adaptive transmission model perform better than LDPC coded until four decoding iterations \((Q = 4)\) over AWGN channels and considering its implementation complexity and decoding latency, SNR-adaptive transmission model can offer an alternative solution for low latency and low complexity communications. For Rayleigh cases, the superiority of LDPC coded transmission has been disappeared; then, fading parameter and average SNR-based convolutionally coded transmission outperform for each decoder iteration considered herein.

B. Decoding latency improvement

Latency can be defined as the time interval from the moment the information sent from the transmitter to the completion of decoding process. Then, decoding latency can be obtained by excluding encoding time and channel delay from overall latency. In Fig. 5, the required \( \gamma \) values to obtain different threshold BER values for MCS-3 are plotted as a function of decoding latency in order to represent the advantage of the proposed SNR-adaptive transmission model in terms of decoding latency. For measuring the decoding latency, the window-length of back-search limit in Viterbi decoder, \( \tau \), is selected for all mentioned cases [16]. The depicted curves show that the use of SNR-adaptive irregular constellation also brings a considerable advantage from decoding latency. It can be seen that the proposed SNR-adaptive framework can offer lower decoding delays under the same required \( \gamma \) to reach the same BER target value, which are at least several hundreds bits of lower decoding delays for given cases.

![Fig. 3: Spectral efficiency comparison with different rates: SNR-adaptive optimized constellations vs. SNR-independent conventional \( M \)-QAM.](image)

![Fig. 5: The decoding latency comparison of convolutionally coded SNR-independent and SNR-adaptive transmission.](image)
TABLE II: Optimized irregular constellations $\chi(m,\gamma)$ for 16-ary signaling cases for $\Omega = 1$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\overline{\gamma}$ dB</th>
<th>$\chi(1,\overline{\gamma})$</th>
<th>$\chi(2,\overline{\gamma})$</th>
<th>$\chi(3,\overline{\gamma})$</th>
<th>$\chi(4,\overline{\gamma})$</th>
<th>$\chi(5,\overline{\gamma})$</th>
<th>$\chi(6,\overline{\gamma})$</th>
<th>$\chi(7,\overline{\gamma})$</th>
<th>$\chi(8,\overline{\gamma})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>2</td>
<td>$-0.5714$</td>
<td>$-0.5714$</td>
<td>$-0.5714$</td>
<td>$-0.5714$</td>
<td>$-0.5714$</td>
<td>$-0.5714$</td>
<td>$-0.5714$</td>
<td>$-0.5714$</td>
<td>$-0.5714$</td>
</tr>
<tr>
<td>3</td>
<td>$-1.1429$</td>
<td>$-1.1429$</td>
<td>$-1.1429$</td>
<td>$-1.1429$</td>
<td>$-1.1429$</td>
<td>$-1.1429$</td>
<td>$-1.1429$</td>
<td>$-1.1429$</td>
<td>$-1.1429$</td>
</tr>
<tr>
<td>4</td>
<td>$-1.7143$</td>
<td>$-1.7143$</td>
<td>$-1.7143$</td>
<td>$-1.7143$</td>
<td>$-1.7143$</td>
<td>$-1.7143$</td>
<td>$-1.7143$</td>
<td>$-1.7143$</td>
<td>$-1.7143$</td>
</tr>
<tr>
<td>5</td>
<td>$-2.2857$</td>
<td>$-2.2857$</td>
<td>$-2.2857$</td>
<td>$-2.2857$</td>
<td>$-2.2857$</td>
<td>$-2.2857$</td>
<td>$-2.2857$</td>
<td>$-2.2857$</td>
<td>$-2.2857$</td>
</tr>
<tr>
<td>8</td>
<td>$-4.0000$</td>
<td>$-4.0000$</td>
<td>$-4.0000$</td>
<td>$-4.0000$</td>
<td>$-4.0000$</td>
<td>$-4.0000$</td>
<td>$-4.0000$</td>
<td>$-4.0000$</td>
<td>$-4.0000$</td>
</tr>
</tbody>
</table>

V. CONCLUSION

Non-iterative/one shot-decoding characteristic and superiority performance under the certain decoding latency constraints motivate the use of convolutional encoders in some 5G use cases where low-latency communication and design complexity are the key criteria. Encouraged from this motivation, convolutionally coded SNR-adaptive transmission model is proposed and in this adaptive construction, the symbol locations vary with the received average SNR, channel characteristics, as well as the encoder properties. From this perspective, the proposed scheme allows working with different optimized constellations even for that selected coding rate and the modulation order stay the same, meanwhile it requires perfect knowledge of average link SNR and used constellation both transmitter and receiver. Under the assumption of perfect knowledge of them, it has been observed that considerable gains can be obtained with higher modulation order and spectral efficiency gains can be found in the order of $0.5$ to $2.5$ dB depending on the modulation level and channel characteristics.
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