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Abstract—In practical Wireless Sensor Networks (WSNs)
the main mechanism for link level data exchange is through
handshaking. To maximize the network lifetime, transmission
power levels for both data and acknowledgement (ACK) packets
should be selected optimally. If the highest transmission power
level is selected then handshake failure is minimized, however,
minimizing handshake failure does not necessarily result in the
maximized lifetime due to the fact that for some links selection of
the maximum transmission power may not be necessary. In this
study we investigate the impact of optimal transmission power
assignment for data and ACK packets on network lifetime in
WSNs. We built a novel family of mathematical programming
formulations to accurately model the energy dissipation in WSNs
under practical assumptions by considering a wide range of
energy dissipation mechanisms. We also investigate the validity
of a commonly made assumption in wireless communication and
networking research: lossless feedback channel (i.e., ACK packets
never fail). Our results show that the global optimal assignment
of data and ACK packets can be replaced with link scope power
level assignment strategies without any significant deterioration
of network lifetime. The assumption that ACK packets do not
fail is shown to be misleading.

Index Terms—wireless sensor networks, mathematical pro-
gramming, network lifetime, log-normal shadowing, transmission
power control, discrete power levels, energy efficiency.

I. INTRODUCTION

W IRELESS Sensor Networks (WSNs) is envisioned to
be a major enabling technology for Internet of Things

(IoT) paradigm [1]. In WSNs, to maximize network lifetime,
sensor nodes are required to cooperate in forwarding data
towards the base station. Indeed, sensor nodes should dissipate
their energy in a balanced fashion so that premature death
of any sensor due to over-utilization of its battery energy is
avoided, hence, the lifetime of the WSN is maximized [2]–
[5]. To achieve energy balancing several decisions should be
made optimally which include the amount of data flow and
transmission power levels employed on each link.

In many studies on lifetime maximization of WSNs, several
simplifying assumptions (e.g., a capability for performing
power adjustments on a continuous range, lossless channel,
perfect feedback channel, unlimited bandwidth) are made to
abstract the actual phenomena without creating too compli-
cated models [5]–[7]. However, it is known that in practical
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settings power level assignment is limited to a discrete set of
values, the channel used in WSNs is prone to packet errors,
the acknowledgement (ACK) packets are also subject to bit
errors, and channel bandwidth is finite. Therefore, incorpo-
rating aforementioned mechanisms into network models and
investigating their effects on network lifetime are necessary
for better understanding the trade-offs involved.

Acknowledgement packets are used over end-to-end paths
in the transport layer [8]. For example, well-known Trans-
mission Control Protocol (TCP) uses various forms of ac-
knowledgements (e.g., selective ACK, cumulative ACK) [9].
However, in this paper, we do not investigate transport layer
handshaking. Our focus is on link layer handshaking. All
widely used wireless link layer communication standards
(e.g., IEEE 802.11 [10], IEEE 802.15.4 [11]) define link
level handshaking mechanisms (i.e., data packets are replied
with ACK packets) for information exchange. For example,
IEEE 802.15.4 is a widely utilized standard for WSN link layer
which uses link layer ACK packets for reliable information
exchange between sensor nodes [12]. It is worth mentioning
that transport layer ACK packets and link layer ACK packets
have complementary functionalities. Link layer ACKs enable
faster reaction to link layer packet losses when compared to
transport layer ACKs. On the other hand transport layer ACKs
are instrumental in congestion control while link layer ACKs
are not generally used for this purpose. Nevertheless, existence
of handshaking mechanisms in different layers of the network
stack is not a redundancy, instead, it is a design decision made
for overall system optimization [13].

In this paper, we present a novel family of mathematical
programming formulations to maximize WSN lifetime by em-
ploying accurate and realistic energy dissipation models. Each
of these formulations is created to model a specific data/ACK
transmission strategy for maximizing WSN lifetime. In fact,
most of the strategies are based on the fundamental ideas used
to design prominent transmission control approaches proposed
in the literature.

Our work presents a framework which enables us to quantify
the impact and to make a systematic comparison of various
joint data and ACK packet transmission power assignment
strategies. More precisely stated, our objective is to seek
answers to the following research questions:

1) How can we incorporate data and ACK packet errors
into a mathematical programming framework with an
objective of lifetime maximization?

2) Is it possible to solve such a mathematical program in
polynomial time without creating significant approxima-
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tion errors?
3) Should we consider data and ACK packet transmission

levels as global decision variables?
4) What is the extent of lifetime decrease if data and ACK

transmission decisions are made considering only each
link at a time?

5) Can we use the same optimized transmission power level
for both data and ACK packets on each link?

6) Is it a good strategy to utilize only the highest transmis-
sion power level for ACK packets?

7) What are the effects of the assumption that ACK packets
are always error-free?

The rest of the paper is organized as follows. An overview
of the related work is presented in Section II. Our system
model is elaborated in Section III. We construct and describe
the mathematical programming framework in Section IV.
Numerical analysis to explore the parameter space and to
compare the performance of the proposed strategies are given
in Section V. A discussion on the assumptions, strategies,
practical aspects, and implications of our results is presented
in Section VI. Section VII provides our concluding remarks.

II. RELATED WORK

Transmission power control in WSNs is a topic that has
been studied extensively in the literature [14], [15]. In [15], an
overview on power management and classification of transmis-
sion power control approaches in WSNs is presented. Trans-
mission power control approaches in WSNs can be categorized
into three major groups: network level [16], node level [17],
[18], and link level [14], [19]–[22] strategies. In network level
strategies, the whole network uses a single transmission power
level. In node level strategies, each node uses a single optimal
transmission power level for transmitting to its neighbors. In
link level strategies, transmission power level for each link is
optimized. In fact, most of the recent studies on WSN lifetime
maximization through transmission power control employ link
level strategies. Referring the audience for the wide scope
literature review on transmission power control in WSNs
to [15], we will present an overview of recent developments
on network lifetime maximization in WSNs through link level
transmission power control strategies.

One of the earliest and most prominent studies on link level
transmission power control in WSNs is [14], where a trans-
mission power control algorithm that monitors individual link
quality through close loop feedback is developed. It is shown
that the overhead created by the algorithm is low through
extensive testbed experiments. Furthermore, the superiority of
link level transmission power control approach over node level
and network level approaches is shown in terms of energy
efficiency. In [19], a transmission power control scheme for
improving the energy efficiency of WSNs is proposed. In this
scheme, the minimum transmission power level is used for
data transmission on each link that ensures a predetermined
target packet error probability whereas control packets (i.e.,
ACK packets) are transmitted using the maximum power
level. A theoretical analysis of transmission power control
employing the channel feedback obtained from the ACK and

NACK (Negative ACK) packets only is presented in [20].
The channel is modeled as a finite state Markov channel
and a dynamic programming solution for the finite horizon
transmission power control problem is proposed. In [21],
joint design of routing and transmission power assignment
is investigated for increasing both end-to-end reliability and
energy efficiency. Nodes adjust their transmission power levels
to ensure that end-to-end packet delivery ratio is above a
predetermined threshold. In [22], an approach to continuously
monitor link quality for multiple transmission power levels is
proposed which enables the selection of lowest transmission
power level that achieves the target reliability level.

Although, various transmission power assignment strategies
have been proposed for prolonging WSN lifetime, the net
impact of the joint data and ACK packet transmission power
assignment on WSN lifetime remains unclear. To facilitate
such an analysis, utilization of a detailed and accurate link
layer model is necessary. There have been many link layer
models proposed in the literature for WSNs. Among all
these models Heinzelman-Chandrakasan-Balakrishnan (HCB)
energy model for data transmission and reception has been
the most widely utilized model and it has affected almost
all aspects of WSN research for more than a decade in a
profound manner [2]. In the HCB model, transmission power
can be adjusted in a continuum depending on the distance
between the transmitter and the receiver. Note that in the HCB
model, the energy cost of electronics is also accounted for
both in transmission and reception. The HCB model is an
excellent abstraction to hide the complexity of MAC (Medium
Access Control) and physical layers for researchers interested
in higher layer systems aspects of WSNs. Yet, more detailed
radio propagation and transmission energy models are needed
when investigating MAC and physical layer mechanisms of
WSNs for lifetime maximization. There have been several
studies to improve the HCB model to obtain more accurate
energy dissipation characteristics [23], [24].

In quest for more accurate radio propagation and com-
munication energy dissipation models, abstractions based on
empirical data obtained by using WSN testbeds as opposed to
analytical models have attracted wide attention in the literature
[25]–[27]. A review of radio propagation models proposed
specifically for WSNs is presented in [28].

The literature on mathematical programming based model-
ing and analysis of WSNs is extensive and has grown rapidly
in recent years. Providing a comprehensive overview of the
published research on modeling WSNs through mathematical
programming is beyond the scope of our work. We refer
interested readers to the recent reviews on this topic [29],
[30]. However, we will provide a brief overview of literature
on mathematical programming based analysis of WSNs which
are most related to our study. Indeed, studies on transmission
power optimization in WSNs through mathematical program-
ming can be categorized into two broad groups: (i) studies with
continuous transmission power assumption and (ii) studies
with discrete transmission power levels assumption. In the first
group, WSN lifetime maximization problem is investigated by
considering variable transmission power assignment to each
link in the network and transmission power levels are assumed
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to be adjusted in a continuum [5], [7], [31]–[33]. In the second
group, transmission power optimization for WSN lifetime
maximization is investigated by using discrete transmission
power levels [24], [34], [35]. However, all of the afore-
mentioned studies failed to model the complete handshaking
mechanism. Therefore, the effects of energy dissipation on
ACK packets and the effects of ACK transmission power
optimization have not been investigated in the literature on
mathematical programming based modeling and analysis of
WSNs.

When compared to the existing body of work on WSN
network lifetime maximization in literature, one of the novel
aspects of our study is that we created a mathematical
programming framework by using an experimentally verified
accurate radio propagation and channel model whereas most of
the studies investigating WSN lifetime maximization are based
on idealized models (e.g., unit disc model). The abstractions
we incorporate into our framework encompass a large set
of factors affecting the network lifetime as opposed to the
minimalist models based on over simplified assumptions.
Furthermore, we analyze the effects of transmission power
control strategies for data and ACK packet exchange (i.e.,
two-way handshake) mechanism on WSN lifetime which has
not been systematically investigated in the literature before.
Our results show that for maximization of WSN lifetime,
optimizing the transmission power levels of both data and
ACK packets are of utmost importance, hence, the research
questions we posed in Section I are important. Since these
research questions have not been investigated in the WSN
literature, the answers we provide to them are our novel
contributions. The presented optimization framework can be
reused with minor modifications for investigating many other
WSN related research questions.

We also made theoretical contributions to the WSN lit-
erature. We determined an upper bound on the maximum
difference between the exact and LP-relaxed solutions of the
optimization problem we constructed and provided the proof
of the bound. Furthermore, we investigated the validity of the
perfect feedback assumption in link level handshaking which
is a commonly made assumption in many theoretical papers
on transmission power control in WSNs.

III. SYSTEM MODEL

In this section, we present an overview of our system model,
state our assumptions, and present the link layer model used
in constructing the mathematical programming framework.

A. Overview

We consider a WSN consisting of a base station and
multiple sensor nodes (i.e., NN sensor nodes) deployed over
a sensing area to collect data from the environment. Sensor
nodes convey their generated data to the base station either
directly or via other sensor nodes acting as relays. Time is
organized into rounds (Trnd = 60 s) and any sensor node-i
generates si number of data packets at each round.

Data exchange between any two node pair is achieved
through a two-way handshake mechanism. For a successful

handshake operation both data and ACK packets should be
received error free by the intended recipients. Transmission
power levels for both data and ACK packets can be chosen
from a finite set of discrete power levels (i.e., lmax = 26 power
levels are available).

Adopting a suitable definition of the lifetime in a WSN
lifetime optimization problem is of utmost importance. The
most commonly utilized lifetime definition in WSN lifetime
optimization studies [5], [29], [30] is that the network lifetime
is the duration between the time network starts operating and
the time when the first sensor node in the network exhausts
all its energy. If the aforementioned lifetime definition is
employed naively then some of the sensor nodes can run out
of their energies while the others are left with high levels
of battery energy. Therefore, this definition of lifetime cannot
capture the energy efficiency of a particular strategy. However,
if the optimization problem is cast as a MaXMiN problem
as we do in this study (i.e., maximize the lifetime of the
minimum lifetime node), then all nodes collaborate to avoid
the premature death of any individual node by network-wide
sharing of the data forwarding burden in a balanced fashion.
Therefore, the lifetime definition we adopted in this study is a
metric that sufficiently characterizes the energy efficiency of
the investigated strategies. To maximize the network lifetime
the variables that are to be optimized are data and ACK packet
transmission power levels on each link and the amount of data
flowing for the particular selection of data and ACK packet
transmission levels.

B. Assumptions
In our framework, we make the following assumptions:
• The network consists of stationary nodes (both sensor

nodes and the base station).
• In our framework, the amount of data flowing on each

link is optimized in a centralized manner. Furthermore,
TDMA time slots allocation is also assumed to be done in
a centralized manner. Therefore, we assume that the base
station has the complete topology information. However,
except for two power level assignment strategies (Global
Power Level Decisions strategy and Global Power Level
Decisions with Single Power Level Assignment strategy),
power level assignments are determined by the nodes
themselves. The base station has the complete topology
information (e.g., path losses on each link) and suffi-
ciently high processing and energy resources to perform
the necessary computation for data flow planning in a
centralized manner.

• All nodes are roughly time synchronized. There are many
synchronization protocols designed specifically for WSNs
with virtually no overhead and satisfactory synchroniza-
tion performance [36].

• Network reorganization period for a typical WSN is suf-
ficiently long [3], therefore, the energy costs of topology
discovery and route creation operations constitute a small
fraction (e.g., less than 1.0% [37]) of the total network
energy dissipation. Therefore, control overhead can be
neglected without leading to significant underestimation
of total energy dissipation.
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• A TDMA-based MAC layer is in operation which miti-
gates interference between active links through a time-slot
assignment algorithm which outputs a conflict-free trans-
mission schedule. A combinatorial interference model
can be used to model interference, and the scheduling
constraints can then be modeled by a conflict graph.
In [38], it is shown that such an algorithm is possi-
ble hence collision free communication is achieved if
sufficient bandwidth requirements are satisfied. In fact,
in our model, we use the sufficient condition presented
in [38]. Furthermore, it is also possible to reduce data
packet collisions to negligible levels in practical MAC
protocols designed with a dynamic TDMA approach [39].
TDMA-based channel access is also necessary to avoid
overhearing.

• Path loss for each link can be measured by a closed loop
power control mechanism [14] and we assume that such
a mechanism is in effect for our system.

• Generated data packets at sensor nodes are treated as
atomic data units that cannot be fragmented or aggregated
at any relay node.

C. Link Layer Model
We utilize Mica2 motes’ energy dissipation characteristics

in constructing our energy model. Mica2 motes [19], which
have arguably been the most heavily utilized workhorse of the
experimental WSN research, consist of an Atmel Atmega 128L
processor and Chipcon CC1000 radio. Power consumption of
the transceiver and the corresponding output antenna power
for Mica2 motes are presented in Table I. Power consumption
for transmission at power level-l is denoted as P crctx (l) and the
output antenna power at power level-l is denoted as P anttx (l)
(varies between -20 dBm and 5 dBm). The set of power levels
is denoted as SL. Power consumption for reception is constant
and denoted as P crcrx = 35.4 mW.

At each round every node dissipates a certain amount of
energy for data acquisition (EDA = 600 µJ) and generates the
same amount of processed data to be conveyed to the base sta-
tion (e.g., each sensor node generates one 256 Byte data packet
at each 60 s round). Energy dissipation for data acquisition is
obtained by multiplying the power for running the processor
and the sensor board in active mode (PDA = 30 mW) [40]
and the total data acquisition and processing time (TDA =
20 ms).

Data and ACK packet lengths are denoted as MP and
MA, respectively. Data transmission between a transmitter
and receiver pair takes place at a single time slot which has
a predetermined time. Perfect synchronization between any
transmitter/receiver pair is not achievable, thus, in practical
protocol implementations guard times are used at the start
and end of a data slot [41]. There are many synchronization
protocols designed specifically for WSNs with virtually no
overhead and satisfactory synchronization performance [36].
For example, timing-sync protocol uses piggybacking for
synchronization [42], which is reported to have an average
synchronization error of 16.9 µs and a worst case error of
44 µs. Thus, we choose the guard time to be Tgrd = 100 µs,
which is roughly twice the maximum synchronization error.

The time interval between the completion of the data packet
transmission at the source node and the beginning of the
ACK packet receipt which includes various delay terms (e.g.,
propagation delay) is modeled by Trsp (500 µs). To account
for all of the aforementioned terms, the slot time is found as
Tslot = [2× Tgrd + Ttx(MP ) + Trsp + Ttx(MA)] = 115 ms
for MP = 256 Bytes and MA = 20 Bytes, where Ttx(MP )
and Ttx(MA) are the durations of data and ACK packets,
respectively, which are obtained by dividing the number of
bits to the channel data rate (ξ = 19.2 Kbps) [43].

In wireless communications, the reliability of a link depends
on the quality of the channel (including the severity of path
loss) as well as the physical layer parameters (such as modula-
tion and encoding types). In WSNs, the path loss model with
a distance dependent attenuation and log-normal shadowing
is shown to provide a realistic assessment of communication
characteristics of WSN nodes in practice [26]. Therefore, we
adopt this model and utilize the parameters presented in [26]
to incorporate the propagation effects.

The path loss in a link-(i, j), Υij , is given as [28]

Υij[dB] = Υ0[dB] + 10nlog10(dij/d0) +Xσ [dB], (1)

where dij is the distance between transmitter and receiver, d0
is a reference distance, Υ0 is the path loss at the reference
distance, n is the path loss exponent (rate at which signal
decays), and Xσ is a Gaussian random variable with mean
0 dB standard deviation σ dB capturing the shadowing effects.
We adopt the parameter values provided for Mica2 motes as
n = 4, σ = 4 dB, d0 = 1 m, and Υ0 = 55 dB [26]. Antenna
gains are assumed to be included in the model as part of the
Υ0 (a quarter wave monopole antenna with an antenna gain
of 5.19 dBi [44] is assumed to be employed). The received
signal power due to a transmission at power level-l over the
link-(i, j) is denoted as P antrx,ij(l) and it can be obtained as

P antrx,ij(l)[dBm] = P anttx (l)[dBm]−Υij[dB]. (2)

In Mica2 motes, NRZ (Non-Return-to-Zero) encoding and
non-coherent FSK (Frequency Shift Keying) modulation is
used. The noise power (Pn) is -115 dBm at the temperature of

TABLE I: Transmission power consumption (P crctx (l) in mW)
and output antenna power (P anttx (l) in mW) at each power level
(l) for the Mica2 motes equipped with CC1000 for different
power levels (l) [19].

l P crc
tx (l) Pant

tx (l) l P crc
tx (l) Pant

tx (l)

1 (lmin) 25.8 0.0100 14 32.4 0.1995
2 26.4 0.0126 15 33.3 0.2512
3 27.0 0.0158 16 41.4 0.3162
4 27.1 0.0200 17 43.5 0.3981
5 27.3 0.0251 18 43.6 0.5012
6 27.8 0.0316 19 45.3 0.6310
7 27.9 0.0398 20 47.4 0.7943
8 28.5 0.0501 21 50.4 1.0000
9 29.1 0.0631 22 51.6 1.2589

10 29.7 0.0794 23 55.5 1.5849
11 30.3 0.1000 24 57.6 1.9953
12 31.2 0.1259 25 63.9 2.5119
13 31.8 0.1585 26 (lmax) 76.2 3.1623
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300 Kelvin for Mica2 motes [26]. The expression for signal-
to-noise ratio (SNR) is given as follows:

ψij(l)[dB] = P antrx,ij(l)[dBm]− Pn[dBm]. (3)

Hence, the probability of a successful packet reception [26]
of a ϕ-Byte packet transmitted at power level-l over the link-
(i, j) is

psij(l, ϕ) =

(
1− 1

2
exp

(
−ψij(l)

2

1

0.64

))8ϕ

(4)

and failure probability is

pfij(l, ϕ) = 1− psij(l, ϕ). (5)

A successful handshake is performed if both data and ACK
packets are received without errors by the intended recipients.
There are two possible cases for an unsuccessful handshake.
First, the data packet can be received without any errors but
the ACK packet may fail. Second, the data packet may not
be received error-free in which case no ACK packet is sent to
the transmitter. In such cases, the handshake must be repeated
which leads to extra energy dissipation.

Even if the transmitted data packet cannot be received by the
destination due to bit errors, the amount of energy dissipated
by the transmitter is the same with the case of a successful
reception because the transmitter has to listen to the ACK
packet. Note that in CC1000 radios there is no difference in
energy dissipation for actual data reception or idle listening.
The lack of an ACK packet in response to the data packet
transmission indicates a packet loss.

The probability of a successful handshake when the data
packet is transmitted at power level-l and acknowledged at
power level-k over the link-(i, j) is

pHS,sij (l, k) = psij(l,MP )× psji(k,MA), (6)

provided that P antrx,ij(l) ≥ Psns and P antrx,ji(k) ≥ Psns.
Otherwise (i.e., P antrx,ij(l) < Psns and P antrx,ji(k) < Psns),
pHS,sij (l, k) = 0 where Psns denotes the reception sensitivity
of the Mica2 motes (Psns = -102 dBm) [19]. The probability
of a failed handshake is given as

pHS,fij (l, k) = 1− pHS,sij (l, k). (7)

On the average, each data packet has to be transmitted

λij(l, k) = 1 +

Nrtr∑
n=1

[pHS,fij (l, k)]n (8)

times, where Nrtr is the maximum retransmission limit.
Note that for Nrtr → ∞, λij(l, k) = 1

pHS,s
ij (l,k)

. In the
IEEE 802.15.4 standard default maximum number of retrans-
missions (macMaxFrameRetries) is 3 (i.e., Nrtr = 3) [45],
however, Nrtr can be set to a much larger value. Energy
dissipation for transmitting MP Bytes of data from node-i
to node-j at power level-l is

EPtx(l,MP ) = P crctx (l)Ttx(MP ). (9)

A transmitting node stays in the receive mode during an
active slot except the time it transmits the data packet. The

total energy dissipation of a transmitter in a slot (during a
single handshake) is given in as

EHStx (l,MP ) = EPtx(l,MP ) + P crcrx (Tslot − Ttx(MP )). (10)

Transmitter’s energy dissipation including the effects of
packet failures and packet processing energy dissipation can
be expressed as

EDtx,ij(l, k) = EPP + λij(l, k)EHStx (l,MP ). (11)

Packet processing energy is dissipated only once and sub-
sequent retransmissions do not incur additional packet pro-
cessing energy dissipation. If a transmitted data packet is
not acknowledged in the corresponding slot, then the data
packet should be retransmitted again. Packet processing energy
(EPP ) is obtained by using the power consumption of Mica2
platform in active mode (24 mW) [4] and the total utilization
time of the CPU for each packet (e.g., EPP = 120 µJ for
MP = 256 Bytes).

Energy dissipation for receiving a data packet and replying
with an ACK without any packet error can be expressed as

EHS,srx (k,MA) = P crcrx (Tslot − Ttx(MA)) + EPtx(k,MA).
(12)

The handshake can fail due to bit errors in the ACK packet,
however, such a failure has the same energy cost on the
receiver’s side. If the handshake failure is because of the bit
errors in the received data packet then the energy cost is

EHS,frx = P crcrx Tslot. (13)

If a data packet is not successfully received, the receiving
node switches to the sleep mode upon expiration of the
maximum amount of time to receive a data packet. Receiver’s
energy dissipation including the effects of packet failures can
be expressed as

EDrx,ji(l, k) = EPP + λij(l, k)
[
pHS,sij (l, k)EHS,srx (k,MA)+

psij(l,MP )pfji(k,MA)EHS,srx (k,MA) + pfij(l,MP )EHS,frx

]
.

(14)

IV. MATHEMATICAL PROGRAMMING FRAMEWORK

In this section, we present a family of mathematical pro-
gramming formulations to model eight handshake transmission
power optimization strategies for WSN lifetime maximization.
The network topology is represented by a directed graph,
G = (V,A), where V denotes the set of all nodes including
the base station as node-1. We also define set W which
includes all nodes except node-1 (i.e., W = V \ {1}).
A = {(i, j) : i ∈ W, j ∈ V − i} is the ordered set of
arcs. Note that the definition of A implies that no node sends
data to itself. The amount of data (i.e., the number of data
packets) flowing from node-i to node-j transmitted at power
level-l and acknowledged at power level-k is represented as
f lkij . In all strategies we propose, the objective function to be
maximized is the network lifetime which is defined as the
product of number of rounds (Nrnd) and the round duration
(Trnd). Formally stated, the objective is

Maximize Nrnd × Trnd. (15)
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A. Global Power Level Decisions (GPLD) Strategy

In GPLD strategy both data and ACK packet transmission
power levels on each link are optimized. We do not impose any
constraints on the ACK packet transmission level assignment.
The constraints defining GPLD strategy are presented in
Equations 16–24.

Non-negativity constraint for flows can be expressed as

f lkij ≥ 0, ∀l ∈ SL, ∀k ∈ SL, ∀(i, j) ∈ A,Nrnd ≥ 0. (16)

where SL is the set of power levels (Table I).
Data flowing into node-i plus data generated by node-i is

equal to the data flowing out of node-i (i.e., flow balancing
constraint) which is stated as∑

l∈SL

∑
k∈SL

∑
(i,j)∈A

f lkij −
∑
l∈SL

∑
k∈SL

∑
(j,i)∈A

θji(l, k)f lkji

= Nrndsi, ∀i ∈W,
(17)

where θji(l, k) is the loss rate due to the finite number of
retransmission limit and expressed as

θij(l, k) = 1−
[
pHS,fij (l, k)

](Nrtr+1)

. (18)

If a node is not a receiver or a transmitter at any slot, or
if it is not acquiring data, then it is in the sleep mode. Hence
the total sleep time can be obtained from the total busy time
(Tbsy,i) which is calculated as

Tbsy,i = Tslot
∑
l∈SL

∑
k∈SL

 ∑
(i,j)∈A

λij(l, k)f lkij

+
∑

(j,i)∈A

λji(l, k)f lkji

+NrndTDA, ∀i ∈W.

(19)

Total energy dissipation at each node (ei) is limited by the
amount of energy stored in batteries. Four terms on the left
side of inequality in Equation 20 accounts for transmission,
sleep (power consumption in the sleep mode is Pslp = 3 µW),
reception, and data acquisition energies, respectively:∑

l∈SL

∑
k∈SL

∑
(i,j)∈A

EDtx,ij(l, k)f lkij︸ ︷︷ ︸
transmission

+Pslp(NrndTrnd − Tbsy,i)︸ ︷︷ ︸
sleep

+
∑
l∈SL

∑
k∈SL

∑
(j,i)∈A

EDrx,ji(l, k)f lkji︸ ︷︷ ︸
reception

+NrndEDA︸ ︷︷ ︸
acquisiton

≤ ei, ∀i ∈W.
(20)

Each sensor node is assigned equal initial energy
(battery = 3000 J) at the beginning of the network operation
which is stated as

ei = battery, ∀i ∈W. (21)

In a broadcast medium, we need to make sure that the
bandwidth required to transmit and receive at each node is
lower than or equal to the total bandwidth. Such a constraint
should take the shared capacity into consideration. We refer to
the flows around node-i which are not flowing into or flowing
out of node-i, however, affect the available bandwidth of node-
i as interfering flows. The total amount of bandwidth utilized

during the entire network lifetime for node-i, ς(i), is presented
as

Tslot
∑
l∈SL

∑
k∈SL

 ∑
(i,j)∈A

λij(l, k)f lkij +
∑

(j,i)∈A

λij(l, k)f lkji

+
∑

(j,n)∈A

λjn(l, k)f lkjnI
i
jnlk

 = ς(i), ∀i ∈ V.

(22)

The maximum bandwidth requirement is upper bounded as

ς(i) ≤ NrndTrnd, ∀i ∈ V. (23)

For all nodes including the base station the aggregate duration
of incoming flows, outgoing flows, and interfering flows is
upper bounded by the total network lifetime. This constraint
is a modified version of the sufficient condition given in [38],
[46].

Interference function (Iijnlk) is formulated as

Iijnlk =

{
1, if P antrx,ji(l) ≥ Psns or P antrx,ni(k) ≥ Psns
0, o.w.

.

(24)
If node-i is in the interference region of the transmission from
node-j to node-n at power level-l (data transmission) or node-
n to node-j at power level-k (ACK transmission), then the
value of interference function for node-i is unity (i 6= j 6= n),
otherwise it is zero.

B. Local Power Level Decisions (LPLD) Strategy

In LPLD strategy, data and ACK transmission power levels
are determined for each link considering the energy dissipation
of node-i and node-j, only. Therefore, we should determine a
single optimal power level for data packet transmission (loptij )
and a single optimal power level for ACK packet transmission
(koptji ) for each link-(i, j) (i.e., on link-(i, j) data packets are
transmitted at power level-loptij by node-i and ACK packets
are transmitted at power level-koptji by node-j). The power
levels are determined by using the following local optimization
scheme

{loptij , k
opt
ji } = argmin

l∈SLk∈SL

(
EDtx,ij(l, k) + EDrx,ji(l, k)

)
. (25)

While in GPLD strategy the variables of the optimization
problem are f lkij , in LPLD strategy the variables are fij , there-
fore, the computational complexity of LPLD is lower than the
computational complexity of GPLD. Once the optimum power
levels for LPLD strategy {loptij , k

opt
ji } are computed, we can use

the mathematical programming formulation defining GPLD
strategy for modeling LPLD strategy by replacing (l, k) with
their optimal values for each link (as given in Equation 25) and
removing the summations

∑
l∈SL

and
∑
k∈SL

in equations
involving these summations.



1530-437X (c) 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/JSEN.2015.2486960, IEEE Sensors Journal

7

C. Local Power Level Decisions with Equal Power Level
Assignment (LPLD-EPL) Strategy

Although in LPLD strategy power level assignment for data
and ACK packets are determined locally, transmission power
levels for data and ACK packets for each link are not forced
to be the same. However, it is possible to assign equal power
levels for both data and ACK packets on each link which
will simplify the local power level assignment computations.
Furthermore, it may not be necessary to assign different power
levels for data and ACK packet transmissions to maximize net-
work lifetime. Therefore, in LPLD-EPL strategy, we assume
that only a single optimal power level (mopt

ij ) is used for both
data packet and ACK transmission over the link-(i, j) which
is defined as

mopt
ij = koptji = loptij , ∀(i, j) ∈ A, (26)

and can be obtained by

mopt
ij = argmin

l∈SL

(
EDtx,ij(l, l) + EDrx,ji(l, l)

)
. (27)

Mathematical programming model for LPLD-EPL strategy is
the same with LPLD strategy, however, the only difference in
LPLD-EPL is that the power levels {loptij , k

opt
ji } are replaced

with mopt
ij .

D. Local Power Level Decisions with Maximum ACK Power
Level Assignment (LPLD-MAPL) Strategy

Failure of an ACK packet necessitates the execution of a
whole data exchange cycle (i.e., the handshake). Therefore,
it is plausible to transmit ACK packets with the maximum
transmission power level available. If such an assumption is
made then transmission power level of only the data packet
on each link is to be determined. In LPLD-MAPL strategy
a single optimal power level is used for packet transmission
(noptij ) at each link and all ACK packets are sent at maximum
power level (lmax = 26). The link scope optimization problem
for LPLD-MAPL is defined as

noptij = argmin
l∈SL

(
EDtx,ij(l, lmax) + EDrx,ji(l, lmax)

)
. (28)

The difference between the formulations of LPLD strategy and
LPLD-MAPL strategy is that in LPLD-MAPL loptij is replaced
with noptij and koptij = lmax.

E. Local Power Level Decisions with Maximum Power Level
Assignment (LPLD-MPL) Strategy

Increasing transmission power levels for both data and
ACK packets, decreases the handshake failure probability.
Therefore, if the maximum available transmission power levels
are utilized in both data and ACK packet transmissions then
energy dissipation due to retransmissions will be minimized.
However, such an approach will also increase the transmission
energy dissipation for both data and ACK packets. Hence,
utilizing the maximum transmission power for both data and
ACK packets is a strategy to be investigated for comparison
with other strategies and to uncover the trade-off involved in

minimizing retransmission and increasing transmission power
for maximizing the network lifetime. In LPLD-MPL strategy,
both data and ACK packets for all links are sent by using the
highest transmission power available (i.e., lmax = 26). LPLD-
MPL strategy is modeled by using the LPLD-EPL strategy,
however, the only difference is that the transmission power
levels are set to the maximum which can be expressed as

mopt
ij = lmax = 26, ∀(i, j) ∈ A. (29)

F. Local Power Level Decisions with Perfect Feedback (LPLD-
PF) Strategy

In LPLD-PF strategy, we model the network lifetime opti-
mization problem by setting the probability of error for ACK
packets to zero (i.e., handshake success probability is deter-
mined by only the data packet success probability). We modify
the LPLD-EPL strategy to construct LPLD-PF (i.e., both data
and ACK packets are transmitted by using the same power
level at each link). Although the ACK packets are assumed to
be received with zero failure probability, transmission of ACK
packets have non-zero energy dissipation because we do not
assume the ACK packets are non-existent in LPLD-PF strategy
(i.e., ACK packet size is still MA = 20 Bytes).

G. Local Power Level Decisions with Perfect Feedback and
Zero ACK Length (LPLD-PFZA) Strategy

In LPLD-PFZA strategy, ACK packets are ignored com-
pletely (i.e., unlike in LPLD-PF strategy, in LPLD-PFZA
strategy ACK packet size is taken as zero). Mathematically
speaking, we assume that ACK packet transmissions are
performed over hypothetic lossless links (i.e., psij(k,MA) = 1)
and MA = 0 Bytes. Therefore, we assume that data packet
failures are monitored by a hypothetical omniscient observer
and the sending nodes are informed of data packet failures
without any ACK packets which is a common assumption in
wireless communications and networking research.

H. Global Power Level Decisions with Single Power Level
Assignment (GPLD-SPLA) Strategy

In GPLD-SPLA strategy, only a single optimal data (lopt)
and ACK (kopt) transmission power level pair is used by all
nodes for all their links. We utilized the LPLD strategy to
determine lopt and kopt. First we obtained the network lifetime
values by solving the LPLD problem for all combinations of
(l, k) pairs (i.e., only a single predetermined (l, k) pair can
be used at all links). The pair that gives the highest network
lifetime is the optimal network layer transmission power level
pair.

I. Error bounds for LP-relaxation

In this subsection, we will prove that the maximum dif-
ference between the exact integer solution and LP-relaxation
solution is bounded by l2max(NN−1) and (NN−1) for GPLD
and LPLD strategies, respectively.

Definition 1: Let the feasible solutions of a particular net-
work lifetime optimization problem given in Subsection IV-A
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obtained by treating the variables as integer and continuous
variables be {[f lkij ]IP , Nrnd−IP } and {[f lkij ]LP , Nrnd−LP },
respectively. Furthermore, the MIP solution (possibly infea-
sible) obtained by rounding the flow values, given by the LP
solution, down to the nearest integer and keeping the lifetime
as it is be given as {[f lkij ]LP→IP , Nrnd−LP }. For the ease of
exposition we assume that θji(l, k) = 1 (i.e., Nrtr →∞) and
si = 1.

Lemma 1: The MIP solution {[f lkij ]LP→MIP , Nrnd−LP }
does not violate any constraints except the flow balance
constraint.

Proof: The constraints defining GPLD strategy are pre-
sented in Equations (16)–(24).

1) The non-negativity constraint (defined by Equation 16)
holds for the LP solution and rounding does not create
negative values, hence, [f lkij ]LP→IP ≥ 0.

2) The flow balance constraint (defined by Equa-
tions 17 and 18) does not necessarily hold for the mixed
integer solution.

3) Energy constraint (defined by Equations 19, 20,and 21)
holds for the mixed integer solution. Since [f lkij ]LP→IP
values are lower than or equal to [f lkij ]LP values, trans-
mission and reception energy terms in Equation 20 are
lower for the MIP case than the LP case. Acquisition
energy term do not change. Sleep energy term in MIP
case is larger than or equal to the sleep energy term
for the LP case because [f lkij ]LP→IP values are lower
than or equal to [f lkij ]LP values (see Equation 19). When
compared to the LP solution, MIP solution gives lower
(or equal) transmission and reception energy terms and
higher (or equal) sleep energy term. Since the lifetime
(Nrnd) is the same for the LP and MIP solutions, the
increase of the sleep time is in the expense of the
transmission and reception terms. However, sleep energy
term is the lowest possible energy dissipation state,
hence, a solution with higher sleep time dissipates less
energy energy than a solution with a lower sleep time.

4) The bandwidth constraint (defined by Equa-
tions 22, 23, and 24) holds for the MIP case because
[f lkij ]LP→IP values are lower than or equal to [f lkij ]LP
values (see Equation 22). �

Definition 2: Let’s construct an alternative MIP problem
(Auxillary 1 problem – A1 problem) by modifying the opti-
mization problem presented in Subsection IV-A. In A1 prob-
lem the flow balance constraint (Equation 17) is modified as
follows∑

l∈SL

∑
k∈SL

∑
(i,j)∈A

f lkij −
∑
l∈SL

∑
k∈SL

∑
(j,i)∈A

θji(l, k)f lkji

= N1
rndsi + s2i , ∀i ∈W,

(30)

where N1
rnd is a non-negative continuous variable and s2i is

a continuous variable with no constraints on its positivity or
negativity. In the rest of the equations of the original problem
Nrnd is replaced with N1

rnd.
Lemma 2: The MIP solution [f lkij ]LP→MIP , Nrnd−LP plus

an appropriate selection of s2i constitutes a feasible solution
for the A1 problem.

Proof: Since the only difference between the original and
the modified optimization problems is the flow balance equa-
tion, all of the other constraints of modified problem are
satisfied by the MIP solution as proved in Lemma 1. The flow
balance constraint of A1 problem enables the satisfaction of
the flow balance equation by the introduction of s2i variables
which fill the gaps created by the rounding of the continuous
flow variables because s2i values can be chosen appropriately
to satisfy the modified flow balance equation. �

Remark 1: Nrnd−LP = N1
rnd.

Remark 2: In A1 problem, the network lifetime is N1
rnd.

Each node creates si packets at each round. The flows have
non-negative integer values. Each node inserts or deletes s2i
packets to/from the total sum of N1

rndsi packets.
Lemma 3: We can find non-negative integer values N̂1

rnd

and ŝ2i that satisfy N1
rndsi + s2i = N̂1

rndsi + ŝ2i by using
s2i variables that satisfy |s2i | ≤ l2max(NN − 1) provided that
N1
rndsi ≥ 2|l2max(NN − 1)|.
Proof: Any sensor node has at most (NN −1) incoming or

outgoing links with at most l2max power level combinations.
Therefore, the mismatch between the incoming and outgoing
links due to the rounding of flows can at most be |l2max(NN−
1)|. N1

rndsi + s2i is an integer because it is the difference of
two integers. Since |s2i | ≤ l2max(NN − 1) and N1

rndsi ≥ 0,
(N1

rndsi + s2i ) ≥ 0 if N1
rndsi ≥ 2|l2max(NN − 1)|. �

Lemma 4: We can construct a feasible solution
for the A1 problem with non-negative integer variables

̂[f lkij ]LP→MIP , N̂1
rnd and ŝ2i = 0, provided that N̂1

rnd

Nrnd−LP
≥

ς(i)

N̂1
rndTrnd

, ∀i ∈ V .

Proof:
1) Due to the linearity of the problems, we can decompose

flows into per packet flows. Furthermore, we can form
paths for each generated packet from the source to the
sink. However, the sum of flows on each link should
satisfy the modified flow balance equation. Again, due to
the linearity of the problems, we can remove any number
of packets from each source provided that the number
of removed packets from each source do not exceed
N̂1
rndsi + ŝ2i , hence, we can remove ŝ2i packets from

each node-i without violating the modified flow balance
Equation (i.e., while preserving the non-negativity of the
flows ŝ2i = 0 can be achieved by preserving the modified
flow balance constraint).

2) Non-negativity of N̂1
rnd is proved in Lemma 3.

3) Since ̂[f lkij ]LP→MIP flows are lower than or equal to
[f lkij ]LP→MIP flows, energy constraint is not violated.

4) The bandwidth constraint (Equation 22) is satisfied with
{[f lkij ]LP→MIP , Nrnd−LP }, therefore, it is also satisfied

with { ̂[f lkij ]LP→MIP , Nrnd−LP }, hence, the bandwidth

constraint is satisfied with { ̂[f lkij ]LP→MIP , N̂1
rnd} if

N̂1
rnd

Nrnd−LP
≥ ς(i)

N̂1
rndTrnd

, ∀i ∈ V . �

Corollary 1: The feasible solution of A1 problem defined
by the variables { ̂[f lkij ]LP→MIP , N̂1

rnd} and ŝ2i = 0, is also a
feasible solution of the original IP problem.
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Theorem 1: (Nrnd−LP −Nrnd−IP ) ≤ l2max(NN − 1).
Proof: Since { ̂[f lkij ]LP→MIP , N̂1

rnd} is a feasible solution
to the original IP problem, the difference between the optimal
integer solution and optimal LP solution is not larger than
l2max(NN − 1). �

Corollary 2: For all strategies other than the GPLD strategy,
(Nrnd−LP − Nrnd−IP ) ≤ (NN − 1) because the number
of outgoing and incoming links at each node is limited by
(NN − 1).

The constraint N̂1
rnd

Nrnd−LP
≥ ς(i)

N̂1
rndTrnd

, ∀i ∈ V , is not tight

in our application. Since, our Nrnd−LP values are larger than

105 and NN ≤ 25, N̂1
rnd

Nrnd−LP
≥ 0.8 and ς(i)

N̂1
rndTrnd

≤ 0.05.

Therefore, there is a very large margin for this constraint to

hold. Furthermore, for LPLD, N̂1
rnd

Nrnd−LP
≥ 0.999.

J. Putting The Strategies in Perspective

All strategies we present in this study except the GPLD
and LPLD strategies are representative of certain transmis-
sion power level optimization approaches for WSN lifetime
maximization proposed in the literature. Indeed, we motivate
each strategy by referring to certain transmission power control
approaches proposed in WSN literature. Therefore, one of
our contributions is to provide a comparative evaluation of
prominent examples of transmission power control approaches
proposed in the literature under optimal conditions within a
unified framework that provides compatibility in comparisons.
Furthermore, each strategy we propose is, in fact, for testing
a hypothesis on link level handshake transmission power
maximization. Research questions posed in Section I are also
addressed by employing the aforementioned strategies.

GPLD strategy is the most generic strategy we propose
which maximizes the network lifetime by considering all
possible combinations of data and ACK packet transmission
power levels for each link. We use GPLD strategy as our gold
standard. All other strategies (except GPLD-SPLA) are link
scope transmission power assignment strategies (i.e., data and
ACK packet transmission power levels for each link are as-
signed by considering the energy dissipations of the transmitter
and receiver of that particular link only). By construction, the
lifetime obtained for a particular WSN setting with GPLD is
not lower than the lifetime obtained with any other strategy
except LPLD-PF and LPLD-PFZA.

In LPLD strategy, transmission power level decisions are
made by minimizing the energy dissipation for each link. Both
data and ACK packet transmission power levels are allowed
to take any combination of the available power levels. The
difference of LPLD-EPL strategy from LPLD strategy is that
in LPLD-EPL transmission power levels for data and ACK
packets should be equal to each other. LPLD-EPL strategy
is an idealized abstraction for link level transmission power
control strategies (e.g., [14], [19]–[22]).

In LPLD-MAPL strategy, ACK packets are transmitted by
using the highest transmission power level available and the
data packet transmission power levels are optimized per link
which is inspired by the transmission power control approach
in [19]. Using the maximum transmission power is a strategy

employed by several studies on transmission power control to
benchmark against [22], [47]. Indeed, the highest transmission
power level is utilized for both data and ACK packets at all
links in LPLD-MPL strategy.

TABLE II: Strategies descriptions, and representations.

Strategy Description Represents
Global Power Level
Decisions (GPLD)

Power level at each link and
the amount of flow for each
power level is determined
jointly as global decisions

–

Local Power Level De-
cisions (LPLD)

Power levels are determined
locally

–

Local Power Level
Decisions with
Equal Power Level
Assignment (LPLD-
EPL)

Power levels are determined
locally by using the same
power level for both data and
ACK packets on each link

[14], [20], [21]

Local Power Level
Decisions with
Maximum ACK Power
Level Assignment
(LPLD-MAPL)

Only data packet transmis-
sion levels are optimized lo-
cally while transmitting the
ACK packets by using the
highest power level

[19]

Local Power Level De-
cisions with Maximum
Power Level Assign-
ment (LPLD-MPL)

Both data and ACK packets
are transmitted by using the
highest power level

[22], [47]

Local Power Level
Decisions with Perfect
Feedback (LPLD-PF)

ACK packets are assumed to
be error-free

[48]

Local Power Level
Decisions with Perfect
Feedback and Zero
ACK Length (LPLD-
PFZA)

ACK packet are assumed to
be both error-free and zero-
sized

[5], [7], [24],
[31]–[35],
[49]–[54]

Global Power Level
Decisions with
Single Power Level
Assignment (GPLD-
SPLA)

The same power level is used
for both data and ACK pack-
ets on all links and the power
level giving the highest life-
time is employed

[17], [18]

As stated in Section II, network level strategies [17], [18]
are important classes of transmission power control strategies.
Therefore, we develop GPLD-SPLA strategy as an idealized
abstraction of network level strategies.

In literature a common assumption on ACK packets is that
the failure of ACK packets can be ignored without leading to
significant energy dissipation characterization errors [49], [50].
In fact, in many studies the existence of a perfect feedback
channel is (either explicitly or implicitly) assumed [48], [51]–
[54]. While it is tempting to state that the energy cost of
link level handshake failures due to ACK packet failures in
WSNs is insignificant, we are not aware of any clear scientific
evidence or convincing systematic analysis to support such
a conjecture. Hence, LPLD-PF and LPLD-PFZA strategies
are proposed to evaluate the lifetime values under perfect
feedback channel assumption. In these strategies we assume
that the ACK packets have a success probability of unity.
ACK packet sizes are taken as 20 Bytes and zero in LPLD-PF
and LPLD-PFZA strategies, respectively. Therefore, lifetime
values obtained with LPLD-PF and LPLD-PFZA strategies,
by construction, are not lower than other link scope strategies.

Although, most of our strategies are inspired by already
existing transmission power control approaches, ACK packet
transmission power assignment has never been addressed in
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these studies (the only exception is the maximum power level
assignment for the ACK packets [19]), hence, we extended
the basic ideas by incorporating ACK packet transmission
power control in addition to data packet transmission power
control (i.e., the whole handshake cycle is modeled instead of
only data packet transmissions). For convenience, we present
the condensed summaries of the proposed eight strategies in
Table II.

V. ANALYSIS

In this section, we present the results of numerical analy-
sis to investigate the performances of proposed optimization
models. We used a disk shaped deployment area for the sensor
nodes and placed the base station at the center of the disk.
Nodes are deployed using a uniform random distribution.

We use MATLAB to construct the instances of the system
model presented in Section III. General Algebraic Modeling
System (GAMS) with CPLEX solver is employed for the
solutions of the optimization problems presented in Section IV.
All data points presented in this section are the averages of
100 random runs (i.e., at each run path loss values of all
links and node positions are regenerated). We utilized two
data packet lengths (64 Bytes and 256 Bytes) to investigate the
effects of data packet size on the performance of the strategies
(MA = 20 Bytes and si = 1 packet). Note that for CC1000
radios used in Mica2 platforms the maximum allowed packet
size is 256 Bytes [55].

Since the variables in our mathematical programming mod-
els are integer valued (i.e., flow variables are representing the
number of data packets), all our models are Mixed Integer
Programs (MIP). We present the exact integer solutions of our
problems, first. Later in this section, we are going to present
efficient solution heuristics.

In Figure 1, we present network lifetime for the eight
strategies as functions of Number of Nodes (NN ) in the
network and Area per Node (ApN ) when MP = 256 Bytes.
We calculate ApN values by using the following formula
ApN =

πR2
net

NN
where Rnet is the network radius. Increasing

ApN results in longer distances and larger path loss values
(i.e., the higher the ApN is, the sparser the network is). For
example, when NN = 20, average distance between node
pairs are calculated as 21.07 m, 29.79 m, and 36.49 m for
ApN = 100 m2, ApN = 200 m2, and ApN = 300 m2,
respectively. By varying NN , we explore the effects of higher
number of links and more complex interactions on the network
lifetime. For example, considering LPLD-MPL strategy the
average number of links of nodes with NN = 5 are 3.75,
3.13, and 2.71, for ApN = 100 m2, ApN = 200 m2, and
ApN = 300 m2, respectively, whereas, with NN = 25 the
average number of links increase to 9.12, 5.33, and 4.46 for
ApN = 100 m2, ApN = 200 m2, and ApN = 300 m2,
respectively.

In Figure 1a, Figure 1b, and Figure 1c, ApN values are
100 m2, 200 m2, and 300 m2, respectively (i.e., the effects of
varying NN for a constant ApN in each figure is investigated).
In Figure 1d, NN is kept constant (i.e., 20 nodes) and ApN
is varied. To investigate the effects of data packet length

we also obtained results by using MP = 64 Bytes which
is presented in Figure 2. The difference in Figure 1 and
Figure 2 is only the data packet size and the comments on
Figure 1 pertaining to the variation of NN and ApN are
also valid for Figure 2. Network lifetime decreases for all
strategies as ApN increases. For example, network lifetimes
obtained when LPLD strategy is used with NN = 20 are
2.83× 105 rounds, 1.13× 105 rounds, and 0.87× 105 rounds
for ApN = 100 m2, ApN = 200 m2, and ApN = 300 m2,
respectively (Figure 1d). Average distance to be traversed
to reach the base station increases which results in higher
energy cost for data flows. For example, the average distances
traversed by data packets to reach the base station are 20.58 m,
34.89 m, and 44.93 m for ApN = 100 m2, ApN = 200 m2,
and ApN = 300 m2, respectively, when LPLD strategy is
used with NN = 20. Increasing NN also decreases the
network lifetime for all strategies. For example, considering
LPLD strategy with ApN = 200 m2 in Figure 1b, network
lifetimes and average distances traversed by data packets are
(2.62× 105 rounds, 20.92 m), (1.63× 105 rounds, 28.01 m),
and (1.13×105 rounds, 34.89 m) for NN = 10, NN =15, and
NN = 20, respectively.

Except for the perfect feedback strategies (LPLD-PF and
LPLD-PFZA), network lifetime values obtained for GPLD are
higher than or equal to the other strategies because GPLD
power assignment decisions are based on global optimizations
whereas in the other strategies power level decisions are based
on link scope optimizations. However, network lifetime values
obtained by using LPLD and LPLD-EPL are always within
1.0% neighborhood of GPLD. The reason for such behavior
is that the power levels assigned by GPLD strategy and LPLD
strategy under the same settings coincide for the overwhelming
majority of the links. It is also worth mentioning that LPLD
lifetime values are slightly larger than LPLD-EPL lifetime
values as a general trend because the local optimization for
LPLD-EPL is performed with one less degree of freedom
than for LPLD. Nevertheless, our results show that global
optimization of power levels in link level handshaking in
WSNs can be closely approximated by using well designed
link scope power level assignment heuristics.

Network lifetime values for LPLD-MAPL lie within 6.0%
neighborhood of lifetime values obtained with GPLD. For
example, in Figure 2b LPLD-MAPL and GPLD lifetimes are
2.25 × 105 rounds and 2.39 × 105 rounds, respectively, for
NN = 25 and ApN = 200 m2 (LPLD-MAPL lifetime is
5.86% lower than GPLD lifetime). The maximum power level
is not used for ACK packets in a significant portion of the
links by GPLD strategy, however, LPLD-MAPL strategy is
designed to assign the maximum power level for ACK packets.
Therefore, LPLD-MAPL wastes energy for unnecessarily high
ACK packet power levels. As an illustrative example, consider
a pair of nodes (i.e., node-i and node-j) where node-i transmits
a data packet to node-j successfully. Node-j transmits node-i
an ACK packet for the successfully received data packet. The
path loss on this link is given as 93 dB (i.e., Υij = 93 dB).
The probability of successfully transmitting an ACK packet
on (j, i) link with power level l = 3 is psij(l = 3,MA) > 0.99
(by using Equation 4) with the transmission energy cost of
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Fig. 1: Network lifetimes for all strategies with MP = 256 Bytes.

2.25 × 10−4 J (i.e., EPtx(l = 3,MA) = 2.25 × 10−4 J
calculated by using Equation 9). However, if node-j transmits
the ACK packet with the maximum power level (i.e., lmax =
26) it would dissipate EPtx(lmax = 26,MA) = 6.35× 10−4 J
of transmission energy (i.e., almost three times the optimal
energy is dissipated for only an increment in the fourth
significant digit after the decimal point of the ACK success
probability).

LPLD-MPL is the simplest strategy we consider. Indeed, in
LPLD-MPL, transmission power levels for both data and ACK
packets are set to the maximum level. As a general trend, the
ratio of LPLD-MPL lifetime and GPLD lifetime increases for
increasing ApN which results in larger link distances and on
the average larger path loss values. As ApN increases GPLD
utilizes higher power levels, therefore, power levels assigned
by GPLD and LPLD-MPL get closer to each other which in
turn decreases the difference between GPLD and LPLD-MPL

lifetime. LPLD-MPL lifetime values can be as low as 59% of
GPLD lifetime (Figure 1a for NN = 5) and can be as high as
80% of GPLD lifetime (Figure 2c for NN = 5).

GPLD-SPLA is also a fixed transmission power strategy like
LPLD-MPL, however, in GPLD-SPLA, the optimal transmis-
sion power is used instead of the maximum power in LPLD-
MPL. Network lifetimes obtained with GPLD-SPLA are larger
than LPLD-MPL. For example, the average optimal power
levels chosen by GPLD-SPLA with ApN = 100 m2 are 23.14,
24.93, and 25.48 for NN = 10, NN = 15, and NN = 20,
respectively. GPLD-SPLA lifetimes with ApN = 100 m2 are
15.99%, 7.06%, and 6.49% higher than LPLD-MPL lifetimes
for NN = 10, NN = 15, and NN = 20, respectively.
Lifetime difference between GPLD-SPLA and LPLD-MPL
is at most 61% (Figure 1a, NN = 5). Yet, GPLD-SPLA
lifetimes are lower than LPLD-EPL and LPLD-MAPL because
GPLD-SPLA has less degrees of freedom in power level
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Fig. 2: Network lifetimes for all strategies with MP = 64 Bytes.

assignment when compared to these strategies (i.e., in LPLD-
EPL and LPLD-MAPL power level for each link is determined
independently, however, in GPLD-SPLA all links use a single
power level for a given network topology).

LPLD-PF and LPLD-PFZA strategies are used to investigate
the validity of the perfect feedback assumption in WSNs.
Packet failure probability for ACK packets is set to zero,
therefore, failure of a handshake is due to data packet failures
only in both LPLD-PF and LPLD-PFZA strategies. In LPLD-
PF strategy ACK packet length is kept the same as the
other strategies (i.e., MA = 20 Bytes), hence, ACK packet
transmission and receptions are still accounted for in the
energy budget, whereas, in LPLD-PFZA strategy, ACK packet
length is set to zero and no power is dissipated on transmitting
or receiving ACK packets. Both LPLD-PF and LPLD-PFZA
strategies are based on the LPLD-EPL strategy because in
LPLD-EPL strategy both data and ACK packet power levels

are set to the same level (i.e., ACK transmission level is not
a constant for all links) and its performance is the best after
GPLD and LPLD strategies. If GPLD or LPLD strategies were
used then the ACK power levels would be set to the lowest
level which would result in an unfair model.

Network lifetimes obtained with both LPLD-PF and LPLD-
PFZA strategies are higher than the lifetime obtained with
LPLD-EPL strategy, by design. In fact, we want to quantify
the network lifetime over estimation due to perfect feedback
channel assumption. The difference between the lifetimes of
LPLD-EPL and LPLD-PF strategies is due to ACK packet
failures which are not accounted for in LPLD-PF strategy.
The difference between the lifetimes of LPLD-PF and LPLD-
PFZA strategies arises due to the zero ACK packet length in
LPLD-PFZA strategy.

LPLD-PF lifetime values are at most 5% (Figure 1c, NN =
25) and 1% (Figure 2c, NN = 25) higher than GPLD lifetime
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TABLE III: Solution times (in seconds) for all strategies when ApN = 200 m2.

MP (Bytes) NN
Solution Times (s)

GPLD LPLD LPLD-EPL LPLD-MPL LPLD-MAPL LPLD-PF LPLD-PFZA GPLD-SPLA

256

5 1.34 0.26 0.22 0.21 0.23 0.22 0.21 10.58
10 8.52 0.27 0.23 0.22 0.24 0.23 0.22 11.93
15 18.17 0.29 0.25 0.24 0.26 0.25 0.24 13.82
20 50.65 0.31 0.30 0.29 0.30 0.30 0.28 15.47
25 147.25 0.63 0.61 0.55 0.61 0.53 0.53 28.27

64

5 0.69 0.23 0.18 0.19 0.23 0.21 0.20 11.45
10 4.14 0.24 0.19 0.20 0.24 0.22 0.21 12.43
15 18.48 0.26 0.20 0.21 0.26 0.23 0.23 13.21
20 56.60 0.29 0.26 0.28 0.29 0.28 0.26 14.70
25 158.49 0.53 0.50 0.53 0.53 0.50 0.48 29.36

values for MP = 256 Bytes and MP = 64 Bytes, respec-
tively. Lifetime values for LPLD-PFZA are 5-9% and 16-26%
higher than GPLD lifetime values for MP = 256 Bytes and
MP = 64 Bytes, respectively. The lifetime difference between
both strategies (i.e., LPLD-PF and LPLD-PFZA) and GPLD
increases as the average link distance increases, as a general
trend. For example, for ApN = 300 m2, MP = 256 Bytes,
and NN = 5 (Figure 1c) average link distance is 14.26 m and
lifetimes of LPLD-PFZA and LPLD-PF are 5.65% and 0.01%
higher than GPLD lifetime, respectively, whereas, with NN =
25 average link distance increases to 41.69 m and lifetimes
of LPLD-PFZA and LPLD-PF are 8.53% and 4.27% higher
than GPLD lifetime, respectively. The reason for such behavior
is that transmission power levels for both data and ACK
packets are higher for larger path loss values and packet failure
probability also increases as the link distance increases. For
example, for ApN = 100 m2, MP = 256 Bytes, and NN =
10 (Figure 1a), average link distance is 13.80 m and GPLD
data and ACK average transmission power levels are 14.34
and 17.01, respectively, whereas, for ApN = 300 m2, MP =
256 Bytes, and NN = 10 (Figure 1c), average link distance
is 23.91 m and GPLD data and ACK average transmission
power levels are 17.87 and 19.61, respectively.

Lifetime difference between LPLD-PFZA and GPLD for
MP = 64 Bytes is higher than MP = 256 Bytes at a given
point in the parameter space. For example, for ApN = 300 m2,
MP = 256 Bytes, and NN = 25 (Figure 1c), LPLD-
PFZA lifetime is 8% higher than GPLD lifetime. However,
for ApN = 300 m2, MP = 64 Bytes, and NN = 25
(Figure 2c) LPLD-PFZA lifetime is 26% higher than GPLD
lifetime. The reason for such behavior is that the ratio of the
ACK packet length to the data packet length is higher for
MP = 64 Bytes (i.e., MP /MA = 3.20) than MP = 256 Bytes
(i.e., MP /MA = 12.80). In other words, contribution of ACK
packets to energy dissipation is more for lower data packet
sizes. Hence the impact of ACK packet is higher when data
packet size is lower.

General MIP models are computationally difficult prob-
lems [56], which can be mitigated using heuristics. We inves-
tigated the option of solving the optimization problems under
Linear Programming (LP) relaxation assumption (i.e., flows
are allowed to take fractional values) because LP problems

are solvable in polynomial time. We proved in Subsection IV-I
that the maximum difference of LP-relaxation solutions of the
GPLD and LPLD problems are bounded by l2max(NN − 1)
and (NN − 1), respectively. Furthermore, we solved each
problem instance presented in Figure 1 and Figure 2 by
using LP-relaxation, also. The maximum difference is found
to be less than 0.00025%, which is within the bounds we
proved. For example, for ApN = 300 m2, MP = 256 Bytes,
and NN = 25, LPLD lifetime obtained by the exact MIP
solution and the LP-relaxation solution are 469068 rounds
and 469069.04 rounds (i.e., the difference is 1.04 round). The
bound we provided in Corollary 2 (Subsection IV-I), estimates
that the maximum difference is upper limited by (NN − 1) =
24 rounds.

One distinct advantage of strategies based on link scope
power assignment over global power level assignment strategy
is lower computational complexity. The size of the opti-
mization space for GPLD, LPLD, LPLD-EPL, LPLD-MPL,
LPLD-MAPL, LPLD-PF, LPLD-PFZA, and GPLD-SPLA are
N2
N × l2max, N2

N + l2max, N2
N + lmax, N2

N , N2
N + lmax,

N2
N+lmax, N2

N+lmax, and N2
N×lmax, respectively. Solution

times for all LPLD strategies are lower than GPLD and
GPLD-SPLA. Furthermore, as NN increases the difference
between the solution times also increase. Note that for small
problem sizes (e.g., NN = 5), GPLD-SPLA solution times
are larger than GPLD solution times, however, as the problem
size increases this trend is reversed. We present Table III
which contains average solution times for all strategies with
ApN = 200 m2 as functions of MP and NN .

To explore the impact of finite retransmission count, we
solved each problem instance presented in Figure 1 and
Figure 2 for Nrtr = 3 by using LP-relaxation. The difference
in lifetimes are found to be upper bounded by 0.0003%.
Lifetime differences between Nrtr →∞ and Nrtr = 3 cases
for ApN = 200 m2 are presented in Table IV.

VI. DISCUSSION

In this study, we do not propose a new network protocol for
link level handshake transmission power level optimization to
maximize WSN lifetime. Instead, we analyze the performances
of handshake transmission power assignment strategies from
network lifetime maximization perspective within a general
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TABLE IV: Lifetime difference (%) between Nrtr →∞ and Nrtr = 3 cases when ApN = 200 m2.

MP (Bytes) NN
Difference (%)

GPLD LPLD LPLD-EPL LPLD-MPL LPLD-MAPL LPLD-PF LPLD-PFZA GPLD-SPLA

256

5 0.000030 0.000030 0.000030 0.000030 0.000042 0.000028 0.000030 0.000032
10 0.000048 0.000048 0.000048 0.000048 0.000069 0.000045 0.000048 0.000062
15 0.000076 0.000076 0.000076 0.000078 0.000112 0.000072 0.000076 0.000102
20 0.000111 0.000111 0.000111 0.000113 0.000163 0.000104 0.000109 0.000155
25 0.000154 0.000154 0.000154 0.000157 0.000215 0.000144 0.000150 0.000215

64

5 0.000011 0.000011 0.000011 0.000012 0.000015 0.000010 0.000011 0.000012
10 0.000018 0.000018 0.000018 0.000018 0.000023 0.000015 0.000018 0.000022
15 0.000027 0.000027 0.000027 0.000029 0.000037 0.000022 0.000027 0.000034
20 0.000039 0.000039 0.000039 0.000041 0.000054 0.000031 0.000039 0.000051
25 0.000052 0.000052 0.000052 0.000055 0.000070 0.000041 0.000052 0.000070

framework and without going into the details of specific rout-
ing protocols or algorithms. In fact, MIP based optimization
of data flows in the network to maximize the lifetime is an
abstraction for an idealized WSN routing protocol. By doing
so we eliminate the possible suboptimal behaviors of routing
protocols’ implementation details not specifically related to the
concept under investigation, per se.

In GPLD, routing layer decisions (e.g., the amount of data
on each link and chain of links forming routes from each
sensor node to the base station) and link layer decisions
(e.g., power level assignments) are made jointly. Therefore,
GPLD is an idealized abstraction for a monolithic link and
network layer protocol (i.e., cross layer design). On the
other hand, in link scope strategies, power level assignment
decisions are made independent of the network layer decisions.
Furthermore, in link scope strategies, power level assignment
decisions are made by considering only the energy dissipations
of the transmitter and the receiver on a link, thus, proposed
link scope power level assignment strategies can be used as
guidelines in designing distributed algorithms.

It is worth remarking that the link layer model we employed
is specific to a certain hardware platform. This is due to the
fact that it is not possible to produce realistic results at this
level of analysis without utilizing the features of a specific
platform. As discussed in Section I, one of our motivating fac-
tors in this study is that most of the mathematical programming
based studies make over simplified assumptions in modeling
the link layer which may lead to erroneous characterizations.
Nevertheless, our link layer model can easily be tailored to
model other platforms. In fact, only the parameter values are
required to be changed in most cases.

In this study, we considered a stable communication channel
for each link where the path loss does not change. Neverthe-
less, the results we present are averages of 100 independent
scenarios where in each scenario the path loss values varies
greatly, hence, the variations in channel conditions do not
affect our conclusions provided that the channel state can be
estimated accurately. Indeed, it is shown through direct exper-
imentation in [14] that channel conditions can be estimated
accurately in WSNs with very low overhead.

In our framework, each node can transmit or receive one
data packet at each slot. However, the number of slots utilized
by each node is not limited to one. The bandwidth constraint

(Equation 23) is used to ensure that the bandwidth used by
each node is upper limited by the channel bandwidth. In the
parameter space we investigated, the left side of the inequality
is more than an order of magnitude lower than the right side.
Therefore, nodes have ample time to transmit multiple packets
at each round. Hence, it is possible to construct a time schedule
such that each node delivers all data packets it receives, as
well as it generates in one round to the intended next-hop
destinations, within the same round.

VII. CONCLUSION

In this study, we investigate the impact of transmission
power control for link level handshaking on WSN lifetime.
We develop a novel link level abstraction to be able to model
various transmission power assignment strategies. Different
from the existing studies in literature which were focused on
data packet transmission power control only, we construct a
family of mathematical programming models to explore the
impact of transmission power control strategies for link level
handshaking and to test the validity of certain conjectures on
link level handshaking. This approach gives us the opportunity
to perform numerical analysis spanning a wide range of pa-
rameter space. Since the motivation for this paper is provided
in the form of a series of questions in Section I, we present
conclusions in reply to these questions itemized as follows:

1) We build a link level abstraction based on Mica2 mote’s
energy dissipation characteristics and a path-loss model
with log-normal shadowing to be able to construct an
MIP framework that enables us to explore the impact of
transmission power control for link-level handshaking in
the presence of data and ACK packet failures.

2) We proved that the difference between the lifetime
values obtained by exact solutions and LP-relaxation
solutions of GPLD and LPLD are upper bounded by
l2max(NN −1) and (NN −1), respectively. Furthermore,
we show that the solutions of the MIP models can
be approximated by LP-relaxation with insignificant
approximation errors (less than 0.00025%).

3) Transmission power level assignment for data and ACK
packets as well as the amount of data flow on each link
should be optimized jointly by considering the decisions
made for other links. In fact, these decisions are all
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interrelated (e.g., the path loss between two nodes effects
the transmission power level chosen which in turn effects
the amount of data flow on the link). Thus, the maximum
possible network lifetime cannot be achieved without
treating data and ACK packet transmission levels as
global decision variables, which is confirmed by the
results of numerical analysis (GPLD lifetime is higher
than LPLD lifetime for the whole parameter space).

4) Although link scope optimization of transmission power
level assignment for handshaking results in suboptimal
solutions, the extent of the decrease in network lifetime
is not significantly high (LPLD lifetime values are
always within 1.0% neighborhood of GPLD lifetime
values). Furthermore, due to the reduction in compu-
tational complexity, link scope optimization problems
can be solved remarkably faster than global optimization
problems (GLPD solutions takes up to two orders of
magnitude more time than LPLD solutions).

5) A further reduction of computational complexity for
links scope optimization is achieved by reducing the
power assignment to a single dimension where data
and ACK packets are transmitted at the same level,
yet, this strategy leads to only marginal reductions
in computation times. However, the extent of network
lifetime decrease is also marginal (LPLD-EPL lifetimes
are within 1.0% neighborhood of GPLD lifetime values).

6) Transmitting ACK packets by using the highest available
power level for all links is a good strategy provided
that ACK packet length is very small when compared to
the data packet length (LPLD-MAPL lifetime values are
within 1.0% neighborhood of LPLD lifetime values for
MP = 256 Bytes). However, as the ratio of ACK packet
length to data packet length gets higher, the performance
of the strategy of transmitting the ACK packets by
using the highest power level decreases considerably
(LPLD-MAPL lifetime can be 6% lower than GPLD
lifetime for MP = 64 Bytes). Transmitting both data
and ACK packets by utilizing a fixed transmission level
is not preferable (LPLD-MPL and GPLD-SPLA network
lifetimes can be as low as 59.0% and 71.0% of GPLD
lifetime, respectively).

7) The assumption of perfect feedback channel can be
justified in the analysis of WSNs if the handshake
failure probability is very low provided that the finite
(i.e., non-zero) length of ACK packets, which result in
a certain amount of energy dissipation, are accounted
for. However, for higher handshake failure probabilities,
even if the finite length of ACK packets are accounted
for, perfect feedback channel assumption can lead to
non-negligible over estimation of WSN lifetime.

REFERENCES

[1] P. Bellavista, G. Cardone, A. Corradi, and L. Foschini, “Convergence
of MANET and WSN in IoT urban scenarios,” IEEE Sensors Journal,
vol. 13, no. 10, pp. 3558–3567, Oct 2013.

[2] W. Heinzelman, A. Chandrakasan, and H. Balakrishnan, “An application
specific protocol architecture for wireless microsensor networks,” IEEE
Trans. Wireless Communications, vol. 1, no. 4, pp. 660–670, Oct 2002.

[3] K. Akkaya and M. Younis, “A survey on routing protocols for wireless
sensor networks,” Ad Hoc Networks, vol. 3, no. 3, pp. 325–349, May
2005.

[4] M. Rahimi, R. Baer, O. Iroezi, J. Garcia, J. Warrior, D. Estrin, and
M. Srivastava, “Cyclops: in situ image sensing and interpretation in
wireless sensor networks,” in Proc. ACM Conf. Embedded Networked
Sensor Systems (SenSys), 2005, pp. 192–204.

[5] Z. Cheng, M. Perillo, and W. Heinzelman, “General network lifetime
and cost models for evaluating sensor network deployment strategies,”
IEEE Trans. Mobile Computing, vol. 7, no. 4, pp. 484–497, Apr 2008.

[6] M. Ma, Y. Yang, and M. Zhao, “Tour planning for mobile data-gathering
mechanisms in wireless sensor networks,” IEEE Trans. Vehicular Tech-
nology, vol. 62, no. 4, pp. 1472–1483, May 2013.

[7] L. Xiang, J. Luo, and C. Rosenberg, “Compressed data aggregation:
Energy-efficient and high-fidelity data collection,” IEEE/ACM Trans.
Networking, vol. 21, no. 6, pp. 1722–1735, Dec 2013.

[8] S. Iren, P. D. Amer, and P. T. Conrad, “The transport layer: Tutorial and
survey,” ACM Computing Surveys, vol. 31, no. 4, pp. 360–404, Dec.
1999.

[9] A. Afanasyev, N. Tilley, P. Reiher, and L. Kleinrock, “Host-to-host
congestion control for tcp,” IEEE Communications Surveys Tutorials,
vol. 12, no. 3, pp. 304–342, Third 2010.

[10] S. Hans and A. Nayyar, “A review of de-facto MAC standard: IEEE
802.11 DCF,” in Fourth International Conference on Advanced Com-
puting Communication Technologies (ACCT), Feb 2014, pp. 372–376.

[11] M. Khanafer, M. Guennoun, and H. Mouftah, “A survey of beacon-
enabled IEEE 802.15.4 MAC protocols in wireless sensor networks,”
IEEE Communications Surveys Tutorials, vol. 16, no. 2, pp. 856–876,
Second 2014.

[12] A. Kumar Somappa, K. Ovsthus, and L. Kristensen, “An industrial
perspective on wireless sensor networks: A survey of requirements,
protocols, and challenges,” IEEE Communications Surveys Tutorials,
vol. 16, no. 3, pp. 1391–1412, Third 2014.

[13] L. L. Peterson and B. S. Davie, Computer Networks, Fifth Edition: A
Systems Approach, 5th ed. San Francisco, CA, USA: Morgan Kaufmann
Publishers Inc., 2011.

[14] S. Lin, J. Zhang, G. Zhou, L. Gu, T. He, and J. A. Stankovic, “ATPC:
Adaptive transmission power control for wireless sensor networks,” in
Proc. ACM Conf. Embedded Networked Sensor Systems (SenSys), 2006,
pp. 223–236.

[15] N. Pantazis and D. Vergados, “A survey on power control issues in
wireless sensor networks,” IEEE Communications Surveys Tutorials,
vol. 9, no. 4, pp. 86–107, Fourth 2007.

[16] P. Santi and D. Blough, “The critical transmitting range for connectivity
in sparse wireless ad hoc networks,” IEEE Trans. Mobile Computing,
vol. 2, no. 1, pp. 25–39, Jan 2003.

[17] J. Jeong, D. Culler, and J.-H. Oh, “Empirical analysis of transmission
power control algorithms for wireless sensor networks,” in Proc. Int.
Conf. Networked Sensing Systems (INSS), 2007, pp. 27–34.

[18] X. Wang, X. Wang, G. Xing, and Y. Yao, “Minimum transmission power
configuration in real-time sensor networks with overlapping channels,”
ACM Trans. Sensor Networks, vol. 9, no. 2, pp. 10:1–10:28, Apr 2013.

[19] J. Vales-Alonso, E. Egea-Lopez, A. Martinez-Sala, P. Pavon-Marino,
M. V. Bueno-Delgado, and J. Garcia-Haro, “Performance evaluation
of MAC transmission power control in wireless sensor networks,”
Computer Networks, vol. 51, pp. 1483–1498, 2007.

[20] R. Srivastava and C. Koksal, “Energy optimal transmission scheduling
in wireless sensor networks,” IEEE Trans. Wireless Communications,
vol. 9, no. 5, pp. 1550–1560, May 2010.

[21] M. Barcelo, A. Correa, J. L. Vicario, and A. Morell, “Joint routing
and transmission power control for collection tree protocol in WSN,”
in Proc. IEEE Int. Symposium on Personal Indoor and Mobile Radio
Communications (PIMRC), 2013, pp. 1989–1993.

[22] W.-B. Pottner and L. Wolf, “Probe-based transmission power control
for dependable wireless sensor networks,” in Proc. IEEE Int. Conf.
Distributed Computing in Sensor Systems (DCOSS), 2013, pp. 44–51.

[23] S. K. Mitra and M. K. Naskar, “Comparative study of radio models for
data gathering in wireless sensor network,” Int. Journal of Computer
Applications, vol. 27, no. 4, pp. 49–57, Aug 2011.

[24] H. Cotuk, K. Bicakci, B. Tavli, and E. Uzun, “The impact of transmis-
sion power control strategies on lifetime of wireless sensor networks,”
IEEE Trans. Computers, vol. 63, no. 11, pp. 2866–2879, Nov 2014.

[25] Q. Chen, S. Kanhere, and M. Hassan, “Analysis of per-node traffic
load in multi-hop wireless sensor networks,” IEEE Trans. Wireless
Communications, vol. 8, no. 2, pp. 958–967, Feb 2009.



1530-437X (c) 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/JSEN.2015.2486960, IEEE Sensors Journal

16

[26] M. Zuniga and B. Krishnamachari, “Analyzing the transitional region in
low power wireless links,” in Proc. IEEE Communications Society Conf.
Sensor, Mesh and Ad Hoc Communications and Networks (SECON),
2004, pp. 517–526.

[27] A. Cerpa, J. L. Wong, L. Kuang, M. Potkonjak, and D. Estrin, “Statistical
model of lossy links in wireless sensor networks,” in Proc. ACM/IEEE
Int. Symposium on Information Processing in Sensor Networks (IPSN),
2005, pp. 81–88.

[28] S. Kurt and B. Tavli, “Propagation model alternatives for outdoor
wireless sensor networks,” in Proc. IFIP Wireless Days (WD), 2013.

[29] F. Ishmanov, A. S. Malik, and S. M. Kim, “Energy consumption
balancing (ECB) issues and mechanisms in wireless sensor networks
(WSNs): a comprehensive overview,” European Trans. Telecommunica-
tions, vol. 22, no. 4, pp. 151–167, 2011.

[30] A. Gogu, D. Nace, A. Dilo, and N. Meratnia, “Review of optimization
problems in wireless sensor networks,” in Telecommunications Networks
- Current Status and Future Trends, J. Hamilton Ortiz, Ed. InTech,
2012, pp. 153–180.

[31] J. H. Chang and L. Tassiulas, “Maximum lifetime routing in wireless
sensor networks,” IEEE/ACM Trans. Networking, vol. 12, no. 4, Aug
2004.

[32] V. Kapnadak and E. Coyle, “Optimal non-uniform deployment of sensors
for detection in single-hop wireless sensor networks,” in Annual IEEE
Communications Society Conference on Sensor, Mesh and Ad Hoc
Communications and Networks (SECON), June 2011, pp. 89–97.

[33] M. Leinonen, M. Codreanu, and M. Juntti, “Distributed joint resource
and routing optimization in wireless sensor networks via alternating
direction method of multipliers,” IEEE Trans. Wireless Communications,
vol. 12, no. 11, pp. 5454–5467, November 2013.

[34] R. Kannan and S. Wei, “Approximation algorithms for power-aware
scheduling of wireless sensor networks with rate and duty-cycle con-
straints,” in Distributed Computing in Sensor Systems, ser. Lecture Notes
in Computer Science, P. Gibbons, T. Abdelzaher, J. Aspnes, and R. Rao,
Eds. Springer Berlin Heidelberg, 2006, vol. 4026, pp. 463–479.

[35] M.-A. Koulali, A. Kobbane, M. El Koutbi, H. Tembine, and J. Ben-
Othman, “Dynamic power control for energy harvesting wireless multi-
media sensor networks,” EURASIP Journal on Wireless Communications
and Networking, vol. 2012, no. 1, pp. 158:1–158:8, 2012.

[36] B. Sundararaman, U. Buy, and A. D. Kshemkalyani, “Clock synchro-
nization for wireless sensor networks: a survey,” Ad Hoc Networks,
vol. 3, no. 3, pp. 7281–323, May 2005.

[37] K. Bicakci, H. Gultekin, and B. Tavli, “The impact of one-time energy
costs on network lifetime in wireless sensor networks,” IEEE Comm.
Lett., vol. 13, no. 12, pp. 905–907, Dec 2009.

[38] H. Cotuk, B. Tavli, K. Bicakci, and M. B. Akgun, “The impact of
bandwidth constraints on the energy consumption of wireless sensor
networks,” in Proc. IEEE Wireless Communication and Networking
Conf. (WCNC), 2014.

[39] I. Demirkol, C. Ersoy, and F. Alagoz, “MAC protocols for wireless
sensor networks: a survey,” IEEE Communications Magazine, vol. 44,
no. 4, pp. 115 – 121, Apr 2006.

[40] G. Anastasi, M. Conti, A. Falchi, E. Gregori, and A. Passarella,
“Performance measurements of motes sensor networks,” in Proc. ACM
Int. Conf. Modeling, Analysis and Simulation of Wireless and Mobile
Systems (MSWiM), 2004, pp. 174–181.

[41] M. Schuts, F. Zhu, F. Heidarian, and F. W. Vaandrager, “Modelling
clock synchronization in the Chess gMAC WSN protocol,” in Proc. W.
Quantitative Formal Methods: Theory and Applications (QFM), vol. 13,
2009, pp. 41–54.

[42] S. Ganeriwal, R. Kumar, and M. B. Srivastava, “Timing-sync protocol
for sensor networks,” in Proc. ACM Conf. Embedded Networked Sensor
Systems (SenSys), 2003, pp. 138–149.

[43] K. Bilinska, M. Filo, and R. Krystowski. (2007) Mica, Mica2,
MicaZ. [Online]. Available: http://wwwpub.zih.tu-dresden.de/∼dargie/
wsn/slides/students/MICA.ppt

[44] T. Macnamara, Introduction to Antenna Placement and Installation, ser.
Aerospace Series. Wiley, 2010.

[45] M. Meghji and D. Habibi, “Investigating transmission power control for
wireless sensor networks based on 802.15.4 specifications,” Telecommu-
nication Systems, vol. 56, no. 2, pp. 299–310, Jun 2014.

[46] M. Cheng, X. Gong, and L. Cai, “Joint routing and link rate allocation
under bandwidth and energy constraints in sensor networks,” IEEE
Trans. Wireless Communications, vol. 8, no. 7, pp. 3770–3779, Jul 2009.

[47] T.-S. Kim and S.-L. Kim, “Random power control in wireless ad hoc
networks,” IEEE Comm. Lett., vol. 9, no. 12, pp. 1046–1048, Dec 2005.

[48] Y. Wang, M. C. Vuran, and S. Goddard, “Cross-layer analysis of the
end-to-end delay distribution in wireless sensor networks,” IEEE/ACM
Trans. Networking, vol. 20, no. 1, pp. 305–318, Feb 2012.

[49] L. Shi and A. Fapojuwo, “TDMA scheduling with optimized energy
efficiency and minimum delay in clustered wireless sensor networks,”
IEEE Trans. Mobile Computing, vol. 9, no. 7, pp. 927–940, Jul 2010.

[50] S. Ji, R. Beyah, and Z. Cai, “Snapshot and continuous data collection in
probabilistic wireless sensor networks,” IEEE Trans. Mobile Computing,
vol. 13, no. 3, pp. 626–637, Mar 2014.

[51] Y. Liu, Q. Zhang, and L. Ni, “Opportunity-based topology control
in wireless sensor networks,” IEEE Trans. Parallel and Distributed
Systems, vol. 21, no. 3, pp. 405–416, Mar 2010.

[52] T. D. Hoa and D.-S. Kim, “Minimum latency and energy efficiency
routing with lossy link awareness in wireless sensor networks,” in Proc.
IEEE Int. W. Factory Communication Systems (WFCS), 2012, pp. 75–78.

[53] Y. Fu, M. Sha, G. Hackmann, and C. Lu, “Practical control of trans-
mission power for wireless sensor networks,” in Proc. IEEE Int. Conf.
Network Protocols (ICNP), 2012, pp. 1–10.

[54] Z. Yun, X. Bai, D. Xuan, T. Lai, and W. Jia, “Optimal deployment
patterns for full coverage and k-connectivity (k ≤ 6) wireless sensor
networks,” IEEE/ACM Trans. Networking, vol. 18, no. 3, pp. 934–947,
Jun 2010.

[55] Y. Sun, S. Du, O. Gurewitz, and D. B. Johnson, “DW-MAC: A low
latency, energy efficient demand-wakeup MAC protocol for wireless
sensor networks,” in Proc. ACM Int. Symposium on Mobile Ad Hoc
Networking and Computing (MobiHoc), 2008, pp. 53–62.

[56] L. Wolsey, Integer Programming. Wiley Interscience Publication, 1998.

Huseyin Ugur Yildiz received the BSc degree
from the Department of Electrical and Electronics
Engineering, Bilkent University, Ankara, Turkey, in
2009, and the MSc degree from the Department
of Electrical and Electronics Engineering, TOBB
University of Economics and Technology, Ankara,
Turkey, in 2013, where he is currently pursuing the
PhD degree. He is with Turk Telekom, Ankara, as
a senior network engineer. His research interests lie
in the areas of wireless communications, wireless
sensor networks, and network optimization.

Bulent Tavli is an associate professor at the Electri-
cal and Electronics Engineering Department, TOBB-
ETU, Ankara, Turkey. He received the BSc degree
in Electrical & Electronics Engineering in 1996
from the Middle East Technical University, Ankara,
Turkey. He received the MSc and PhD degrees in
Electrical and Computer Engineering in 2001 and
2005 from the University of Rochester, Rochester,
NY, USA. Telecommunications and embedded sys-
tems are his current research areas.

Halim Yanikomeroglu is a Professor in the De-
partment of Systems and Computer Engineering at
Carleton University, Ottawa. His research interests
cover many aspects of the physical, medium access,
and networking layers of wireless communications,
with a special emphasis on 5G networks.

http://wwwpub.zih.tu-dresden.de/~dargie/wsn/slides/students/MICA.ppt
http://wwwpub.zih.tu-dresden.de/~dargie/wsn/slides/students/MICA.ppt

