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Abstract—In this paper, we develop a novel framework for op-
timizing data routes, subcarrier schedules and power allocations
in generic half-duplex interference-limited multicarrier networks.
In this framework each subcarrier can be both reused and
time-shared by multiple nodes. Thus, this framework subsumes
designs in which time-sharing and frequency-reuse are considered
separately, and can therefore offer significant performance gains
over them. Considering both time-sharing and frequency-reuse
jointly gives rise to generally difficult to solve non-convex
optimization problems. However, using approximation techniques
based on geometric programming, we provide a computationally-
efficient method for obtaining locally optimal solutions. Nu-
merical examples confirm that the framework proposed herein
yields achievable data rates that are superior to those yielded by
currently available designs.

Index Terms—Frequency-reuse, geometric programming,
power allocation, routing, scheduling, time-sharing.

I. INTRODUCTION

To meet prospective demands for high data rate services,

future wireless networks must judiciously exploit the scarce

resources available for them. These resources include time, fre-

quency and the typically low power batteries. To exploit these

resources, network functionalities, e.g., routing, scheduling

and power allocation, must be designed jointly across multiple

network layers to avoid the performance degradation that can

result from designing these functionalities separately [1].

Cross-layer designs can be classified according to whether

the available subcarriers can be reused by multiple nodes

simultaneously and whether these subcarriers can be time-

shared by them. Although using a subcarrier exclusively by

one node (i.e., without reuse) throughout the signalling interval

(i.e., without time-sharing) is relatively easy to implement

in practice, this approach limits the network capabilities and

deprives it from achieving rates that can be reliably com-

municated over it. Developing optimization frameworks that

allow the subcarriers to be reused and time-shared jointly

will enhance the network capabilities and will enable it to

support data rates well beyond those supported by networks

that consider frequency-reuse and time-sharing separately [2].

Cross-layer designs in which frequency-reuse is not allowed

and the subcarriers are restricted to be used by only one

node throughout the signalling interval give rise to NP-hard

binary scheduling problems [2], which can be solved subopti-

mally using the algorithms in [3]–[6]. For networks in which
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frequency-reuse is not allowed but the subcarriers are time-

shared, several cross-layer designs can be cast in a convex

form; see e.g., [6]–[8]. Including frequency-reuse renders the

network interference-limited. This case without time-sharing

has been considered in [9] and [10] for single-carrier networks

and in [11] for multicarrier ones.

Allowing subcarriers to be both time-shared and frequency-

reused by multiple nodes conforms to the emerging Long Term

Evolution (LTE) standard [12] and is the main focus of this

paper. To the best of our knowledge, this framework has never

been considered in the literature and subsumes currently avail-

able ones as special cases. We consider a generic half-duplex

multicarrier network in which nodes can be sources, desti-

nations and/or relays. We develop a cross-layer optimization

framework that incorporates data routing, subcarrier schedul-

ing and power allocation to maximize a weighted sum of the

rates injected and reliably communicated over the network.

Considering both time-shared scheduling and frequency-reuse

in this framework gives rise to a non-convex cross-layer design

which is generally difficult to solve. However, using approx-

imation techniques based on geometric programming (GP),

we provide a computationally-efficient method for obtaining

locally optimal solutions. In particular, in this method the

constraints that are not GP-compatible are approximated with

monomial expressions around an initial point. An iterative

technique, known as the single-condensation method, is then

used to obtain a feasible solution that satisfies the Karush-

Kuhn-Tucker (KKT) conditions. Numerical examples confirm

that the framework proposed herein yields achievable data

rates that are superior to those yielded by currently available

designs. Finally, we note that the optimization framework

developed herein is centralized and, in practice, is solved

for every scheduling interval which contains multiple OFDM

symbols. Thus, this framework is suitable for designing small

to medium size networks. For larger networks, this framework

can be seen as a benchmark and a first step towards developing

effective distributed designs that make judicious use of the

degrees of freedom offered by the physical wireless medium.

II. OPTIMIZATION FRAMEWORK

Consider an OFDMA-based network with K subcarriers, N

nodes and L links. Let K , {1, . . . ,K}, N , {1, . . . , N} and

L , {1, . . . , L} be the sets of subcarriers, nodes and links in

the network, respectively. To facilitate the enumeration of the

L = N(N − 1) links in the network, the link from node n to
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node n′ will be labelled by ℓ = (N − 1)(n − 1) + n′ − 1 if

n < n′ and by ℓ = (N−1)(n−1)+n′ if n > n′. Let O(n) and

I(n) be the sets of links outgoing from and incoming to node

n, respectively. The connectivity of network is captured by the

incidence matrix, A, with entries anℓ = 1 if link ℓ ∈ O(n),
anℓ = −1 if link ℓ ∈ I(n), and anℓ = 0 otherwise.

Each node has one transmit and one receive antenna, and a

power budget, Pn, n ∈ N . Each node is capable of sending,

receiving and relaying data to other nodes. An instance of such

a network with N = 3 and K = 4 is depicted in Figure 1.
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Fig. 1: A network with N = 3, K = 4 and D = {1}.

The channel complex coefficient on subcarrier k ∈ K of link

ℓ ∈ L is denoted by hℓk, and is assumed to remain constant

during the signalling interval. For practical considerations, we

assume half-duplex operation, i.e., a node cannot send and

receive data on the same subcarrier at the same time.

A. System Objective

Let D be the set of all destination nodes, D ⊆ N . Let s
(d)
n

be the rate of data injected into the network at node n and

intended for destination d. For each s
(d)
n , we assign a pre-

determined weight, w
(d)
n . Our objective is to maximize the

weighted sum of the rates injected into the network, i.e.,

max
∑

d∈D

∑

n∈N\{d}

w(d)
n s(d)n , (1)

where \ is the set minus operation. Assigning weights to

injected rates not only controls the quality of service offered

to each destination, but also provides the region of the rates

that can be achieved by the proposed design.

B. System Constraints

In this section we provide mathematical formulations for

the constraints that must be satisfied by the network variables.

1) Routing Constraints: Let x
(d)
ℓk be the rate of the data

intended for destination d on subcarrier k of link ℓ. These

variables will be responsible for determining the route taken

by each data stream. To ensure continuous routes from sources

to destinations, the flow conservation law must be satisfied at

each node. Using the incidence matrix A in Section II, this

law can be represented as
∑

ℓ∈L

∑

k∈K

anℓx
(d)
ℓk = s(d)n , n ∈ N \ {d}, d ∈ D, (2)

where {x
(d)
ℓk } and {s

(d)
n } are non-negative, i.e.,

x
(d)
ℓk ≥ 0, d ∈ D, ℓ ∈ L, k ∈ K, (3)

s(d)n ≥ 0, d ∈ D, n ∈ N \ {d}. (4)

2) Scheduling Constraints: Considering both time-sharing

and frequency-reuse simultaneously requires us to introduce

a set of new variables to refer to the links that operate

simultaneously on the same subcarrier for a fraction of the

signalling interval. To do so, we let γ
(k)
ℓ be the variable that

determines the fraction of the signalling interval during which

only link ℓ ∈ L is ‘active’ on subcarrier k ∈ K and all other

links are ‘silent’ on the same subcarrier. Also let γ
(k)
ℓℓ′ be a

variable that determines the fraction of the signalling interval

during which both links ℓ and ℓ′ ∈ L, ℓ 6= ℓ′ are active on

subcarrier k ∈ K but all other links are silent. Similarly, γ
(k)
ℓℓ′ℓ′′

represents the fraction of the signalling interval that distinct

links ℓ, ℓ′ and ℓ′′ ∈ L are active on subcarrier k ∈ K and

all other links are silent. Then γ
(k)
12···L is the fraction of the

signalling interval that all links are active on subcarrier k ∈ K.

Note that the indices are interchangeable, i.e, γ
(k)
ℓℓ′ is equivalent

to γ
(k)
ℓ′ℓ . Therefore for consistency, we write the indices in an

ascending order. For example, we will use γ
(k)
12 for both γ

(k)
12

and γ
(k)
21 . Let Γ be the set containing all the subcarrier time-

shares described above. For feasible subcarrier scheduling, all

the elements in Γ should be nonnegative, i.e.,

Γ ≥ 0, elementwise. (5)

Remark: In general, the cardinality of Γ, |Γ|, increases

exponentially with the number of nodes, N . However, for large

networks, one can limit the number of links that contribute to

simultaneous transmissions. This limitation decreases |Γ| and

can be readily incorporated in the formulation.

To avoid overlapping in time, the total amount of time that

subcarrier k ∈ K is used cannot exceed the length of the

signalling interval. As such,
∑

ℓ∈L

γ
(k)
ℓ +

∑

ℓ∈L

∑

ℓ′∈L\{ℓ}

γ
(k)
ℓℓ′ +· · ·+γ

(k)
12···L ≤ 1, ∀k ∈ K. (6)

In order to realize the practical half-duplex assumption, we

must ensure that the nodes do not transmit and receive data

on one subcarrier at the same time. In other words, let ℓ ∈
I(n) and ℓ′ ∈ O(n). From the half-duplex assumption, these

two links cannot be active on subcarrier k at the same time.

Therefore all the time-shares that include ℓ and ℓ′, must be

zero. This constraints can be written as

a+nℓa
+
nℓ′

(

γ
(k)
ℓℓ′ +

∑

ℓ′′∈L\{ℓ,ℓ′}

γ
(k)
ℓℓ′ℓ′′ + . . .+ γ

(k)
12···L

)

= 0,

ℓ ∈ L, ℓ′ ∈ L \ {ℓ}, k ∈ K, (7)

where a+nℓ = max{0, anℓ}, that is, a+nℓ = 1 if ℓ ∈ O(n) and

zero, otherwise. It is also assumed that nodes are not able to

broadcast data to different destinations at the same time. More

specifically, at any time instance, node n can have at most one

active link on each subcarrier. This can be represented as
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a+nℓa
−
nℓ′

(

γ
(k)
ℓℓ′ +

∑

ℓ′′∈L\{ℓ,ℓ′}

γ
(k)
ℓℓ′ℓ′′ + . . .+ γ

(k)
12···L

)

= 0,

ℓ ∈ L, ℓ′ ∈ L \ {ℓ}, k ∈ K, (8)

where a−nℓ = min{0, anℓ}, that is, a−nℓ = −1 if ℓ ∈ I(n) and

zero, otherwise. Note that (7) and (8) take effect only when

a+nℓa
+
nℓ′ 6= 0 and a+nℓa

−
nℓ′ 6= 0, respectively.

3) Power Allocation Constraints: Let pℓk be the power

allocated for transmission on subcarrier k of link ℓ. The

power emitted by each node on scheduled outgoing links

must be non-negative and must satisfy the total power budget

constraint. Hence,

pℓk ≥ 0, ℓ ∈ L, k ∈ K, (9)

and
∑

k∈K

∑

ℓ∈O(n)

(

γℓ + γ
(k)
ℓℓ′ +

∑

ℓ′′∈L\{ℓ,ℓ′}

γ
(k)
ℓℓ′ℓ′′ + . . .+ γ

(k)
12···L

)

pℓk ≤ Pn,

n ∈ N . (10)

4) Capacity Constraints: For each link ℓ ∈ L and subcar-

rier k ∈ K, the capacity constraint can be written as
∑

d∈D

x
(d)
ℓk ≤ γ

(k)
ℓ log(1 + pℓkgℓk)

+
∑

ℓ′∈L\{ℓ}

γ
(k)
ℓℓ′ log

(

1 +
pℓkgℓk

1 + pℓ′kgℓ′′k

)

...

+ γ
(k)
12···L log

(

1 +
pℓkgℓk

1 +
∑

ℓ′∈L\{ℓ} pℓ′kgℓ′′k

)

, (11)

where gℓk ,
|hℓk|

2

σ2 and σ2 is the power of the additive

Gaussian noise at the receiver. In this constraint, ℓ′′ is used to

denote the index of the link connecting the node at which link

ℓ′ originates to the node at which link ℓ ends. The first term

on the right-hand-side (RHS) of (11) is related to a fraction of

time that only link ℓ is active on subcarrier k, and the second

term is related to a fraction of time in which only two links ℓ

and ℓ′ ∈ L \ {ℓ} are active on subcarrier k, and so on.

C. Problem Formulation

Combining the objective in (1) with the constraints in (2)–

(11), yields a formulation for the cross-layer design in

interference-limited multicarrier networks with time-shared

subcarriers. In particular, this formulation can be cast as

max
{s

(d)
n },{x

(d)
ℓk

},{pℓk},Γ

∑

d∈D

∑

n∈N\{d}

w(d)
n s(d)n ,

subject to Routing constraints in (2)–(4),

Power allocation constraints in (9)–(10),

Scheduling constraints in (5)–(8),

Capacity constraints in (11). (12)

The optimization problem in (12) is highly nonconvex because

of the scheduling constraints in (7) and (8), the power allo-

cation constraints in (10) and the capacity constraints in (11).

To alleviate this difficulty, in the next section, we will develop

a GP-based algorithm to obtain a locally optimal solution for

this problem.

III. PROPOSED GP-BASED ALGORITHM

The optimization problem in (12), although nonconvex,

shares some common features with the GP framework [13]. In

order to take the advantage of this framework, we will define

two new sets of variables, {t
(d)
n } and {r

(d)
ℓk }, which are related

to {s
(d)
n } and {x

(d)
ℓk } by the following bijective maps:

s(d)n = log2 t
(d)
n , n ∈ N \ {d}, d ∈ D, (13)

x
(d)
ℓk = log2 r

(d)
ℓk , ℓ ∈ L, k ∈ K, d ∈ D. (14)

Using the new variables, the routing constraints in Sec-

tion II-B1, can be expressed in GP-compatible forms, i.e,
∏

ℓ∈L

∏

k∈K

(

r
(d)
ℓk

)anℓ = t(d)n , n ∈ N \ {d}, d ∈ D, (15)

r
(d)
ℓk ≥ 1, ℓ ∈ L, k ∈ K, d ∈ D, (16)

t(d)n ≥ 1, n ∈ N \ {d}, d ∈ D. (17)

The non-negativity constraints in (9) and (5) are inherently

satisfied in the GP framework. The constraints in (6) and (10)

are already in a GP-compatible form, because their left-hand-

sides (LHSs) are posynomials and their RHSs are monomials.

Because the RHSs of (7) and (8) are equal to zero, these

constraints do not conform to the GP-standard framework. To

alleviate this difficulty, we replace these equality constraints

with the following inequality ones:

a+nℓa
+
nℓ′

(

γ
(k)
ℓℓ′ +

∑

ℓ′′∈L\{ℓ,ℓ′}

γ
(k)
ℓℓ′ℓ′′ + . . .+ γ

(k)
12···L

)

≤ ǫ,

a+nℓ
∣

∣a−nℓ′
∣

∣

(

γ
(k)
ℓℓ′ +

∑

ℓ′′∈L\{ℓ,ℓ′}

γ
(k)
ℓℓ′ℓ′′ + . . .+ γ

(k)
12···L

)

≤ ǫ, (18)

where ǫ is an arbitrary small positive number. The constraints

in (18) can be readily incorporated in the GP framework.

Now, the only remaining constraints that are not GP-

compatible are those in (11). Invoking the change of variables

in (14), we can rewrite this set of constraints for each link

ℓ ∈ L and subcarrier k ∈ K as follows:
∏

d∈D

r
(d)
ℓk ≤ (1 + pℓkgℓk)

γ
(k)
ℓ

×
∏

ℓ′∈L\{ℓ}

(

1 +
pℓkgℓk

1 + pℓ′kgℓ′′k

)γ
(k)

ℓℓ′

...

×
(

1 +
pℓkgℓk

1 +
∑

ℓ′ pℓ′kgℓ′′k

)γ
(k)
12···L

. (19)

Although the LHS of (19) is in the form of a monomial,

its RHS is not a monomial. However, this RHS is amenable

to a GP-based approximation technique known as monomial

approximation [13]. Let z ∈ R
n be a vector of positive entries
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and f(z) be a positive differentiable function. A monomial

approximation of f(z) near z0, M
(

f(z)
)

, is given by

M
(

f(z)
)

= f(z0)

n
∏

i=1

( zi

zi0

)βi

,

where βi =
zi0

f(z0)
∂f
∂zi

∣

∣

z=z0
. To use this approach, one can ap-

proximate the whole RHS of (19) by one monomial. However,

this approach is overly complicated, and an alternative is to

approximate each term in the RHS of (19) by a monomial.

Noting that the product of monomials is a monomial, it can

be verified that, for each link ℓ ∈ L and subcarrier k ∈ K, a

monomial approximation of the constraints in (11) is given by
∏

d∈D

r
(d)
ℓk ≤ M

(

(1 + pℓkgℓk)
γ
(k)
ℓ

)

×
∏

ℓ′∈L\{ℓ}

M

(

(

1 +
pℓkgℓk

1 + pℓ′kgℓ′′k

)γ
(k)

ℓℓ′

)

...

×M

(

(

1 +
pℓkgℓk

1 +
∑

ℓ′ pℓ′kgℓ′′k

)γ
(k)
12···L

)

. (20)

Now, the problem in (12) can be approximated by

max
{t

(d)
n },{r

(d)
ℓk

},{pℓk},Γ

∏

d∈D

∏

n∈N\{d}

(

t(d)n

)w(d)
n

,

subject to Routing consts. in (15)–(17),

Power allocation consts. in (10),

Scheduling consts. in (6) and (18),

Approx. capacity consts. in (20). (21)

Using a standard exponential transformation, the GP in (21)

can be readily transformed into a convex optimization problem

which can be solved efficiently using interior point meth-

ods [13]. Although finding the global solution of the problem

in (12) is difficult, finding the solution of its approximated one

in (21) is straightforward. To exploit this advantage, we use

this approximation in an iterative manner. More specifically,

starting from a feasible point,
(

{p
(0)
ℓk },Γ(0)

)

, we solve the GP

problem in (21). The solution is then used as an initial point

for the next iteration. This method is known as the “single

condensation method” and, under relatively mild conditions,

its convergence to a point that satisfies the KKT conditions

of the problem in (12) is guaranteed [14]. Since the problem

in (12) is nonconvex, its corresponding KKT conditions are

only necessary, but not sufficient, for optimality and hence, the

approximated solution obtained through the iterative algorithm

yields a feasible lower bound on the optimal solution.

IV. NUMERICAL RESULTS

We consider an exemplary network in Figure 2 with N = 4
nodes, L = 12 links and K = 4 unit bandwidth subcarriers.

The nodes are randomly dropped in a 500 × 500 m2 square

and are assumed to have identical power budgets, i.e., Pn =
P, n = 1, . . . , 4 which is normalized to 0 dBm. The noise

TABLE I: Power allocations and time-sharing schedules gen-

erated by the proposed iterative algorithm.

Power Allocations (mW)

n = 1 n = 2 n = 3 n = 4

p2,1 = 0.32 p5,2 = 1 p7,2 = 0.55 p11,1 = 1

p1,3 = 0.45 p8,4 = 0.45
p3,4 = 0.23

Time-Sharing Subcarrier Schedules (%)

k = 1 k = 2 k = 3 k = 4

γ2,11 = 100 γ3,5 = 15 γ1 = 13 γ3,8 = 100

γ4,7 = 20 γ1,8 = 22

γ5,10 = 15 γ1,9 = 30

γ5,12 = 10 γ1,11 = 10

γ6,7 = 25 γ1,12 = 10

γ2,5,12 = 15 γ1,8,11 = 15

power at the receivers is −100 dBm. Nodes 1 and 2 wish to

communicate with each other. Hence, D = {1, 2}.

The channels are standard quasi-static frequency flat

Rayleigh fading with log-normal shadowing and pathloss com-

ponent. Using the modified Hata urban propagation model [3],

the pathloss component is
{

8 + 38 log(dℓ) if dℓ ≥ 50 m,

8 + 38 log(50) if dℓ < 50 m,

where dℓ is the length of link ℓ in meters. The shadowing

component is assumed to have a log-normal distribution with

mean of 0 dB and standard deviation of σs = 8 dB.

Assuming equal weights, w
(2)
1 = w

(1)
2 = 1, the optimization

problem in (20) yields a sum-rate of 14.45 bits-per-second-

per-Hertz (bps/Hz). The injected rates and the flow of active

links are depicted in Figure 2. As shown in this figure, the

flows determine the routes taken by each data stream. Power

allocation at each node and the time-sharing schedules for

each subcarrier are presented in Table I. It is worth noting

that, even for a small network like the one considered in this

example, the number of optimization variables is relatively

large. For instance, for the considered network the number of

variables is 16526, of which 16380 are time-share variables,

98 are flow variables and 48 are power variables. Hence, one

can see that the framework proposed herein is only suitable for

designing small to medium size networks. For larger networks,

this framework can be seen as a benchmark and a first step

towards developing effective distributed designs.

By applying the GP-based algorithm in Section III for

all w
(1)
2 and w

(2)
1 in the unit simplex,

{

(w
(1)
2 , w

(2)
1 )|w

(1)
2 ≥

0, w
(2)
1 ≥ 0, w

(1)
2 + w

(2)
1 = 1

}

, we obtain the region of all

rates tuples (s
(1)
2 , s

(2)
1 ) that can be reliably communicated over

the network with the algorithm in Section III. This region

is depicted in Figure 3 and is compared with the regions

obtained through cross-layer designs without frequency-reuse

in [6]. From this figure, it can be seen that, despite its potential

suboptimality, the rate region corresponding to (20) properly

contains the other ones.

In Figure 4, the sum-rate yielded by the proposed optimiza-

tion in (20) is compared with the sum-rate yielded by a binary

and the time-shared scheduling, both without frequency-reuse.

As shown in this figure, the proposed algorithm has superior

2014 IEEE 15th International Workshop on Signal Processing Advances in Wireless Communications (SPAWC)

457



0 0.1 0.2 0.3 0.4 0.5
0

0.1

0.2

0.3

0.4

0.5

 

 

              k=2

1

2

3

4

k
m

km

s
(1)
2 = 3.4 bps/Hz

link 5, 3.4 bps/Hz

link 7, 3.4 bps/Hz

(a)

0 0.1 0.2 0.3 0.4 0.5
0

0.1

0.2

0.3

0.4

0.5

            k=1
            k=3
            k=4

1

2

3

4

k
m

km

s
(2)
1 = 11.05 bps/Hz

link 3,

1.8 bps/Hz

link 11, 1.8 bps/Hz

link 2, 5.55 bps/Hz

link 1, 3.7 bps/Hz link 8, 5.55 bps/Hz

(b)

Fig. 2: Data routes generated by the proposed iterative algo-

rithm for (a) d = 1, (b) d = 2.
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performance especially at high power budgets.

V. CONCLUSION

In this paper, we developed a framework for optimizing

data routes, subcarrier schedules and power allocations in

generic half-duplex interference-limited multicarrier networks.

This framework subsumes designs in which time-sharing and

frequency-reuse are considered separately. Considering both

time-sharing and frequency-reuse jointly gives rise to gen-

erally difficult to solve non-convex optimization problems.

To circumvent this difficulty, we invoked an approximation
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technique based on geometric programming and provided a

computationally-efficient method for obtaining locally optimal

solutions. Despite its potential performance gains, the pro-

posed optimization framework is centralized and is thus only

suitable for designing small to medium size networks. For

larger networks, this framework can be seen as a benchmark

and a first step towards developing effective distributed designs

that make judicious use of the degrees of design freedom

offered by the physical wireless medium.
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