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Abstract

The focus of this thesis is on studying various packet scheduling and resource block (RB) allocation

algorithms, for di↵erent flow requirements and architecture. In the second chapter, we investigate

packet scheduling and resource allocation algorithms for realtime (RT) and non-realtime (NRT)

packet-switched flows, in an orthogonal frequency division multiple access (OFDMA) wireless net-

works. We start by specifying di↵erent quality-of-service (QoS) requirements for RT and NRT flows

and present di↵erent packet scheduling and RB allocation algorithms based on the bit-rate utilities

and the delay utilities, in a harmonized manner. For RT flows, we proposed and analyzed a novel

delay fairness notion and proved two related propositions. We, then, summarize the machinery

for attaining di↵erent fairness and QoS requirements in a classification table and show a novel

intuitive decomposition of the structure of each packet scheduling and RB allocation core based its

properties.

When considering RT and NRT flows together, the commonly-used approach is the one based

on sequential scheduling of RT and NRT flows. This approach cannot exploit the potent existent

multiuser diversity, in wireless OFDMA networks. In the third chapter, we propose a novel unified

disutility minimization, in a common pool of RBs. We use mean bit-rate, mean queue length,

and head-of-the-line (HOL) delay information, in addition to channel information embedded in

gradient of dis-utilities, to match the demand and supply. Since the packet scheduling and RB

allocation algorithms are taken place for RT and NRT flows from a common pool of RBs (without

static priority separation), the overall spectral e�ciency is increased. The novel formulations are

used to devise computationally-e�cient packet schedulers that surpass baseline schedulers in terms

of output bit-rates and delay performances. Our approach can be extended for broader QoS re-
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quirements and for the utilities of the future applications. We also develop a novel general model

for input-output bit-rate behaviour in resource allocation of the heterogenous tra�c. This model

sheds light on identifying di↵erent input load regions and understanding of the system in a simple

intuitive manner.

When it comes to providing very high bit-rate coverage, wireless networks require cost-e↵ective

radio access network (RAN) devices, such as multiuser enabled amplify-and-forward (AF) relays,

with proper fair packet scheduling and RB allocation algorithm. These relays are cost-e↵ective,

simpler to implement, and introduce less delay in comparison to other relay based routers. In the

fourth chapter, we develop novel fair packet scheduling and RB allocation algorithm in this kind

of OFDMA based AF relays.

Finally, we will discuss a number of interesting candidate research topics, as future direction,

in the last chapter.
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Chapter 1

Introduction

1.1 Motivation

New Services, Heterogeneity, Importance of QoS, Over-provisioning, and Capacity

Crunch

The main requirement for the next generation of wireless network is that it should cost-e↵ectively

provide guaranteed quality-of-service (QoS), especially in terms of delay and bit-rate requirement,

with ubiquitous high bit-rate coverage, when and where required [2]. The challenge is the poten-

tially high level of tra�c heterogeneity over WTs with di↵erent channel state information (CSI)

and over time, which did not previously exist in the context of voice and text tra�c. This hetero-

geneity is becoming more pronounced with multimedia data tra�c. Wireless networks are part of

a highly complex heterogeneous interactive system, where consumers share limited radio resources

for a broad range of services such as Voice-over-IP (VoIP), tele-medicine, online games, industrial

& home automation, wearable connected devices, Hulu, Netflix, and Chrome OS. The flows for

these vastly di↵erent services require highly di↵erent QoS. In addition, Traditionally, QoS in cel-

lular communications has been implemented with over-provisioning, or through costly higher layer

mechanisms and overheads. Over-provisioning results in a network design for its peak load which

makes the system highly ine�cient. In this setup, when the network becomes congested (load

approaching the capacity), conventional rate limiters or bandwidth throttling is used which causes
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user dissatisfaction [3, 4]. In addition, A WT may initiate a high-demanding application, such as

high definition video-streaming, but then may simply cancel the request as its attention moves

to some other item during web browsing. The combined actions of many WTs create a highly

di�cult situation to address randomness in tra�c fluctuation. In fact, the way this randomness is

addressed in the current wireline networks is by gross over provisioning of resources. Tomorrow’s

networks with more frequent congestion problems will not have the luxury of over-provisioning or

using various forms of excessive overhead. Advanced access technologies, such as the long term

evolution (LTE) network, are purely scheduled system based on orthogonal frequency division mul-

tiple access (OFDMA) which creates the opportunity to dynamically and e�ciently exploit various

types of diversity and to schedule for diverse requirements, instead of over-provisioning. The main

question, then, is how to perform the resource allocation and packet scheduling to treat di↵erent

flows with di↵erent requirements and di↵erent wireless links.

Need for Reengineering the Architecture of Data and Voice

Because of the pre-existent voice services and the gradual emersion of data tra�c in the cellular net-

works, voice services are designed separately from packet-switched data connections in the pre-4G

cellular networks, such as GSM, UMTS and CDMA2000 [5]. In these networks, only non-realtime

(NRT) flows are subject to scheduling over the shared channel and voice services are often served

in circuit-switching mode over the dedicated channel (DCH) [5]. This static separation sacrifices

multiuser diversity. Today’s wireless networks, such as LTE and the upcoming LTE-A, are mov-

ing towards packet-switching and IP-flat architecture to serve a broad range of applications with

many diverse requirements [6]. Designing the flexible resource allocation and packet scheduling

framework which can manage heterogeneity of the tra�c across time and among WTs is crucial.

In fact, providing properly engineered di↵erentiable data flows is more cost-e↵ective than provid-

ing voice and data in separation. In the flat architecture, voice will be one of the di↵erentiated

packet-switched data flows that the packet scheduling and RB allocation algorithm is responsible

to guarantee its QoS requirements. With voice as a realtime (RT) di↵erentiated data flow, net-

works will have reduced access delay, shorter wake-from-idle time and be able to o↵er not only
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regular voice calls but also di↵erentiated higher quality (audio or video) calls. There are three

main ways of implementation for the new IP-flat architecture, in LTE, in regards to voice services,

namely, voice-over-LTE (VoLTE), circuit-switched fall back (CSFB), and simultaneous voice and

LTE (SVLTE) [7]. Among these three, VoLTE is the only one that really allows the delivery of

voice as a data flow, within the LTE data bearer. CSFB and SVLTE are still dependent on the

old pre-4G architecture and fall back to the legacy 2G or 3G circuit-switching in voice calls. CSFB

and SVLTE have several ine�ciencies in regards to VoLTE, such as longer call access delay, more

expensive handsets & access points, and high power consumption on handset [7]. In regards to

VoLTE, the joint resource allocation of RT and NRT flows is becoming more important in improv-

ing the e�ciency of the cellular networks. Note that, although there are some partial solutions

for the integration of RT and NRT flows in the application layer such as WebRTC [8], the packet

and resource block (RB) scheduler in the centre of medium access control (MAC) layer is the main

component to be designed e�ciently for guaranteeing di↵erentiated QoS.

Diverse New Applications: Need for Harmonization

Future wireless communication is a part of highly complex and di↵erentiated services, such as

digital distribution platforms (for audio, video, books, games, magazines, e.g. Google Play store)

or emerging machine to machine (M2M) communication (e.g. auto sync always connected ser-

vices). In contrast to voice-only circuit switched communication, the new evolved packet switched

communication requires to consider several QoS elements, in addition to bit-rate information. In

addition, e�cient utilizing of radio resource, for making the most revenue, is one of the centre of

interests in 5-th generation (5G) cellular networks, rather than a new physical (PHY) layer modifi-

cation. Therefore, advanced schedulers should takes the operator’s aspects (such as evolved fairness

concepts, tra�c aspects, user priority, and dynamic adjustment of system parameters through feed-

backs in radio resource management (RRM) decision making (See Figure 2.1 in the next chapter).

The novel framework should care about managing a broad range of QoS elements directing into the

objective as the first thoughts, not afterthoughts, to reduce the stress on transmission control pro-

tocol (TCP). Therefore, a harmonized structure to position legacy packet scheduling and resource
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scheduling concepts in perspective is necessary.

Need for Cost-e↵ective RAN Architectures

Current state-of-the-art wireless standardization activities are leading towards high bit-rates in the

order of one gigabit per second in the downlink with a fair coverage. While it is still early for the

standardization bodies to consider much higher bit-rates, this is clearly a timely and important

research topic due to the exponential growth of WT tra�c on existing networks. Since wireless

channel impairments and transmit power limitations prevent high spectral e�ciency even for mod-

erately long links, it is necessary to consider advanced cost-e↵ective RANs, such as relay networks,

empowered with fair e�cient RRM techniques, which e↵ectively collect and distribute wireless sig-

nals. Relay deployment opens the potential space to enhance the cell edge performance. To achieve

the full potential of the advanced RANs with fairness, e�cient packet scheduling and RB allocation

techniques are also necessary to match the demand with the limited wireless resources.

Amplify-and-forward Relays as a Cost-e↵ective RAN Element

OFDMA-based AF relays bu↵er quantized samples of the symbols until they are amplified and

transmitted at a later time. These relays are cost-e↵ective, simpler to implement, and introduce

less delay in comparison to the decode-and-forward (DF) relay based routers. As evident in today’s

networks, implementing hop-by-hop routing is challenging at high bit-rates due to the hardware

complexities of fast packet header inspection. AF relaying eliminates these issues from the very

high bit-rate wireless networks. AF relays forward data without examining network layer headers,

and is possible due to the synchronicity of OFDMA systems. In addition, since the AF relays do not

decode the packets, channel decoder delays are eliminated, reducing its impact on higher layers.

Therefore, AF relays are good candidates for enhancing the coverage in the next generation of

wireless network. Providing a fair RRM framework for this kind of relay is crucial. Next generation

of wireless networks aim at providing ubiquitous very high bit-rate coverage. Traditional throughput

maximization fails to provide fairness because it results in scheduling starvation. Therefore, packet

scheduling and RB allocation algorithm to exchange the fairness and total throughput needs to be
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developed for OFDMA-based AF relays.

General Client & Server Model

It is worth mentioning that some of the concepts in this thesis can be adopted in a general clients &

server scenarios, in addition to communication servers, including social and economics models, such

as the ones in [9,10]. Concepts can be used for example in cloud file storage and cloud processing,

where basically the queue & server model is the same, but the meaning of RB and packet should

be changed.

1.2 Organization and Contributions

• Chapter 2: Packet Scheduling and Resource Block Allocation in Wireless OFDMA

networks: A Block Utility-based Classification

In Chapter 2, we make a novel classification and intuitive decomposition of the packet

scheduling and RB allocation algorithms for NRT flows and RT flows.

The contributions, in this chapter, are categorized into following main parts:

1. A classification of the packet scheduling and RB allocation algorithm, by means of a

harmonized core.

2. Novel delay fairness through weighted generalized proportional fairness (WGPF) for

OFDMA networks: This novel delay fairness framework extends the conventional fairness

notions in order to accommodate heterogeneity of tra�c in time and among flows which

is an important emerging problem. Our framework with a special disutility function

is adjustable between two extreme objectives: minimizing the sum mean delay and

minimizing the maximum mean delay. Delay fairness is an example of the evolved QoS-

fairness notions. QoS-fairness is a generalized notion of fairness in comparison to having

fairness on only bit-rate quantities.

3. Decomposition of the structure of the core of various packet scheduling and RB allocation

algorithms, based on their properties. The decomposition and classification viewpoint
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enable to introduce several novel core for packet scheduling and RB allocation.

4. Propositions about the structure of the bit-rate proportional fairness (GPF), bit-rate

maxmin, and delay fairness through WGPF.

The publications based on this chapter include [11–13].

• Chapter 3: Joint Realtime and Non-realtime Flows Packet Scheduling and Re-

source Block Allocation in Wireless OFDMA networks

In Chapter 3, our novel joint RT and NRT packet scheduling and RB allocation will be

proposed.

The main contributions, in this chapter, can be categorized into two main items:

1. We propose a novel joint resource allocation for RT and NRT flows based on head-of-

the-line (HOL) delay, queue length information, and bit-rate information besides the

embedded channel information in the dis-utilities. The proposed approach responds to

heterogenous delay requirements for RT flows and manages NRT flows e↵ectively within

a common pool of RBs, rather than the sequential resource allocation of RT and NRT

flows. Furthermore, the developed framework enables putting di↵erent algorithms in

the literature in perspective and in a unified manner. Our approach is also a joint

optimization in terms of both packet scheduling and RB allocation in a single shot.

2. We developed a novel model for input-output bit-rate behaviour in packet scheduling

and resource allocation of the mixture of RT and NRT flows. This model sheds light to

identifying di↵erent load regions, explaining them, and understanding of the system in

a simple and intuitive manner.

The publication and the patent based on this chapter include [14,15].

• Chapter 4: Fair Scheduling in Multiuser Amplify-and-forward Relays

In Chapter 4, we design novel fair packet scheduling and RB allocation for OFDMA based

AF relays.

This chapter presents three main contributions to the multiuser AF relay scheduling:
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1. We devise a novel scheduling framework for AF relay. Flows, from di↵erent WTs, over

two-hops, are assigned bit-rate utility functions. According to the value of the embedded

parameter, the utilities are able to gradually change resource allocation from throughput

optimal, to proportionally fair, and to maxmin fair.

2. Since finding schedules and allocations are computationally hard, we propose two novel

algorithms to quickly find schedules in each frame. The first algorithm is based on the

gradient of the utility functions, so it is similar to the proportionally fair [16] scheduling

algorithm, which was proposed for conventional cellular time division multiple access

(TDMA), and OFDMA networks. However, unlike [16], which finds long-term fair bit-

rates, our algorithm finds short-term fair bit-rates in each frame. The other algorithm

is based on our observation that as the embedded parameter becomes large, the steepest

gradient corresponds to the flow with the minimum bit-rate. In our simulations, we have

observed that by changing the value of ↵, the algorithms achieve something similar to

cell-breathing. In e↵ect, instead of using power control to change the size of the cell, our

RRM technique achieves it by combining adaptive modulation and coding (AMC) with

time and channel allocation.

3. Third, we develop the e�cient implementation of the above-mentioned algorithms by

exploiting the super-modularity structure of the AMC table, in a AF relay system.

The publications and the patent based on this chapter include [17–19].

• Chapter 5: Future Directions

Finally, in Chapter 5, we discuss a number of interesting items as future works, categorized

in five dimensions.
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Chapter 2

Packet Scheduling and Resource

Allocation in Wireless OFDMA

Networks: A Utility-based

Classification

Abstract

This chapter presents a classification of a broad range of packet scheduling and resource block

(RB) allocation algorithms, based on the main objectives in scheduling and allocation algorithms

(of packet-switched wireless networks), namely, transmission e�ciency, fairness, and quality-of-

service (QoS)-requirements of bit-rate and delay. The chapter surveys the conceptual evolution

of di↵erent packet scheduling and RB allocation regimes, with a comprehensive list of references,

based on bit-rate utility functions and delay disutility functions appropriate for non-realtime (NRT)

and realtime (RT) flows, respectively. The chapter is written with the motivation to serve as

a through guide on how to design packet scheduling and RB allocation algorithms for the next-

generation (beyond-4G) wireless orthogonal frequency division multiple access (OFDMA) networks.

The chapter starts with a general discussion on the conceptual evolution of packet scheduling and
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RB allocation algorithms, with respect to the gradient-based assignment which describes the core

of the algorithm that determines iteratively which flow should be served with which RB.

The chapter consists of five main parts. In the first part, the motivation, the conceptual

evolution of packet scheduling and RB allocation, and the general utility-based scheduling and

allocation approach are discussed. In the second part, the system model is presented. In the third

part, packet scheduling and RB allocation algorithms for NRT flows are discussed, namely, the

generalized proportional fairness (GPF), bit-rate maxmin fairness, the Jain’s index maximization

of bit-rate, and the variants of minimum bit-rate guarantee. In the forth part, packet scheduling

and RB allocation for RT flows are studied, namely, the weighted GPF for delay fairness, delay

minmax fairness, and the variants of maximum delay guarantee. In the last part, the chapter is

concluded with a pair of streamlined classification tables, based on the core of the algorithms. In

addition, the chapter provides insights into the basic components of the core of the packet scheduling

and RB allocation structures and highlights some common performance trends of various types of

algorithms. It is our hope that this chapter, especially the discussion on the classification and

decomposition of various algorithms, instigates research in a number of novel directions in packet

scheduling and RB allocation in wireless networks.

2.1 Introduction: The Conceptual Evolution of the Core of the

Packet Scheduling and RB Allocation Algorithms

MAC versus PHY

The research focus in wireless communications used to be on the enhancement of the physical

(PHY) layer metrics, such as bit error rate (BER), in point-to-point links based on techniques

mitigating, the noise, the interference, and the channel impairments. However, today’s challenges

lie in reliable and e�cient end-to-end radio resource management (RRM) designs with quality-of-

service (QoS) provisioning for heterogeneous services, especially over wireless networks. With the

emergence of diverse flow classes and QoS-requirements, the emphasis in design has been shifting

from PHY layer to the MAC and network layers. In other words, the decades long advancements
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in the PHY layer have moved the bottleneck to the higher layers in wireless networks.

Wireline versus Wireless

Scheduling and allocation designs for mobile wireless channels are fundamentally di↵erent than

the ones for less hostile mediums, such as wireline channels. Limited precious bandwidth, channel

fluctuations (large-scale and small-scale signal variations), potent multiuser diversity, and burst

errors (which depend on the WT locations and interference levels) make the packet scheduling and

RB allocation design of the wireless environment more challenging than that of wireline networks.

Channel fluctuation of the wireless networks makes the compensation of WT in poor signal location

or high velocity, with granting more resource block (RB), inevitable. One conventional approach is

the algorithm design based on the layered network architecture and simply to model the wireless

channel as being a binary on and o↵. However, this restrictive view is ine�cient in comparison

to a fully channel-aware design. The scheduler design for the wireless channels not only should

address the heterogeneity of the demands (QoS requirements and fairness), but also should address

the heterogeneity of the supply (channel capacities). In addition, a cross-layer paradigm shift is

beginning to take place in designing the packet scheduling and RB allocation algorithm, based on

embedding the QoS and fairness requirements, right in the algorithm design. This is in contrast to

having a rather näıve algorithm and handling those requirements through more costly higher layer

mechanisms. This paradigm shift makes wireless networks more e�cient, with the matching of the

supply (RBs capacities) with demand (QoS-requirements) in the packet-switched networks.

Need for Channel-awareness

Primitive packet scheduling and RB allocation algorithms were designed with neither channel-

awareness nor queue-awareness, such as round-robin. Then, channel-aware algorithms were pro-

posed to exploit the multiuser diversity in wireless networks. In fact, multiuser diversity can turn

the challenges of multi-path fading into an opportunity. The opportunity comes from the fact that

the average capacity of the fading channels monotonically increase and exceed that of the determin-

istic one, as the number of the WT increases [20]. Intuitively, as the number of WT increases, the

10



probability of all of the WTs being in deep fade decreases sharply. In other words, the probability of

having one or more WTs near their peak adaptive modulation and coding (AMC) modes gets close

to one, as the number of WTs increase. From the scheduling point of view, this multiuser diversity

opportunity (independent fading process over di↵erent WTs) can be exploited by channel-aware

designs.

From another angle, the initial design of wireless networks was based on the legacy dedicated

circuit-switched designs especially for voice. The circuit-switched mode is ine�cient not only for

data tra�c with bursty nature, but also for voice tra�c. The round-robin mechanism can be

considered as the simplest packet scheduling algorithm, in transition from circuit-switching to

packet-switching, where flows are periodically allocated RBs irrespective of the their backlog and

their channel conditions. Channel-aware designs can avoid bursty errors, with deferring the trans-

mission of packets with bad channel condition in the worst case scenario, at the link layer instead

of relying on the higher layers for costly error recovery. For a simple example on the ine�ciency

of a non-channel-aware design, see [21] where it is shown that the e�ciency of even a very simple

channel-aware design can be as high as twice of that of the round-robin type, for only three WTs.

As the number of WTs increases, the gain of the multiuser diversity increases further.

Need for QoS-requirements

The next important consideration in scheduling and allocation design is the queue awareness, or

more generally QoS aware designs. Scheduling and allocation algorithms, such as GPF, are ignorant

to the queue length related information, therefore, they could not guarantee queue stability of RT

packet-switched flows. The more advanced algorithms exploit the fluctuations in both channels

and queue lengths, in order to maximize the e�ciency. More generally, advance designs should

guarantee specific QoS such as minimum bit-rate and maximum delay.

Sub-optimality of the Independent Packet Scheduling and RB allocation

Many of the existing packet scheduling and resource allocation designs, either perform the RB

scheduling without considering QoS-requirements (ignoring the QoS attributes of the bit-pipe they
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are building) or perform packet scheduling independent of the RB allocation. Combining the inde-

pendently designed RB allocation and packet scheduling algorithm results in a suboptimal system

design. To avoid this sub-optimality, a joint approach for packet scheduling and RB allocation (a

single-shot decision making) should be adopted.

General System Block Diagram

To better present the general components of a system where a packet scheduling and RB allocation

algorithm works within, Figure 2.1 is provided to depict an input and output system view. The
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Figure 2.1: General system view block diagram of the packet scheduling and RB allocation algo-
rithm.

leftmost blocks define the input to the system. These blocks consider the heterogeneity coming
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from di↵erent QoS demands and di↵erent channel conditions, such as varying di↵erent arrival rates

and wireless channel impairment e↵ects. The system, which is depicted by the middle box, works

based on system state which includes the queue length information (which are controllable) and the

CSI (which are observable). The parameter translator, in the system, translates parameters from

outside (operator’s parameters in the top of the middle box) to the algorithm-specific parameter

set such as utility curves and the comparison functions. The rightmost blocks evaluate the results

of the RRM algorithm based on the input demands and algorithm outputs.

Top-down Utility-based Optimization

Utility-based packet scheduling and RB allocation algorithm has been inspired by an economic

concept. The general methodology is based on a top-down optimize-able packet scheduling and

RB allocation algorithm design. This methodology provides a way to design protocols, which

support a wide range of RRM algorithms, ensuring that RRM is not restricted by radio access

network (RAN) protocols. Protocol design starts with a global utility maximization problem. The

objective function of the optimization is chosen so that, at the optimum (equilibrium) point, the

QoS elements satisfy some criterion, specified by the network operator. Combining the flow and WT

centric RRM with the top-down optimize-able RAN protocol design approach provides promising

approach for advanced RRM in beyond-4G networks.

Without any loss of generality, we suppose only one flow per WT. However, to accommodate

several flows per WT, scheduling can be implemented either on a per flow basis or on a per WT

basis. The first option can be interpreted with multiple flows as multiple virtual WT. The second

option can be interpreted when WTs request aggregate services from the base station (BS) and

then distribute the aggregate resource assignments among its own multiple flows. In this case, the

aggregate flows of a WT plays as a virtual flow in our framework.

Harmonized Packet Scheduling and Resource Block Allocation Core

Utility-based scheduling algorithms have a good feature of possibility to present di↵erent algorithms

based on a defining core. We are motivated to simplify the presentation of di↵erent scheduling
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algorithms based on a harmonized defining core. In general for di↵erent utility-based algorithms,

at the core of the algorithms, there is a calculation of a priority for di↵erent tra�c flow based on

finding maximum element in a list as

⇣

�

⇤[k], j⇤[k]
⌘

= argmax
(�,j)

@S

QoS
net (.)

@x

(j)
�

[k]
, (2.1)

where S

QoS
net (.) is the summation of individual utility function, SQoS

�

(.), the optimization variable

x

(j)
�

[k] is the scheduling variable (describes how many RB in sub-channel j is allocated to flow �

in frame k), and
⇣

�

⇤[k], j⇤[k]
⌘

is the selected flow �

⇤[k] to be served by a RB on the sub-channel

j

⇤[k]. The argument of the utility function depends on the design. It can be as simple as the flow

bit-rate or in general a sophisticated version of QoS elements. We elaborate extensively on the

argument of the utility function, in this chapter. We use the superscript of the utility function to

show di↵erent special version of its argument. In the most general form of the utility function, we

use the QoS as its superscript (which indicate its general argument). We use the subscript of the

utility function to show whether it is referring to individual flow utility or the total sum utility.

The scheduling core specifies which flow and which RB should be selected for the allocation.

However, it should be noted that when more than one RB is available in a frame (such as the case

in OFDMA), the core will be executed in an iterative manner after the allocation of each RB to

a flow during a single frame. The fine granularity of OFDMA makes possible these updates in a

single frame. In frame updates makes the utility-based scheduling algorithms to work closer to the

optimum point despite their low complexity.

General Scheduling and Allocation Core Block Diagram

Figure 2.2 shows more details around the scheduling core of the system, where the packets from

certain flows are assigned to RB with appropriate AMC. The decision maker uses the state of system

(queue length information & channel information), QoS-requirements, and other information to

control the OFDMA server.
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Figure 2.2: Block diagram of the data plane of the packet scheduling and RB allocation algorithm.

Basic Model Assumption for the Inputs

Di↵erent assumption can be made for the two main input to the system, channels and tra�c.

Mainly, four possible models for the arrival model and channel model can be assumed in formulat-

ing the scheduling problem, namely, finite-backlog with adversary channel model, infinite-backlog

with adversary channel model, infinite-backlog with stationary channel, and finite-backlog with

stationary channels [22]. When there is no information about dynamics of the system input, in-

cluding CSI and tra�c, robust approach [23,24] and online learning [25–27] are recommended. The

on-line learning algorithm learns the statistics of channel and arrivals, the two random natures of

the problem. The on-line learning algorithm can be used in predictive (See the third leftmost block
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in Figure 2.1) packet scheduling and RB allocation. The predictive makes packet scheduling and

RB allocation decisions based on information from time horizon a head of the current frame index.

When multi-hops is considered an algorithm called back-pressure comes into picture [23, 28]. In

practice, however, adversary channel models are generally too complicated and can be avoided.

The infinite-backlog assumption can be used for simplification and only for NRT flows. In

the infinite-backlog model, it is assumed that each flow always has data to transmit (full queue).

Nevertheless, for RT flows, the finite-backlog should be considered. We use the finite-backlog and

stationary channels in order to consider both RT and NRT flows.

Rate-revenue Decoupling and Di↵erentiated Services

One of the main current challenge and opportunity facing the wireless industry is the expected

rapid growth tied with high diverse QoS expectation in the cellular sector. However, because

of rate-revenue decoupling, business model for wireless industry should be re-engineered. It is

anticipated that real di↵erentiated services in the MAC layer opens up opportunities for innovative

timely business model to address diverse QoS for new data plans, Internet-of-things (IoT), and

M2M communications. As an upcoming example Amazon prime free data plan is expected to be

bundled with the phone, suggesting that customers will have discounted or even free data deals to

access to Amazon store. The novel business models to address rate-revenue decoupling cannot be

implemented e�ciently without a harmonized QoS modelling.

Chapter Contributions

The contributions in this chapter are categorized into following main parts:

1. A classification of the packet scheduling and RB allocation algorithm, through a harmonized

core (the core specifies which flow should be served with which RB), based on the utility of

the algorithm.

2. Novel delay fairness through weighted generalized proportional fairness (WGPF) for OFDMA

networks: This novel delay fairness framework extends the conventional fairness notions in

order to accommodate heterogeneity of tra�c in time and among flows which is an important
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emerging problem. Our framework with a special disutility function is adjustable between

two extreme objectives: minimizing the sum mean delay and minimizing the maximum mean

delay. Delay fairness is an example of the evolved QoS-fairness notions. QoS-fairness is a

generalized notion of fairness in comparison to having fairness on only bit-rate quantities.

3. Decomposition of the structure of the core of di↵erent packet scheduling and RB allocation

algorithms, based on their properties. The decomposition and classification viewpoint enable

to introduce several novel core for packet scheduling and RB allocation.

4. Propositions about the structure of the bit-rate generalized proportional fairness (GPF), bit-

rate maxmin, and delay fairness through WGPF.

Chapter Organization

This chapter consists of five main parts as in the following list.

1. Introduction (Section 2.1), including motivation, general evolution of the packet scheduling

and RB allocation, organization, and symbol list.

2. System model (Section 2.2), including the OFDMA frame, basic bit-rate quantities, QoS

modelling, and the required CSI feedback and scheduling announcement feedforward assump-

tions.

3. Scheduling and allocation for NRT flows (Section 2.3), including bit-rate GPF, bit-rate

maxmin, the Jain’s index maximization of bit-rate, the Jain’s index maximization with gen-

eral utility of bit-rate, multi-objective approach for e�ciency and fairness, minimum bit-rate

guarantee with virtual token, minimum bit-rate guarantee with the Lagrangian multipliers,

and minimum bit-rate guarantee with the modified largest weighted delay first (MLWDF).

4. Scheduling and allocation for RT flows (Section 2.4), including mean-delay fairness,

mean-delay minmax fairness, the Jain’s index maximization for delay, maximum mean-delay

guarantee with the Lagrangian multipliers, discussion on the mean-delay versus head-of-the-

line (HOL) delay, Lagrangian multiplier assisted admission controller, earliest deadline first,
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modified largest weighted delay first, and exponential-rule.

5. Discussions (Section 2.5), including classification, structural decomposition, notes on per-

formance comparison of scheduling cores, and the concluding remarks.

List of Symbols

In this section, we summarize the notations used throughout this chapter with a short definition

of them in Table 2.1

Table 2.1: List of symbols used in the classification.

Symbol Definition
⇣
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⇤[k], j⇤[k]
⌘
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(j)
�
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�RT Set of RT flows

�NRT Set of NRT flows

N Number of frequency sub-channels

T Number of time slots per frequency sub-channel

T

b

Time span of each RB in second

W

b

Frequency span of each RB in Hertz

� Flow index

j Sub-channel index

k Frame index

f
⇣

SINR(j)
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[k]
⌘

Function describing the AMC table

b

(j)
�

[k] AMC value of the an RB on sub-channel j, for flow �,

in frame k

SINR(j)
�

[k] SINR on sub-channel j, for flow �, in frame k
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[k] QoS-measurements vector, for flow �, in frame k

QoSclass
�
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d̄

max
�

Maximum mean-delay, for flow �

r

min
�

Minimum frame bit-rate, for flow �

r̄

min
�

Minimum mean bit-rate, for flow �

✏

max
�

Maximum PLR, for flow �

d̄

�

[k] Mean-delay, until frame k

d

HOL
�

[k] Mean-delay, until frame k

r̄

�

[k] Mean bit-rate of flow �, until frame k

r

�

[k] Frame bit-rate, for flow �, in frame k

✏

�

[k] Measured PLR, for flow �, in frame k

✓

�

2 ⇥ Flow type of flow � in the ensemble of flow types ⇥

�

�

Colour level of flow �

�
✓

�

Class ensemble of flow �, such as �RT and �NRT

r̄[k] & d̄[k] mean bit-rate vector and mean delay vector

amc
m

AMC mode for WT m

19



M Number of WT
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net (r̄[k]) Network e�ciency and network discrimination, in

multi-objective approach

C r̄min
, C r̄max

Constraints enforcing the minimum bit-rates and max-

imum bit-rates requirements.

�

token
�

[k] Token counter in minimum bit-rate guarantee with vir-

tual tokens, for flow �

�

r̄min

�

[k] Lagrangian multiplier associated with minimum mean

bit-rate guarantee

q̄

�

[k] Mean queue length of flow �, until frame k

q

�

[k] Queue length of flow �, in frame k

S

(q̄,r̄)
net (q̄[k], r̄[k]) Utility function, based mean bit-rate and mean queue

length, used in mean delay fairness
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⌫

d̄ Mean delay fairness parameter

⇤
�

[k] Actual arrival bit-rate of flow �

⇤̂
�

[k] Estimate of arrival bit-rate of flow �, until frame k

A

�

[k] Arrival bits in frame k in bits

D

d̄
�

(d̄
�

[k]) Mean delay disutility, for flow �

D

d̄
net

�

d̄[k]
�

Mean delay network disutility

d̃

�

[k] Mean delay estimate in frame k

⇣

(1)
�

[k], ⇣(2)
�

[k], ⇣(3)
�

[k],& ⇣

(4)
�

[k] Parameters in the estimation of the of d̃
�

[k]

t

HOL
�

[k] Arrival time stamp of the HOL packet, for flow �, in

frame k

t

(l)
�

[k] Timestamp of the l-th bits (l 2 [1, q
�

[k]]) in queue of

flow �

d

(l)
�

[k] Delay of the he l-bits in the queue for flows �

D

dHOL

�

⇣

d

HOL
�

[k]
⌘

HOL-delay disutility

⌫

dHOL
HOL-delay fairness parameter

�

d̄ Mean delay fairness parameter, through Jain’ index

maximization

�

Dd̄
Mean delay fairness with general disutility, through

Jain’ index maximization

Cd̄max
Maximum mean delay constraints

�

d̄max

�

[k] Lagrangian multiplier associated with maximum mean

delay constraints

@D

(.)
�

(.)
�

@x

(j)
�

[k] General disutility gradient, for flow �, with respect to

its scheduling variable on sub-channel j and frame k

µ

�

EXP and MLWDF parameter, for flow �

�

�

Maximum probability of exceeding the HOL-delay in

MLWDF, for flow �
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⌧

�

Maximum delay threshold in MLWDF, for flow �, in-

terpretable as dHOLmax

�

d

HOL[k] Average of HOL-delay over flows, in frame k

⌘ EXP parameter controlling the delay fairness

�BE Set of BE flows, as an NRT example

�VoIP Set of VoIP flows, as an RT example

⌫

d̄ Mean-delay fairness parameter, controlling the mean-

delay equalization

Od�fair(·) Conceptual delay fairness component in the scheduling

core

Or�fair(·) Conceptual bit-rate fairness component in the schedul-

ing core

OPLR(·) Conceptual PLR control component in the scheduling

core

Oe↵(·) Conceptual transmission e�ciency component in the

scheduling core

Or�min(·) Conceptual min bit-rate guarantee component in the

scheduling core

Od�max(·) Conceptual max delay guarantee component in the

scheduling core

% Multi-objective scalar-ization parameter

In the following sections, after the explanation of system model, scheduling algorithms for NRT

flows, as well as RT flows will be discussed.
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2.2 System Model

A downlink scenario with an OFDMA air interface, which serves RT flows in set �RT and NRT

flows in set �NRT in a single cell, is considered here. The framework can be generalized to consist

higher number of classes, in addition to RT and NRT classes. A flow, �, is a packet-switched

connection from layer-three between the BS and a WT. Following a hando↵, packets for the flows

queued at the first BS will be transferred to the possibly reserved resources in the second BS, with

adjusted time-stamps of the transferred packets. A packet is a fixed size of bits. A WT may have

several flows. The WTs use a variety of RT and NRT applications which are delay intolerant and

delay tolerant, respectively. We assume that radio resources (frequency and power) are allocated

to base-stations a priori, in a way that coordinates the inter cell interference. The framework can

be extended to the uplink if a central resource allocation for uplink is possible.

In this chapter, we study work-conserving schedulers. A work-conserving scheduler may not be

idle when there is backlogged packets in the queues. In contrast, a non-work-conserving scheduler

can be idle, even when there is backlogged packets in the queues. Non-work-conserving schedulers

are designed based on the reservation of a certain portion of the frame resources for the higher-

priority packet, no matter they exist or not. Non-work-conserving schedulers may be relevant for

applications where time jitter is the most important factor, otherwise they are not common in the

scheduler design.

2.2.1 OFDMA

Why OFDMA

OFDMA has several technical advantages, namely, subcarrier adaptive bit loading capability, ISI

reduction, multi-path fading mitigation, and e�cient implementation through fast Fourier trans-

form (FFT) [20,29]. In addition, in the MAC layer it o↵ers a fine granularity which can be exploited

for scheduling. This feature gives the opportunity to adapt the transmission across sub-channels,

among WTs, and dynamically between frames [13]. To exploit this feature in packet scheduling,

resource scheduling, and AMC control, we select the OFDMA interface as the access technology in
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our study.

OFDMA Frame

The total bandwidth is divided into N sub-channels consisting of several OFDMA sub-carriers.

Each sub-channel is further divided in time into T time-slots. In this way, the time-frequency plane,

for each frame, is divided into NT RBs, each of which spans T

b

seconds in time and W

b

Hertz in

frequency. For example, in the long term evolution (LTE) systems T
b

= 1 ms and W

b

= 180 kHz.

Since we use OFDMA, the framework applies to frequency-selective fading, in addition to flat

fading. It is worth mentioning that we extend the OFDMA plane framework to have more than

one single RB on an specific sub-channel, within a frame, over time. This generalization gives the

flexibility of including future technologies, where time-division within a frame is possible. When

this flexibility is not possible, T = 1 reduces the model to the conventional OFDMA plane of LTE.

Time-division within a frame, if possible, results in higher granularity and increases the e�ciency

in resource allocation algorithm. We note that in contrast to the code division multiple access

(CDMA) in which the residual power is an e�ciency problem or in the time division multiple

access (TDMA) where only one WT can be served in a frame, di↵erent AMC modes (even with

di↵erent BER requirements) can be used in OFDMA for simultaneously several WTs, over di↵erent

sub-channels.

AMC Values

The transmission frames are indexed by notation k, sequentially. We use the frame to refer to

frame index. In frame k, the highest available spectral e�ciency and corresponding AMC level, for

a single RB on sub-channel j for flow � is

b

(j)
�

[k] = f
⇣

SINR(j)
�

[k]
⌘

, in bits/Hz./sec., (2.2)

where SINR(j)
�

[k] is the signal to noise and interference ratio (SINR) of RBs associated with flow �

on sub-channel j in frame k and f(·) represents the AMC table which depends on BER. The BER,
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is a function of AMC transmission bit-rates and SINR and approximated as

BER
⇣

SINR(j)
�

[k], b(j)
�

[k]
⌘

= c

MOD
(j)
�

exp

0

B

@

�
c

FEC
(j)
�

SINR(j)
�

[k]

2b
(j)
�

[k] � 1

1

C

A

, (2.3)

where c

MOD
(j)
�

and c

FEC
(j)
�

are modulation and forward error correction (FEC) constants, respec-

tively, for flow � & sub-channel j (See [30] for the details on adaptive modulation and coding and

its BER estimation). Given a requested BER bound, the AMC modes are a function of di↵erent

SINR levels which can be found by solving

b

(j)
�

[k] = max
b

(j)
�

[k]

(

b

(j)
�

[k]

�

�

�

�

�

BER
⇣

SINR(j)
�

[k], b(j)
�

[k]
⌘

 BERreq

)

, (2.4)

where it equivalently finds the AMC table. Each WT transmits using AMC mode, consist of a pair

of a modulation index and an FEC index, based on its SINR level.

2.2.2 Frame Bit-rate and Mean Bit-rate

Radio resources are assigned to the flows in terms of RBs; each RB carries data of only one flow at

a time. The bit-rate of a flow is determined from the number of RBs it is allocated in the frame

and the AMC level used in each RB as

r

�

[k] = W

b

N

X

j=1

b

(j)
�

[k] x(j)
�

[k], (2.5)

in bits/sec, where b(j)
�

[k] is the spectral e�ciency of RBs on sub-channel j for flow � in frame k, W
b

is the frequency span of RB, and x

(j)
�

[k] is the number of RBs allocated to flow � on sub-channel j

in frame k, as defined earlier.

Likewise, the mean bit-rate will be defined based on

r̄

�

[k] =
⇣

1� ~[k]
⌘

r̄

�

[k � 1] + ~[k]r
�

[k], (2.6)

where ~[k] 2 (0, 1) is the forgetting factor.
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Bold-face and regular-face fonts will be used to denote vectors and scalars, respectively. The

set of length-n vectors with non-negative real entries will be denoted by Rn and the length-n all-

one and all-zero vectors will be denoted by 1
n

and 0
n

, respectively. The Euclidean norm will be

denoted by L

p

. It is worth mentioning that although our framework is OFDMA, the concepts can

be carried over to any orthogonal channelization scheme.

2.2.3 QoS-requirements, -measurement, -class Vectors, and Utility Functions

QoS-requirements

A flow is identified by its flow index, � 2 �. The QoS-requirements of a flow are described by its

QoS elements. We use five QoS elements which form the QoS-requirement vector as

QoSreq
�

,
⇣

d

HOLmax

�

, d̄

max
�

, ✏

max
�

, r

min
�

, r̄

min
�

⌘

, (2.7)

where the following list defines the set points.

• The set point dHOLmax

�

is the maximum tolerable HOL-delay per flow in seconds.

• The set point d̄max
�

is the maximum tolerable mean delay per flow in seconds. This item for

an NRT flow can be limited.

• The set point ✏

max
�

is equal to maxPr
⇣

d

HOL
�

[k] > d

HOLmax

�

⌘

, the maximum probability of

packet loss (PL).

• The set point rmin
�

is the frame required minimum bit-rate in bps.

• The set point r̄min
�

is the required minimum mean bit-rate in bps.

Since we are considering RT and NRT flows together, the framework should be able to capture

both mean-delay (suitable for NRT flows) and more HOL-delay (suitable for RT flows). The QoS-

elements are chosen with considering services that needs guaranteed bit-rate within a certain time

window, guaranteed hard delay thresholds, such as voice-over-IP (VoIP), and delay non sensitive

services for which the experience could be enhanced if the mean-delay is shorten, such as FTP. This
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design results in QoS-aware which is the useful version of the queue-awareness. Queue-awareness

is not su�cient in the practice, as the decision maker should know the QoS-requirements and the

utility characteristics to calculate the perceived QoS.

QoS-measurements

Similar to the QoS-requirement vector, the measurement counterparts of the QoS-requirement

makes the QoSmeas
�

[k] as

QoSmeas
�

[k] ,
⇣

d

HOL
�

[k], d̄
�

[k], ✏
�

[k], r
�

[k], r̄
�

[k]
⌘

, (2.8)

where the elements are the measurement counterparts of the (2.7). Vector QoSreq
�

determines the

set points while the QoSmeas
�

determines the actual values. In other words, dHOL
�

[k] is the measured

(or estimated) delay of flow � in frame k, d̄
�

[k] is the measured mean-delay of flow � in frame k,

✏

�

[k] is the measured PL in a reasonable window until frame k, r
�

[k] is the measured frame bit-rate,

and r̄

�

[k] is the measured mean bit-rate.

QoS-class

Along with QoS-requirements vector, the class of the flow � makes the QoS class, QoSclass
�

, as

QoSclass
�

, (✓
�

,�

�

) , (2.9)

where ✓
�

is a unit-less quantity that describes the flow type, such as the two main categories of RT

and NRT flows as ✓
�

2 ⇥ = {RT,NRT}. Set ⇥ is the ensemble of flow types. In general, sets �
✓

s,

for ✓ 2 ⇥, form a partition of the set of all flows, �, over the flow types. For example, for two classes

of RT and NRT flows, � = �NRT
S

�RT. The optional parameter �

�

is also a unit-less quantity

(named colour property) that describes the priority level of a flow among a set of same flow type

and same QoS-requirements. As an example, �
�

2 {bronze, silver, gold}. The colour property, �
�

,

of a flow adds priority by giving a larger QoS provisioning margin to the corresponding flows in

order to ensure higher reliability. Two flows can have same flow type and QoS-requirements but

27



the one which pays more will be placed in higher level of colour priority level.

Utility Function

The optimization objective is defined as the combined function on the QoS-measurement vector

and QoS-requirement vector as

S

QoS

�

⇣

QoSreq
�

,QoSmeas
�

[k],QoSclass
�

⌘

. (2.10)

In general, the combination of QoS-requirement and QoS-measurements elements such as their

di↵erence or their division play role as argument. The summation of the individual utility makes

the network utility as

S

QoS

net

0

B

B

B

B

@

2

6

6

6

6

4

QoSreq
�

...

QoSreq
|�|

3

7

7

7

7

5

,

2

6

6

6

6

4

QoSmeas
�

...

QoSmeas
|�|

3

7

7

7

7

5

,

2

6

6

6

6

4

QoSclass
�

...

QoSclass
|�|

3

7

7

7

7

5

1

C

C

C

C

A

=

|�|
X

�=1

S

QoS

�

⇣

QoSreq
�

,QoSmeas
�

[k],QoSclass
�

⌘

.

(2.11)

The relative e↵ectiveness of each QoS elements can be controlled through parametrization of

utility, where the parameters can be modified by WT behaviour, WT subscription class, and other

operator dynamic requirements [15]. In general, harmonized QoS modelling enables the framework

to define future (presently undefined) QoS classes and accommodate broader soft di↵erentiated

services including a continuum between pure RT and pure NRT connections. For example, a class

of NRT flows practically can have a delay deadline on the mean delay. The general harmonized

QoS modelling establishes a framework for selling di↵erentiated QoS to a wider range of emerging

services, such as di↵erent services required by IoT and M2M communications.

2.2.4 CSI Feedback and Scheduling Announcement

It is assumed that CSIs, or their quantized version, are available at (or fed back to) the BS for

making the scheduling decisions. In this section, the CSI feedback and the scheduling announce-

ments will be described. In a time division sduplexing (TDD) system, CSIs are available for both
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downlink and uplink at the BS, due to reciprocity. In a frequency division duplexing (FDD) system,

however, in downlink, feedback channels are needed for reporting CSI. Since the CSI is used for

calculating AMC values, the infinite precision values of CSI are not necessary. In fact, AMC values

are su�cient to make the RRM decisions at the BS. We assume that the number of AMC modes

for WT m is equal to amc
m

.

In the uplink, CSIs are known at the BS and the AMC values are calculated at the BS, where

the decision will be made. Therefore, no need for CSI reporting in uplink. The BS, then, an-

nounces the RRM decisions to the WTs. The decision announcement can be described with
l

log2

⇣

1 +
P

M

m

amc
m

⌘m

number of bits, where integer numbers between 0 and
P

M

m

amc
m

are used

to indicate which WT with which AMC mode should transmit. Here, m 2 {1, . . . ,M} corresponds

to M WTs.

In the downlink, however, AMC values are calculated at the WT and must be reported to the

BS. The WTs calculate the AMC values and report them to BS, for decision making. Therefore,

each WT needs to report its calculated AMC which requires a dlog2 (1 + amc
m

)e number of bits

per WT. Then, BS decides the scheduling and announce it with dlog2(M)e number of bits, in order

to indicate which WT should transmit.

2.3 Packet Scheduling and Resource Block Allocation for NRT

flows

In this part, di↵erent scheduling algorithms for NRT flows will be surveyed. Since the NRT flows

are delay insensitive, the utility functions will be based on bit-rate information.

2.3.1 Bit-rate GPF

From a networking perspective the NRT flows bit-rates should satisfy bit-rate fairness, otherwise

the network operator may have too many unhappy customers who are starved out by the WTs with

high spectral e�ciency. The utility based scheduling is taken from networking research [16,31–37],

where each WT is assigned a utility function, such that when the network utility is maximum for
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a given set of bit-rates, over all other bit-rates, those bit-rates are fair with respect to the utilities.

Utility functions have originated from economics to quantify the degree of satisfaction a user enjoys

in using a certain resource. Di↵erent fairness goals are achieved with di↵erent utility functions. In

general, utility functions are assumed to be di↵erentiable, concave, non-decreasing on some interval.

Bit-rate GPF utility functions, which result in ↵-fair, are defined with

S

r̄
�

⇣

r̄

�

[k]
⌘

=

8

>

>

<

>

>

:

w

GPF
�

[k]

1�↵

�

r̄

�

[k]
�1�↵

, if 0  ↵ < 1,

w

GPF
�

[k] log
�

r̄

�

[k]
�

, if ↵ = 1,

(2.12)

where ↵ is the parameter influencing the kind of bit-rate fairness we expect, r̄
�

[k] is the mean

bit-rates received by flow � until frame k as defined in (2.6), and ~[k] 2 (0, 1) is the forgetting

factor. The forgetting factor can be selected to be either asymptotically vanishing as ~[k] = 1/k or

can be selected as a small constant. Similar to the least mean-square (LMS) algorithm, a constant

forgetting factor is robust to fluctuation in channels, while vanishing step size ensures convergence

of the gradient algorithm in terms of converging mean bit-rates when the channel processes are

stationary [38]. Each flow has a mean bit-rate utility function denoted by S

r̄
�

(r̄
�

[k]). Note that

even though the exponential in the utility function is undefined for ↵ = 1, its derivative approaches

the derivative of log when ↵! 1.

The sum utility is the network utility as

S

r̄
net

⇣

r̄[k]
⌘

,
|�NRT|
X

�=1

S

r̄
net

⇣

r̄

�

[k]
⌘

, (2.13)

where r[k] is the vector of flow bit-rate in frame k. Bit-rates, which maximize the sum utility for

a specific ↵ are said to be ↵-fair.

The GPF optimization, which maximizes network utility is

max
x

(j)
�

[k] 2 CPHY

|�NRT|
X

�=1

w

GPF
�

[k]

1� ↵

⇣

r̄

�

[k]
⌘1�↵

, (2.14)
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where CPHY is the feasible set defined by PHY layer constraints as

CPHY =
n

x

(j)
�

[k]
�

�

�

8 j :
|�NRT|
X

�=1

x

(j)
�

[k]  T, 8 �, j : x

(j)
�

[k] 2 {0, . . . , T}
o

, (2.15)

where |�NRT| is the number of NRT flows, N is the number of sub-channels, T
b

is the time duration

of the RB, ↵ is the parameter which sets the type of bit-rate fairness, b(j)
�

[k] is the number of bits

that can be transmitted to flow � on sub-channel j, and x

(j)
�

[k] is the number of RBs assigned to

flow � on sub-channel j. The constraints ensure that the total number of allocated blocks does

not exceed what is available in the frame. In the sequel, we use the notation CPHY to describe the

feasible set of described in the above optimization, induced by physical limitation. Depending on

the parameter ↵, the optimization results in di↵erent types of the bit-rate fairness, as explained.

Flexible Bit-rate Fairness based on GPF

Di↵erent types of fairness [31] can be achieved by changing the parameter ↵, where ↵ ! 1 cor-

responds to weighted PF [39], wGPF
�

[k] = 1 and ↵ = 0 corresponds to maximum throughput and

w

GPF
�

[k] = 1 and ↵!1 corresponds to maxmin fairness [31].

For ↵! 0 the network utility corresponds to throughput as defined by

S

r̄
net

⇣

r̄[k]
⌘

=

|�NRT|
X

�=1

r̄

�

[k], if ↵ = 0. (2.16)

For ↵! 1, the bit-rates maximizing the network utility are PF [39] with objective defined as

S

r̄
net

⇣

r̄[k]
⌘

=

|�NRT|
X

�=1

log
⇣

r̄

�

[k]
⌘

, if ↵! 1. (2.17)

Early adoptions of PF, in the legacy Qualcomm high data rate (HDR) network, are reported

in [29, 40, 41]. In environments with little scattering or slow fading the multiuser diversity is low,

therefore, [29] proposes the use of multiple transmit antennas to induce fast channel fluctuations so

that multiuser diversity can still be exploited by a PF. The PF is characterized with its interpreted
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fairness notion that if we use another scheduling algorithm to increase the throughput of a specific

flow by x % over what that flow receives under the PF scheduling, the summation of all the

percentage decreases su↵ered by the throughput of other flows will be more than x %. Scheduling

with PF results in serving the flows with equal probability regardless of their possibly di↵erent

average channel quality [42]. Since the packets, scheduled with PF, are from flows near its possible

peak bit-rate, transmission time will be reduced. This results in power e�ciency due to the fact

that the WT can remain longer in energy-conserving mode. However, GPF are relevant only for

NRT flows and cannot control potential tra�c delay violations resulting from delaying transmission

until a WT link reaches its peak AMC bit-rate [29, 43].

For ↵ = 2, the bit-rates maximizing the GPF utility minimize the potential delay [44] as

S

r̄
net

⇣

r̄[k]
⌘

= �
|�NRT|
X

�=1

1

r̄

�

[k]
, if ↵ = 2, (2.18)

where each term in the summation is the potential delay which is inversely proportional to flow

bit-rate. This potential delay is valid only when we have same backlog among queues.

The Gradient for Bit-rate GPF

Although the relaxed version of GPF optimization is convex, solving with convex programming

su↵ers from several deficiencies. First, the optimal solution consists of real-numbers, which should

somehow be converted to integers. Second, the size of the optimization can quickly get out of

control. Therefore, integer-based solution for the network utility maximization, with relatively

simple complexity is of interest. The main solution idea is based on the fact that the maximum

change in the objective function, that can be obtained from increasing one time-allocation by one,

is obtained by adding time allocation in the direction of the steepest gradient of the objective

function. To make the best change in the objective by increasing only one scheduling variable, the

variable with the steepest gradient should be chosen. Suppose we want to add one slot to flow �
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on sub-channel j. By Taylor’s expansion, the network utility can be approximated by

S

r̄
net(· · · , x(j)

�

[k] + 1, · · · ) ⇡ S

r̄
net(· · · , x(j)

�

[k], · · · ) + @

@x

(j)
�

[k]
S

r̄
net(· · · , x(j)

�

[k], · · · ). (2.19)

This is the general idea for the gradient-based algorithm. Therefore, the bit-rate utility, S r̄
net(· · · ),

can be replaced with the general utility, SQoS
net (· · · ). For specific GPF utilities, the gradient is

@

@x

(j)
�

[k]
S

r̄
net(. . . , x

(j)
�

[k], . . .) =
W

b

b

(j)
�

[k]
⇣

W

b

P

N

j=1 b
(j)
�

[k]x(j)
�

[k]
⌘

↵

. (2.20)

Accordingly, if we are given a choice of increasing any one of x(j)
�

[k], we should increase the time

allocation of the sub-channel j for flow � with the highest partial derivative, to maximize the

incremental change in the objective function. The gradient algorithms are greedy in the sense that

winner flow takes the entire RB.

The obtained sequence, indexed by frame index, converges in probability to the optimal al-

location under mild conditions, regardless of the initialization. For asymptotic optimality proof

of gradient algorithm see [16, 45]. Using the previous observation about the objective function,

we devised an iterative greedy heuristic algorithm for amplify-and-forward (AF) relay context

in [13, 18, 19]. It has been reported that the Taylor approximation works closer to optimal when

NT/|�| >> 1, especially for short-term fairness.

Online Algorithm versus O✏ine Algorithm

It is worth mentioning that PF, and in general GPF, can also be implemented based on linear

weighted sum bit-rate maximization, as

max
x

(j)
�

[k]2CPHY

r̄[k]
⇣

wo↵ [k]
⌘T

, (2.21)

where wo↵ [k] is the weights vector corresponding to the bit-rate vector r̄[k]. When the weights are

selected as proportional or equal to the mean of the SINR, the above maximization is equivalent

33



to PF. This approach is an o↵-line approach, as the weights depends on the knowledge of the

statistics of channels. The gradient based PF, on the other hand, is an online approach as it does

not require a priori knowledge of the channels. Online scheduling algorithms learns dynamically

the appropriate weights to adapt to the intended channel statistics and converge to the optimal

allocation, as the number of frames becomes large enough.

TCP Reverse Engineering Example

Without getting into the mathematical details of utility functions, one can still mention that the

transmission control protocol (TCP) was reverse engineered as a utility optimization, which makes

the network proportionally fair [42]. In other words, one can find utility functions to model di↵erent

variants of TCP [46] as an optimization.

2.3.2 Bit-rate Maxmin Fairness

After introducing the GPF, in this section we describe the bit-rate maxmin as an asymptotic

case of GPF. The maxmin fairness is interesting by the fact that it is able to provide the most

ubiquitous bit-rate coverage. The GPF formulation is asymptotically equivalent to the maxmin

bit-rate fairness as the parameter of the GPF, ↵, goes to infinity. We will prove that as parameter

↵ goes to infinity the previously GPF gradient defined in (2.44) can be simplified as selecting the

minimum bit-rate flow at each step. As discussed in Section 2.3.1, in GPF scheduling, ↵ parameter

gradually changes schedules from sum bit-rate optimal to PF. As ↵!1, it asymptotically achieve

maxmin fairness among the bit-rates which is proved based on Proposition 1 and Proposition

2.

As ↵!1, the network utility leads to a maxmin fair allocation of bit-rates [31]. This can be

shown by noting an interesting relationship between the network utility maximization and the L

p

norm minimization of the inverse of bit-rates values.

Proposition 1. For ↵!1, the network utility maximization leads to bit-rate maxmin objective.

Proposition 2. For ↵ su�ciently large, assigning RB to the flow with the minimum current bit-

rate on its best sub-channel is equivalent to assigning resources to the flow with largest gradient in
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(2.1).

Using the proposition, we see that finding the largest derivative is equivalent to assigning RB

to the flow with the minimum current bit-rate to its best sub-channel.

Similar to GPF bit-rate fairness, maxmin bit-rate fairness is suitable for NRT flows, where the

tra�c is delay insensitive. Maxmin bit-rate fairness provides the highest bit-rate fairness.

2.3.3 Bit-rate Fairness through Jain’s Index Maximization

Generally, scheduling encounters by conflicting goals. Fair utility-based resource allocation trade-

o↵s the e�ciency and fairness. For instance, favouring a high spectral e�cient WT can increase

the system e�ciency, but would result in the dissatisfaction of other WTs. It is shown in [9] that

↵-type fairness provides optimum tradeo↵ between e�ciency and a variable fairness measure that

changes with the extrinsic parameter ↵. However, since varying ↵ changes the fairness measure

itself, a question that arises is whether the ↵-fair policy achieves the optimal e�ciency-fairness

tradeo↵ in practical resource allocation scenarios wherein the fairness measure does not depend

on extrinsic parameters such as ↵. The answer is that ↵-type fair scheduler does not guarantee

optimum tradeo↵ between e�ciency and a fixed fairness measure (that does not change with ↵),

such as the Jain’s fairness index [47].

As an accepted intuitive fairness measure, the Jain’s index is defined as

J

⇣

v[k]
⌘

=

0

@

|�NRT|
X

�=1

v

�

[k]

1

A

2
,

|�NRT|
|�NRT|
X

�=1

(v
�

[k])2, (2.22)

to measure the fairness of the allocated resources in the vector v[k], or equivalently to measures how

similar are the allocated quantities, in frame k. For J (v[k]) close to one the quantities, in frame

k, are the most similar, so the system is in extreme fair case in terms this quantity in frame k. For

J (v[k]) close to 1
|�NRT| , the quantities are the least similar, so the system is in a unfair case. The

Jain’s index can be interpreted as the squared first sample moment of bit-rates over second sample

moment of bit-rates. The Jain’s index implicitly determines the fairness improvement (decreasing

in variance) with considering the cost (decreasing in mean) of this improvement. Among many
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fairness notions [9], the Jain’s index is an standard interpretable fairness measure. For instance,

the Jain’s index of p

100 can be regarded as the fairness index of an equivalent resource allocation in

which p % of the flows receive equal non-zero benefits and the remaining (100� p) % flows receive

zero benefits [48].

It is shown that ↵-type fairness cannot achieve the Pareto front of e�ciency and the Jain’s

index tradeo↵ (EJT), except for the case of |�NRT| = 2 flows. References [47, 49] derive su�cient

conditions for optimizing the e�ciency while preserving the fairness as

max
J0J(v[k])

⌘

�

v[k]
�

, (2.23)

where the e�ciency, ⌘(v[k]), and the constraint, J0  J(v[k]), are defined as

⌘(v[k]) =

|�NRT|
X

�=1

v

�

[k] and J0 
⇣

P|�NRT|
�=1 v

�

[k]
⌘2

|�NRT|
P|�NRT|

�=1

�

v

�

[k]
�2

. (2.24)

In other words, the optimization finds the Pareto optimal [50] front of ⌘ and J . Pareto optimal

points are the ones at which e�ciency cannot be increased without decreasing the Jain’s index,

and likewise, the Jain’s index cannot be increased without decreasing e�ciency [50].

Monotonic Tradeo↵ Property for Jain’s Index Maximization

The solution to (2.23), in general, is not trackable, however, a property named monotonic tradeo↵

property is proved in [47] to simplify the problem. A set CPHY is said to have the monotonic tradeo↵

property if the Jain’s index J

⇤
�

is strictly decreasing in �, for � > �

⇤, and constant otherwise. The

yields to the fact that a decrease in e�ciency results in a strict increase in the Jain’s index, until

�

⇤ is reached. Decreasing e�ciency beyond �

⇤ maintains the Jain’s index at its maximum. It is

shown that if the set CPHY has monotonic tradeo↵ property [47] then

v⇤
�

[k] =

⇢

v[k]
�

�

�

v[k] = arg max
�⌘(v[k]), v[k]2CPHY

J(v[k])

�

(2.25)
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is equivalent to the case when the inequality is replaced by equality. Further, since the e�ciency is

constant (note that the Jain’s index numerator is the square of e�ciency) we have the equivalent

minimization as

min
⌘(v[k])=�, v[k]2CPHY

�

�

�

v[k]
�

�

�

2
. (2.26)

In contrast to the previous equivalent form (2.23), the objective is strictly convex, which implies that

when CPHY is also convex, the solution to the above optimization problem is trackable and unique

[50]. In summary, if the monotonic tradeo↵ property is satisfied, v⇤
�

[k] can be found by solving

second norm minimization in (2.26), which is significantly easier to solve than the optimization

problems in (2.23) for an arbitrary CPHY.

It is proved [47] that a set CPHY possesses the monotonic tradeo↵ property if the set CPHY is

convex, vector vmin1|�NRT| 2 CPHY, and for all v[k] 2 CPHY satisfies v[k] � vmin1|�NRT|.

In other words, a benefit vector v⇤
�

[k] achieves the optimal EJT if there is no feasible benefit

vector u 6= v⇤
�

[k] such that ⌘(u) is closer to the fairest solution �1|�NRT|/|�NRT|. The solution is

the projection of fairest potentially unfeasible solution to the feasible set as

min
⌘(v[k])=�, v[k]2CPHY

�

�

�

v[k]� �1|�NRT|

�

�

�

. (2.27)

Based on the monotonic tradeo↵ property, the solution of second norm minimization in (2.26)

remains unchanged if the equality constraint is replaced by the inequality ⌘(v[k]) � �. Hence, 2�

is the non-negative Lagrange multiplier corresponding to this constraint.

Gradient based Core

Although for static channels, time sharing and solving using a standard convex optimization prob-

lem is possible, for time-varying channels, time sharing and standard convex optimization is im-

plausible. Therefore, the scheduler should be simplified, using the gradient-based approach. For

optimizing the long-term (or steady-state) mean bit-rates, the benefit vector is defined as

v[k] = lim
k!1

r̄[k]. (2.28)
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Given the exponentially-weighted mean bit-rates at frame index k � 1 and the instantaneous bit-

rates, b(j)
�

[k], the task of the scheduler is to determine the instantaneous scheduling variables, x(j)
�

[k],

in such a way that maximizes a given system utility in (2.27). The corresponding gradient scheduling

algorithm uses the first order Taylor’s series expansion of (2.27) in frame index k. Accordingly, the

problem will be simplified to selecting the one that has the largest distance to � as

⇣

�

⇤[k], j⇤[k]
⌘

= argmax
(�,j)

b

(j)
�

[k]
⇣

� � r̄

�

[k � 1]
⌘

. (2.29)

This gradient scheduling algorithm provides the Pareto optimal tradeo↵, by changing �, between

the Jain’s index and sum bit-rate [47].

2.3.4 General Utility Fairness for Bit-rate through Jain’s Index Maximization

As we discussed in the previous section, maximizing the Jain’s index provides e�ciency and fairness

trade-o↵s. However, optimizing the Jain’s index of the raw bit-rate does not capture the hetero-

geneity among di↵erent flows which have di↵erent utilities of the bit-rate. As an example, one can

consider a cellular system where the WTs in the cell edge have very tough utility with respect

to bit-rates. Formulating the problem based on raw bit-rate cannot capture this heterogeneity.

Instead, the Jain’s index of utilities should be maximized. This makes the MAC layer aware of the

real utility of the resources, when maximizing the Jain’s index. Based on this idea, the fairness is

generalized in equalizing the utilities rather than the raw bit-rate. Then, the formulation is

max
J0J(r̄

�

[k]), x

(j)
�

[k]2CPHY

|�NRT|
X

�=1

S

r̄
�

�

r̄

�

[k]
�

. (2.30)

Since di↵erent applications have di↵erent utility perception, fairness in this heterogeneous context

means distributing resources with respect to di↵erent utilities. In other words, utility fairness is

the notion which equalizes the utilities among flows, instead of equalizing the raw QoS elements

among flows.
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Gradient based Core

The corresponding scheduling core is suggested as

⇣

�

⇤[k], j⇤[k]
⌘

= max
(�,j)

b

(j)
�

[k]
⇣

�

Sr̄ � S

r̄
�

(r̄
�

[k � 1])
⌘

, (2.31)

where �

Sr̄ is the parameter which changes the tradeo↵ between bit-rate fairness and e�ciency.

2.3.5 E�ciency and Fairness tradeo↵ through Multi-objective Optimization

As we already discussed, näıve optimization of the throughput will result in starvation for some of

the WTs, decrease the WT loyalty and end up being very far from the optimal network e�ciency.

Here, we are proposing to maximize the e�ciency and at the same time minimize the discrimination.

Having discrimination minimization results in service-ubiquity in the cell, generalizing the bit-rate

ubiquity.

We model the e�ciency of the network by S

r̄
net

⇣

r̄[k]
⌘

and the discrimination by ⇧r̄
net

⇣

r̄[k]
⌘

,

with respect to the mean bit-rate, as

S

r̄
net

⇣

r̄[k]
⌘

=
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X

�=1

S

r̄
�

(r̄
�

[k]) and ⇧r̄
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⇣
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⌘

=
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X
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�

[k]
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S
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⇣

r̄[k � 1]
⌘

|�NRT|

1

A

2

. (2.32)

The discrimination is indeed the e�ciency risk, as a variance, that the operator will endure with

regards to its e�ciency.

Formulation and the Gradient based Core

We now propose to use a multi-objective optimization (with respect to the first Euclidean quadrant

cone, R2
+), as maximizing the total utility while minimizing the discrimination as

max
r̄[k]2CPHY

h

S

r̄
net

⇣

r̄[k]
⌘

,�⇧r̄
net

⇣

r̄[k]
⌘i

R2
+

which is equivalent to max
r̄[k]2CPHY

S

r̄
net

⇣

r̄[k]
⌘

� %⇧r̄
net

⇣

r̄[k]
⌘

.

(2.33)
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The equivalent formulation is based on the fact that for a multi-objective optimization, a feasible

allocation is Pareto optimal, if it is optimal for the scalar version of the problem [50]. Parameter

% tradeo↵s di↵erent Pareto optimal allocation. The operator will have this choice to force the

algorithm to control the discrimination minimization by increasing or decreasing parameter %,

achieving a predetermined tolerable discrimination. Applying the gradient scheduling algorithm,

we get
⇣

�

⇤[k], j⇤[k]
⌘

= argmax
(�,j)

@S

r̄
�

�

r̄

�

[k]
�

@x

(j)
�

[k]

h 1

2%
� S

r̄
�

�

r̄

�

[k]
�

+
S

r̄
net

�

r[k � 1]
�

|�NRT|
i

. (2.34)

Changing parameter % from 0 to1 increases the fairness from sum bit-rate maximization to schedul-

ing resembling the Jain’s index maximization, similar to e�ciency and Jain’s index maximization.

Intra-class Fairness as an Application of the Multi-objective Optimization

Interestingly, the multi-objective approach can be used to implement intra-class fairness. In fact,

the flows with the same QoS-class should experience a same level of QoS, in average. This can be

implemented by intra-class fairness to equalize the utilities within a class. Based on the concept

developed in Section 2.3.5, here we modify the core and outline the intra-class fairness. The utility

fairness term is to penalize the objective if SQoS
net is far from the average of it in the same subscription

class based on the following core as

⇣

�

⇤[k], j⇤[k]
⌘

= argmax
(�,j)
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02�
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(r̄
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[k � 1])

1

C

A

, (2.35)

where =
�

(·) is the generalization of the perceived fairness on the utility, as a general function (=
�

(·))
on the distance between flow utility and the intra-class average utility in the previous frame, and

�
✓

�

is the ensemble of flows in the same QoS class as the flow �.

In some scenarios, the network is interested in proving di↵erent notion of fairness among di↵erent

subset of flows. For example, we can have a very tight fairness among a certain subset of flows

while we have a relaxed fairness among another set of flows. Nevertheless, when we mix the flows,

it is in contrast to the fairness notion definition to have more than one fairness notions in a same
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pool of RBs.

2.3.6 Minimum Bit-rate QoS Guarantee through Virtual Token

References [51,52] studied the general utility maximization, including GPF, subject to the minimum

and maximum bit-rate constraints in infinite-backlog queues in single channel case, based on token

counter. The optimization maximizes network utility subject to the minimum and maximum bit-

rate requirement as

max
x

(j)
�

[k] 2 CPHY
T

C r̄min T
C r̄max

|�NRT|
X

�=1

S

r̄
�

�

r̄

�

[k]
�

, (2.36)

where C r̄min
and C r̄max

describe the minimum bit-rates and maximum bit-rates requirements as
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=
n
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(j)
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[k]  r̄

max
�

o

. (2.37)

The virtual token mechanism is a modification on the gradient algorithm solving the corre-

sponding unconstrained problem. The modification produces a gradient algorithm solving the

problem with maximum and minimum bit-rate constraints. This approach selects the flow �

⇤[k] to

be transmitted on RB j

⇤[k] based on

⇣

�

⇤[k], j⇤[k]
⌘

= argmax
(�,j)

e�
token
�

[k] @S
r̄
�

(r̄
�

[k])

@r̄

�

[k]

@r̄

�

[k]

@x

(j)
�

[k]
, (2.38)

where �

token
�

[k] is the token counter for flow �. If flow � receives services less than r̄

min
�

, then its

token counter has a positive drift, increasing the priority level of corresponding flow. If flow �

receives more than r̄

max
�

, then the its token counter has a negative drift, decreasing the priority

level of the of the corresponding flow and less likely to be served. The update rule for token counter

is

�

token
�

[k] =

8

>

>

<

>

>

:

�

token
�

[k � 1] + r̄

min
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� r

�

[k], if �

token
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[k � 1] � 0,
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token
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� r
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[k], if �

token
�

[k � 1] < 0.

(2.39)
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Intuitive Explanation of the Virtual Tokens

The intuition behind update of the �

token
�

[k] can be interpreted as follows. There is a virtual token

queue (which can take either positive or negative values) corresponding to each flow. The tokens

arrive in the token queue (token counter is incremented or decremented) at the rate r̄min
�

or r̄max
�

per

iteration, depending on whether the token counter is positive or negative, respectively. If flow � is

served, the tokens are removed from the token queue equal to received service. Intuitively, if in an

iteration, the mean bit-rate of flow � is less than its minimum requirements, the token counter has

positive drift, therefore, the priority of serving flow � gradually increases. On the other hand, if the

mean bit-rate of flow � is higher than its maximum, then its token counter has negative drift, thus

gradually decreasing the priority to be served. Associated with guaranteeing minimum bit-rate,

the length of the averaging window, in which the requirement is satisfied, can be interpreted as

the target delay of the minimum bit-rate requirement. Long delay windows allow longer periods of

not being scheduled, whereas a short delay window will help schedule flows more often. For other

similar approaches on incorporating minimum bit-rates with GPF see [33].

Guaranteeing the minimum bit-rate is important for some application, such as the streaming

applications where a minimum bit-rate for a multi-description coding is needed to transmit the

basic layer. In addition, it can smooth out the wireless channel and make the packet-based flows

emulating a circuit-based flows. Di↵erentiating the minimum bit-rate is a tool for selling di↵erent

kind of service with di↵erent prices. On the other hand, the maximum bit-rate gives the incentive

to the WTs to upgrade their service.

Ine↵ectiveness of Applying QoS-requirement Constraints through Barrier Functions

It is worth mentioning that another natural approach for implementing bit-rate constraints is

an unconstrained optimization that deals with the bit-rate constraints by modifying the utility

function, with barrier functions, in a way that penalizes bit-rate constraint violations. However, it

is demonstrated in [51] that such an approach does not work well. The reason is that an algorithm

with a modified utility function typically overreacts to temporary bit-rate constraint violations

which significantly degrades the achieved value of the utility function.
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2.3.7 Minimum Bit-rate QoS Guarantee through Lagrangian Multipliers

Using the method of the Lagrange multipliers, an alternative approach for implementing the bit-

rate constraints in Crmin
can be derived. The Lagrangian of the constrained optimization, with

Crmin
, is

L

r̄min
⇣

�r̄min
[k], r̄[k]

⌘

=

|�NRT|
X
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�

+
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�

S

r̄
�

(r̄
�

[k]) , (2.40)

where the Lagrangian multiplier vector, associated with constraints Crmin
, is denoted by vector

�rmin
[k]. This form transforms the constrained optimization into an unconstrained optimization of

maximizing the Lagrangian over the primal and dual variables. The steepest gradient theory [50],

should be performed on primal variables, x(j)
�

[k], as well as the dual variables, �r̄min

�

[k]. Accordingly,

the primal variables are updated based on the gradient with respect to primal variables as

@L

r̄min
⇣

�r̄min
[k], r̄[k]

⌘

@x

(j)
�

[k]
= �

r̄min

�

[k]
@r̄

�

[k]

@x

(j)
�

[k]
+

@S

r̄
�

(r̄
�

[k])

@r̄

�

[k]

@r̄

�

[k]

@x

(j)
�

[k]
, (2.41)

which makes the scheduling core as
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Intuitively, the flows with low spectral e�ciency values (or AMC) but high minimum bit-rate are

assisted through the addition of the of the Lagrangian multiplier to their derivative.

The Lagrange multiplier update is determined by the gradient of the Lagrangian with respect

to the dual variables (Lagrange multipliers) equal to

@L

r̄min
⇣

�r̄min
[k], r̄[k]

⌘

@�

r̄min

�

[k]
= r̄

�

[k]� r̄

min
�

(2.43)

and the projection of the gradient into positive numbers, similar to the LMS update, as

�

r̄min

�

[k + 1] = max
h

0,�r̄min

�

[k]� ~[k]
�

r̄

�

[k]� r̄

min
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�

i

. (2.44)
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This is an online algorithm which learns the channel statistics, along the scheduling satisfying the

mean bit-rate constraints. The iterations are terminated when �

�

[k + 1] � �

�

[k] < err, for all �.

If the minimum bit-rate constraint is eliminated (equivalently when r̄

min
�

= 0 for a certain �) the

�

�

[k] will fall to 0 and the aforementioned update rule for the Lagrangian multipliers will reduce

to gradient algorithm without bit-rate constraints.

Forgetting Factor E↵ect on the Convergence and the Robustness

The forgetting factor step size for minimum bit-rate brings mean bit-rates to a neighbourhood

with a size of order of step size, O(~[k]), in number of iteration inversely proportional to step

size O(1/~[k]). Similar to GPF gradient algorithm, convergence is ensured with an asymptotically

vanishing step size, with the cost of lowering the robustness to channel non fluctuation. Smaller step

size results in faster convergence but larger variability. Interestingly, the robustness and convergence

tradeo↵ is similar to tracking and optimality tradeo↵ encountered with the LMS algorithm [38].

The minimum bit-rate implemented by the token mechanism if converge, converge to optimal. On

the other hand, the Lagrangian approach is proved to converge to suboptimal solution. For detailed

discussion on minimum bit-rate guarantee based on the Lagrangian approach see [53, 54].

2.3.8 Minimum Bit-rate QoS Guarantee through MLWDF

Another alternative for guaranteeing minimum bit-rare is using MLWDF scheduling in conjunction

of virtual token buckets. Each flow will be associated with a virtual token queue. Tokens in flow

� arrive at the constant rate r̄

min
�

, where r̄

min
�

is the required minimum bit-rate. Then, in each

iteration, the priority decisions of RBs to flow mapping are made according to the MLWDF rule,

when d

HOL
�

[k] is replaced with HOL-delay of the longest waiting token in token bucket �, instead of

being the real HOL-delay of flow �. Subsequently, the number of tokens in the corresponding bucket

is reduced by the actual amount of data served. The HOL-delay of token can be implemented just

as a counter. This is due to the fact that the tokens arrive at a constant rate and d

HOL
�

[k], in this

case, is equal to d

HOL
�

[k] = q

�

[k]/r̄min
�

.

Since MLWDF is a throughput optimal scheduling rule [55] and token queues are stable, the
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actual throughput of each flow � is at least r̄min
�

. In this case, parameters µ
�

also control the time

scale on which throughput guarantees is provided. The greater the µ
�

for a certain flow, the desired

minimum bit-rate is provided on a finer time scale. In other words, the mean bit-rate is satisfied

over shorter time scale [55,56]. The MLWDF also is used for maximum HOL-delay guarantee which

will be discussed later in scheduling for RT flows section.

2.4 Packet Scheduling and Resource Block Allocation for RT flows

2.4.1 Mean-delay Fairness through WGPF

Majority of results reported in the literature on fairness are confined to bit-rate fairness, often

without adequate attention to delay fairness. In this section we design delay fairness objectives, in

which delay measures are equalized among flows. This section is based on our previous work on

the delay fairness through scheduling [12]. We show a design methodology for mean-delay fairness,

as an example of QoS-fairness. In general, QoS-fairness can be defined as applying fairness on a

general subset of QoS elements, instead of a single QoS element.

For a finite-backlog queue model, any bit-rate fairness such as bit-rate GPF or bit-rate maxmin

cannot guarantee to what extent the queueing delay quantities are equalized. In other words,

fairness in terms of bit-rates, such as GPF, cannot guarantee the fairness on delay because the

objective is blind to any queue information [12]. Delay fairness is generally the e↵ective fairness

answer to the finite-backlog scenario in order to equalize the delay among flows.

We start with non-tra�c-aware weighed generalized proportional fairness (WGPF) objective

and modify it to make an algorithm for delay fairness. We show how the WGPF objectives are

connected and are equivalent to the delay-fair algorithm, derived from the Little’s law [36]. We,

then, show how the fair framework can be interpreted as minimizing the total delay disutility. We

use convex increasing functions to describe the delay disutility of flows as the delay counterpart of

bit-rate utility functions. This interpretation explains how the utility functions fit in the tra�c-

aware schedulers. It will be shown how the developed framework for a special disutility function,

asymptotically (with respect to the associated parameter ⌫d̄) lead to the minmax mean-delays
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fairness. The developed framework, in this special case, can be adjusted between two extreme

objectives: minimizing total mean delay and minimizing the maximum mean delay. Finally, we

prove that the gradient scheduling algorithm is equivalent asymptotically to serving the flow with

the largest mean-delay, at each iteration.

Mean-delay Fairness Formulation

To guarantee the delay fairness, the scheduler should be both queue-aware and channel-aware.

The general idea is that serving the flows with the longer mean queue lengths results in greater

satisfaction than serving the flows with smaller mean queue lengths. We set the weights of WGPF

as wGPF
�

[k] = (q̄
�

[k])⌫
d̄
which results in network utility as

S

(q̄,r̄)
net

⇣

q̄[k], r̄[k]
⌘

=

|�RT|
X

�=1

⇣

q̄

�

[k]
⌘

⌫

d̄

1� ↵

⇣

r̄

�

[k]
⌘1�↵

, (2.45)

where q̄

�

[k] is the mean queue length of flow � until frame k as

q̄

�

[k] =

✓

1� 1

k

◆

q̄

�

[k � 1] +
1

k

q

�

[k] (2.46)

and q

�

[k] is the frame queue length at the end of frame k, for flow �. Parameter ⌫ d̄ is a constant

determining the importance level of the tra�c-aware characteristic. For the constant mean queue

lengths (infinite-backlog) the objective reduces to conventional GPF.

Now, we show the interesting connection between this design and delay minimization. For 2  ↵

and ⌫

d̄ = ↵� 1, the network utility becomes

S

(q̄,r̄)
net

⇣

q̄[k], r̄[k]
⌘

= � 1

⌫

d̄

|�RT|
X

�=1

✓

q̄

�

[k]

r̄

�

[k]

◆

⌫

d̄

, where
q̄

�

[k]

r̄

�

[k]
is equal to d̄

�

[k]. (2.47)

Note that for ↵ � 2, the constant factor, 1/(1� ↵), makes the maximization, a minimization. This

positive constant is irrelevant to the optimization.

Since the mean incoming bit-rate is equal to mean outgoing bit-rate for each flow, mean bit-rate
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r̄

�

[k] is proportional to the estimate (⇤̂
�

[k]) of actual arrival bit-rate (⇤
�

) as

r̄

�

[k] ,
P

k

k

0=1 r�[k
0]

k

⇡ 1

T

b

⇤̂
�

[k], where ⇤̂
�

[k] is an estimate of ⇤
�

= lim
k!1

P

k

k

0=1A�

[k0]

k

,

(2.48)

in frame k, where r

�

[k] is the frame bit-rate for flow � in frame k, A
�

[k] is the arrival bits in frame

k, and r̄

�

[k] is the mean bit-rate received by flow � until frame k.

With the ergodicity assumption for queue lengths, the mean length of queue, �, q̄
�

[k], is the

multiplication of the estimated arrival bit-rate, ⇤̂
�

[k], by the mean latencies in that queue, l̄
�

[k].

This can be explained by the Little’s law as

q̄

�

[k] = l̄

�

[k] ⇤̂
�

[k] or q̄

�

[k] = l̄

�

[k] r̄
�

[k]. (2.49)

Therefore, in fact d̄
�

[k] is the mean delay, equal to l̄

�

[k].

Having designed a WGPF with daly consideration, we make a more general formulation based

on delay disutility. Each flow is associated with a disutility as D

d̄
�

(d̄
�

[k]) in frame k, where the

disutility is a convex increasing function and d̄

�

[k] is an estimation of the mean-delay at the end

of frame k. The network objective is, then, to minimize the total disutility, Dd̄
net

�

d̄[k]
�

, as

min
x

(j)
�

[k]2CPHY

D

d̄
net

⇣

d̄[k]
⌘

, or min
x

(j)
�

[k]2CPHY

|�RT|
X

�=1

D

d̄
�

⇣

d̄

�

[k]
⌘

, (2.50)

where the constraints are induced by PHY limitation of RBs in a frame, as before. Minimizing the

above objective, with

D

d̄
�

�

d̄

�

[k]
�

=
⇣

d̄

�

[k]
⌘

⌫

d̄.

⌫

d̄ (2.51)

is equivalent to WGPF maximization. This connection explains the relationship between bit-rate

utility and mean-delay disutility. We note that our delay minimization approach is also equivalent

to minimization of delay violation probability in heavy tra�c situation in [57].
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Mean Delay Estimate as a Function of Frame Bit-rate

In the next section, we derive an estimate for mean delay, needed for studying the daly fairness.

Since queue lengths at the end of each frame are unknown, we need an estimate for queue lengths.

Across the frames the queue lengths are flactuating based on the arrival bits, A
�

[k], and the received

service, r
�

[k], as

q

�

[k] = max
h

q

�

[k � 1]� T

b

r

�

[k] +A

�

[k], 0
i

. (2.52)

An estimate for mean queue lengths at the end of frame k can be achieved with considering the

e↵ect of allocation on the expected value of queue length at the end of frame k with respect to

arrivals. The arrival bit-rates, in frame k, is estimated with mean bit-rate at the end of frame k�1.

Then, the estimate for d̄
�

[k], which is denoted by d̃

�

[k], is

d̃

�

[k] =

�

1� 1
k

�

q̄

�

[k � 1] + 1
k

⇣

q

�

[k � 1]� r

�

[k] + E(A
�

[k])
⌘

�

1� 1
k

�

r̄

�

[k � 1] + 1
k

r

�

[k]
. (2.53)

Separating the constant factors and the optimization variable factors in frame k, we get

d̃

�

[k] =

�

k�2
k

�

q̄

�

[k � 2] + 2
k

q

�

[k � 1]� k�1
k

2

⇣

r

�

[k]� r̄

�

[k � 1]
⌘

�

1� 1
k

�

r̄

�

[k � 1] + 1
k

r

�

[k]
=

⇣

(1)
�

[k]� ⇣

(2)
�

[k]r
�

[k]

⇣

(3)
�

[k] + ⇣

(4)
�

[k]r
�

[k]
, (2.54)

where ⇣

(1)
�

[k], ⇣(2)
�

[k], ⇣(3)
�

[k], & ⇣

(4)
�

[k] are constants, independent of current frame allocation. The

constants ⇣

(1)
�

[k] & ⇣

(3)
�

[k] are based on the past allocations and ⇣

(2)
�

[k] & ⇣

(4)
�

[k] are functions of

k. This estimate, of the mean delay, is a decreasing convex bi-linear function of the frame bit-

rate. Since the mean delay estimates are decreasing convex functions and disutility functions are

increasing convex functions, the summation of the substitution compositions in (2.50), with real

variable relaxation, is a convex decreasing function [50].

Gradient based Core for the Mean-delay Fairness

Having formulated the delay disutility minimization, now, we discuss the gradient based algorithm

for it. The maximum change in the objective can be achieved in the direction of gradient. Based
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on the chain rule the gradient can be decomposed as

@D

d̄
net

�

d̄[k]
�

@x

(j)
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[k]
=

@D
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net(d̄[k])

@d̄

�

[k]

@d̄

�

[k]

@r

�

[k]

@r

�

[k]

@x

(j)
�

[k]
, (2.55)

where each component is further specified by
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net
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(4)
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[k]
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@r

�

[k]

@x

(j)
�

[k]
= b

(j)
�

[k].

(2.56)

Since the overall objective is a decreasing function in terms of scheduling variables, the deriva-

tives are negative. Therefore, for finding the smallest gradient, it is su�cient to find the largest

absolute value of the gradient, which finds the flow and the associated RB based on the largest

absolute value of the gradient with respect to the optimization variable as

⇣

j

⇤[k],�⇤[k]
⌘

= argmax
(j,�)

�

�

�

�

�

�

@D

d̄
net

�

d̄[k]
�

@x

(j)
�

[k]

�

�

�

�

�

�

. (2.57)

2.4.2 Mean-delay Minmax Fairness

Similar to maxmin bit-rate fairness as an asymptotic version of GPF, a minmax mean delay coun-

terpart is the asymptotic version of the aforementioned WGPF for delay fairness. For (2.51) and

1  ⌫

d̄, the scheduler can be adjusted between sum mean delay minimizer and minmax delay ob-

jective. The term minmax mean-delay refers to the case when any change in the allocation cannot

result in reducing the maximum mean-delay among flows. The equivalent explanation is that no

mean-delay d̄

�0 can be reduced without increasing the other mean delay less than d̄

�0 .

For ⌫d̄ = 1, the sum mean delay minimization is the straight result of substitution. The following

propositions prove the delay minmax case. The Proposition 3 shows that in the asymptotic case

the network objective (2.50) corresponds to the minmax mean-delay objective.

Proposition 3. For (2.51), as ⌫

d̄ ! 1, the network disutility leads to a minmax delay-fair

allocation.

The next proposition, Proposition 4, shows how the scheduler can be simplified in asymptotic
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case for su�ciently large ⌫

d̄.

Proposition 4. For a su�ciently large ⌫

d̄, assigning a RB to the flow with the maximum current

mean-delay, in the iterations in the frame k, on its best sub-channel is equivalent to assigning RB

to the flow with the smallest gradient.

We proved that increasing parameter ⌫d̄ in the proposed adjustable scheduler leads to minmax

objective for mean delays. This proof rationalizes a simple intuitive mechanism of serving the worst

flow, in terms of mean delay, and connects it to the gradient-based algorithms. The idea of selecting

the flow with the maximum mean delay is the tra�c-aware counterpart of the selecting the flow

with the minimum bit-rate in each iteration which was used in [17,34,58].

2.4.3 HOL-delay

Formally, the HOL-delay, in each frame, is defined as the di↵erence of the current frame index, k,

and the arrival time-stamp frame index of HOL packet, tHOL
�

[k], as

d

HOL
�

[k] = k � t

HOL
�

[k]. (2.58)

Similar to mean delay, HOL delays are also updated frame-by-frame as the result of the frame

allocation, the arrivals and their previous states. The dHOL
�

[k] is time the HOL packets are delayed

until frame k, in the scale of the frame time span. Accordingly, the HOL packets are delayed equal

to T

b

d

HOL
�

[k] in seconds, until frame k. In frame k, the timestamp of the arrivals (if there is arrival

in frame k or A
�

[k] 6= 0) is

t

(l)
�

[k] = k, for l such that q

�

[k � 1]� T

b

r

�

[k] < l  q

�

[k � 1]� T

b

r

�

[k] +A

�

[k], (2.59)

where t

(l)
�

[k] denotes the timestamp of the l-th bits (l 2 [1, q
�

[k]]) and the condition is targeting

the new arrival in the queue. In addition, r
�

[k] is the output bits from flow � in frame k (results

of decisions in frame k) and A

�

[k] is the arrival in bits to the flow � in frame k.

Note that t

(l)
�

[k] is equal to the former used notation as t

HOL
�

[k], for 1  l . Since the HOL-

delay plays an special rule, we used an special notation for it. Similarly, d(l)
�

[k] is defined as the
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l-bits delay for flows �, where d

HOL
�

[k] is defined as d
(q

�

[k])
�

[k]. Accordingly,
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�

[k] +A

�
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(2.60)

In other words, the delay of the new arrivals will be equal to 0 and the delay of the not transmitted

packets will be increased by 1 (in frame index scale). Arrival is considered in the beginning of each

frame leading to possible zero delay.

2.4.4 HOL-delay Fairness through WGPF

Similar to mean-delay fairness, with the selection of disutility over HOL-delay as

D

dHOL

�

�

d

HOL
�

[k]
�

=
⇣

d

HOL
�

[k]
⌘

⌫

dHOL
.

r̄

�

[k], for � 2 �RT, (2.61)

our framework will be reduced to HOL-delay fairness proposed in [59], similar to mean-delay fair-

ness in [12]. The same observation in [12] for trade-o↵ between delay fairness and throughput (or

equivalently resource e�ciency) can be observed for HOL-delay fairness, by controlling the param-

eter ⌫

dHOL
(1  ⌫

dHOL
) [60]. Reference [59] used the HOL-delay fairness and GPF mechanism

sequentially (or with static separation) for RT and NRT packet scheduling and resource allocation.

2.4.5 Delay Fairness through Jain’s Index Maximization for Delay

In previous sections based on [12], we presented the parametric utility delay fairness. This approach

is to allocate the resources in a way that maximizes a parametric utility to control the tradeo↵ of

the e�ciency and fairness, in terms of delay. However, increasing parameter ⌫d̄ results in allocation

which has high fairness in a sense that it does not necessarily conform to the Jain’s index of delay

profile of flows, as it will be shown hereinafter.

Another approach for achieving delay fairness is suggested as maximizing the Jain’s index of

mean-delay extending [47]. Similar to delay fairness based on WGFP in the previous sections,

maximizing the Jain’s index of delay is a fairness notion for finite-backlog scenario. This is in
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contrast to bit-rate fairness which is for infinite backlog scenario. Based on this approach the

following core is suggested as

⇣

�

⇤[k], j⇤[k]
⌘

= max
(�,j)

b

(j)
�

[k]
⇣

d̄

�

[k � 1]� �

d̄
⌘

, (2.62)

where �

d̄ is the parameter which changes the tradeo↵ between delay fairness and e�ciency.

Delay Fairness through Jain’s Index Maximization for Delay with General Disutility

Similar to Section 2.3.4, for maximizing the Jain’s index on the general disutility of the delay the

following scheduling core is suggested as

⇣

�

⇤[k], j⇤[k]
⌘

= max
(�,j)

b

(j)
�

[k]
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D

d̄
�

�
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�� �

Dd̄
⌘

, (2.63)

where �

D(d̄) is the parameter which changes the tradeo↵ between delay fairness and e�ciency, in

this case.

2.4.6 Maximum Mean-delay QoS Guarantee through Lagrangian Multipliers

Similar to guaranteeing minimum bit-rate, Lagrangian method can be used for guaranteeing the

maximum of the mean delay. Reference [54] considers mean delay based utility maximization

subject to the mean delay constraints defined as

Cd̄max
=
n

x

(j)
�

[k]
�

�

�

8 � : d̄

�

[k]  d̄
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�

o

. (2.64)

Then, the OFDMA version of the gradient scheduling algorithm in [54] can be described as

⇣
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. (2.65)

Similar to guaranteeing the minimum bit-rate in Section 2.3.7, intuitively, the flows with low

AMC values, but low mean delay requirement, are assisted through the addition of the Lagrangian

multiplier. Likewise, the corresponding Lagrangian multipliers are determined by approximation
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of the sub-gradient projection as

�
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. (2.66)

It is worth mentioning that when only part of the RB is required to serve all the data in selected

flow queue, the remaining capacity of the RB will be assigned to the flow with the second highest

argument in the argmax. This process continue until the all the RBs are assigned to flows or

all the all queues become empty. Similar to its bit-rate counterpart, minimum bit-rate guarantee

in Section 2.3.7, when the maximum mean delay requirement is high, the Lagrangian multiplier

becomes zero, not assisting the corresponding flow.

Mean-delay versus HOL-delay

Interestingly, guaranteeing maximum mean-delay makes a bound on the HOL-delay outage. This

can be explained in terms of the Markov inequality [61, sec. 4.6]. Based on the Markov inequality,

the mean of a random variable makes an upper bound on its complementary-CDF. Therefore, guar-

anteeing the maximum mean-delay makes an upper bound on the outage of HOL-delay. Applying

the Markov inequality implies that

Pr
�

d
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�

[k] > d

HOLmax
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d
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. (2.67)

Now, if we estimate d̄

�

[k] with E
⇣

d

HOL
�

[k]
⌘

and assume to have a bound on the mean-delay as
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, then
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. (2.68)

This suggests that to control maximum HOL-delay, we can control the maximum mean-delay,

indicated by d̄

max
�

= d

HOLmax

�

�

�

. However, it should be noted that this approach is an indirect

approach for HOL-delay control which its resulting bound on the HOL delay is not tight.
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Lagrange Multiplier Assisted Admission Controller

The Lagrangian multipliers, associated with the minimum bit-rate constraint and maximum delay

constraint formulation, are also useful in admission controller (AC) decision making, whether to

admit additional flows, or drop flows in accordance to their priorities as resources are consumed.

Intuitively, the Lagrange multiplier values show the slackness of their corresponding constraints

[50]. The Lagrange multipliers are relatively small, if resources are more than enough, signalling

feasibility of admitting additional flows. In other hands, the Lagrange multipliers start to become

relatively large, if the resources are not enough to render QoS-requirements, signalling that low

priority flows should be dropped, in order to maintain higher priority QoS-requirements feasible.

As a conceptual guide, in [62], the AC is proposed to have di↵erent threshold on Lagrangian

multipliers for each class of tra�c. However, we note that the dropping can be implemented

automatically in the RRM design, without separate AC mechanism, similar to [14].

The Lagrange multipliers are also suggested to be used as a guideline for dynamic pricing of

the resources. When initiating a flow, the BS negotiates with the corresponding WT to agree on

a price, for utilizing the network resources, based on the Lagrange multiplier. When a Lagrange

multiplier grows, the BS increase the corresponding price [62].

2.4.7 Maximum HOL QoS Control through Earliest Deadline First

The simplest mechanism for controlling HOL delay is the earliest deadline first (EDF) [63]. The

EDF approach is based on serving the flow with the earliest deadline. The EDF is described by

⇣

�

⇤[k], j⇤[k]
⌘

= d

HOL
�

[k]� d

HOLmax

�

, (2.69)

which is a non channel aware scheduler. A channel aware version can be considered as
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, (2.70)

where it prioritize the flow with higher transmission e�ciencies.
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2.4.8 Maximum HOL QoS Guarantee through Modified Largest Weighted De-

lay First

A more advanced mechanism, in comparison to EDF, for controlling HOL delay for RT flows, is

MLWDF [56,64]. In each frame k, a flow �

⇤[k] is selected to be transmitted on an RB on sub-channel

j

⇤[k] according to
⇣

�

⇤[k], j⇤[k]
⌘

=
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(j)
�

[k]

r̄

�

[k]
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d
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�

[k], � 2 �RT, (2.71)

where µ

�

is suggested to be selected as

µ

�

= � log �
�

⌧

�

, (2.72)

as a result of large deviation optimality in [65], r̄
�

[k] is the mean bit-rate in frame k, ⌧
�

is the

maximum allowable delay threshold, and �

�

is a maximum probability of exceeding the delay

threshold [66] as

Pr
�

d

HOL
�

[k] > ⌧

�

�

< �

�

. (2.73)

It is worth mentioning that by fixing a close-to-one percentile for 1� �

�

(or equivalently small �
�

),

we can interpret ⌧

�

as the delay deadline which we denoted earlier by d

HOLmax

�

. As an example,

for 1� �

�

equals to the 99th percentile, we have µ

�

⇡ 2
�

d

HOLmax

�

. By this interpretation, it can be

noticed that the HOL-delays are divided by their deadlines in the structure of MLWDF (see (2.71)

and (2.72)). It is in contrast to EDF, where the di↵erence of HOL-delays and their deadlines forms

the structure.

Intuitive Interpretation of the Parameter µ

�

Parameter µ
�

embodies the di↵erent HOL-delay requirements among flows. For example, if flows 1

and 2 have the same desired delay thresholds ⌧1 = ⌧2, but the desired maximum HOL delay violation

probability for flow 2, �2, is four times less than that of flows 1, �1, then µ2 = 2µ1, and therefore,

flow � = 2 is treated with higher priority over flow � = 1. The greater the flow HOL-delay, or the

higher the channel quality relative to its average level, or the higher the HOL-delay requirement,
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prioritize the scheduling of the associated flow. The MWLDF rule approximately balances di↵erent

probabilities of the deadline violation, relative to their maximum allowed violation values. It is

shown in [67] that the policy which minimizes the total packets in the system (with Bernoulli i.i.d.

arrival and Bernoulli on & o↵ channel model), is the one that serves the flow whose channel is on

and has the longest queue length which resembles MWLDF.

Packet Loss Ratio

In packet-switching networks, packet loss is inevitable. In addition to bit-rate and delay, packet

loss ratio (PLR) is another QoS measure. Among the scheduling cores which are discussed in this

chapter, MWLDF and exponential-rule (EXP) cores are able to control the PLR, besides other

elements. In fact, in the structure of MLWDF and EXP, the maximum PLR is embedded in µ

�

as �

�

, which we denoted earlier by ✏

max
�

. A packet loss may happen due to the several reasons

including link error or passed delay deadline. Generally, when a packet arrives, it is timestamped

and placed in the packet queue, in addition to a unique associated virtual token with the same

timestamp. This token, with the same timestamp, will be preserved until either the acknowledge

message for receiving the packet is received, or the HOL-delay (for RT flows) of the packet is passed.

Other origins of the packet loss may include overflow occurrence, or the retransmission timeout of

automatic repeat request (ARQ). Basically, the delay exceeding probability is kept around 10�2 by

the scheduler. Then, ARQ reduces it to order value of 10�6. Finally, TCP retransmits if a packet

is lost or delayed beyond its expectation.

More generally, there can be a packet loss counter in the system which counts the occurrences

of losses, until frame k. The packet loss counters are updated frame-by-frame. Then, based on

the packet loss counter, the empirical PLR is calculated and is passed through the PLR-disutility

function, which is an increasing function of the empirical PLR and acts as a weight emphasizing

or de-emphasizing on serving a flow. If PLR for certain flow increases beyond its requirements, the

PLR-disutility will also be increased and motivate the core to serve this flow with higher priority

until its empirical PLR is corrected to conform the PLR requirements [15].
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2.4.9 Maximum HOL QoS Guarantee through Exponential-rule

Another mechanism called exponential rule or EXP [66, 68] has been also proposed for resource

allocation of RT flows with a similar structure in MLWDF, but with di↵erent dependency on

HOL-delay. An OFDMA version of EXP can be represented as

✓

�

⇤[k], j⇤[k]

◆

= argmax
(�,j)

b

(j)
�

[k]

r̄

�

[k]
e

0

BB@
µ

�

d

HOL
�

[k]�d

HOL[k]

1+

⇣

d

HOL[k]

⌘

⌘

1

CCA

, (2.74)

where in each frame k, a flow �

⇤[k] is selected to be transmitted on an RB on sub-channel j⇤[k], the

exponent 0 < ⌘ < 1 is making the delay equalization, µ
�

is defined the same as in (2.72) (inversely

proportional to delay deadline), and

d

HOL[k] =
1

|�RT|
|�RT|
X

�=1

d

HOL
�

[k] (2.75)

is the average of HOL-delays.

EXP equalizes the HOL-delays. If a flow HOL-delay would have a larger delay more than its

deadline d

HOLmax

�

, then the exponent term becomes very large and override the channel awareness

(as long as it is not zero), hence leading to that flow getting priority. Note that the term d

HOL[k]

in the exponent numerator can be dropped without changing the rule. However, the presence

of this term makes the explanation of the structure more intuitive. The constant term 1 in the

denominator is to prevent the overall quantity to be unbounded.

Note that the expression inside the argmax in (2.71) and (2.74) can be interpreted as gradient

of the disutility. Therefore, MLWDF can be considered as a gradient scheduling, with quadratic

utility, µ
�

(d̄
�

[k])2/2. Likewise, EXP can be casted as a gradient scheduling. However, its actual

corresponding optimization is more sophisticated. The EXP is an online algorithm that can sta-

bilize the queues without explicit knowledge of the arrival bit-rates or channel statistics [68]. As

discussed earlier, MLWDF and EXP, in conjunction with virtual token queues (with constant de-

terministic arrival rate), can be used to implement minimum bit-rate in resource allocation and
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packet scheduling [51,69].

Queue Length Driven Versions of MWLDF and EXP

The HOL-delay term, dHOL
�

[k], in (2.71) and (2.74) can be replaced with queue-length term as q
�

[k]

to obtain the queue-length-driven versions of aforementioned schedulers. However, there is often

significant di↵erence between queue-length optimality and delay optimality. In fact, there exist

arrival patterns such that algorithms with small queue backlog can still lead to large delay. When

queue lengths of the flows are equal or close to each other (or equivalently the delay di↵erences are

small; see [70] for its formal definition), EXP and MLWDF reduce to PF scheduler [70]. It is worth

mentioning that EXP is suitable for the cases where the delay equalization is preferable. However,

there has been analyses [71] showing that this has a cost. In fact, EXP sacrifices the asymptotic

system throughput when the queues grow asymptotically. This is the cost of the delay equalization.

The structures of EXP and MLWDF are based on division of HOL-delay by its deadline, while the

structure of EDF is based on the di↵erence of HOL-delay and its deadline.

Bit-rate Timescale

The mean bit-rate (See (2.6)) in the packet scheduling and RB allocation core can be replaced by

a mixed timescale of mean bit-rate [13,72]. In other words, the exact definition share may depends

on the application, as di↵erent applications may require averaging over di↵erent time duration or

timescales. The mixed timescale introduces refined definition of fairness that take into account

the time horizon (duration) over which the mean bit-rates are calculated. The mixed timescale of

bit-rates is denoted by r̂

�

[k] in this chapter.

Intercell Interference Assumptions

It is worth highlighting that the scheduling and allocation cores, presented throughout this chapter,

have been designed based on the static interference assumption. In fact, the intercell interference

coordination (ICIC) [73] works in a longer timescale than the scheduling and allocation algorithm

to specify which RB should be muted or de-muted for each cell or sector. Since the ICIC schemes
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often do not aim for sophisticated QoS-requirements or sophisticated fairness notions, integrating

ICIC right into the scheduling and allocation core, through a systematic design, can be suggested

as a promising future direction.

2.5 Discussions and Conclusion

2.5.1 Classification of the Scheduling and Allocation Cores based on the QoS-

requirements and the Embedded Fairness Notion

In this section, we make a summary of the discussed scheduling cores and a classification based

on the tra�c type and the requirements, the cores have been designed for. We are motivated to

find an e�cient way for classifying the relevant packet scheduling and RB allocation algorithms

which is also suitable for a text book. The packet scheduling and RB allocation algorithms for

RT and NRT flows are summarized and classified in Table 2.3 and Table 2.2, respectively. This

classification o↵ers an e�cient way to present algorithm for both educational and research purposes

and reveals the interrelations among many previous works. Based on this classification, the common

and distinguishing structural patterns in the cores can be decomposed conceptually. Inspired by

the classification, in the next section, we decompose conceptually the structure of the scheduling

core and connect di↵erent decomposed components to their properties.

A typical set of order values of the QoS-requirements, for a number of packet-switched flow

types, is summarized in Table 2.4 based on 3GPP specifications in [1, p. 37].
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Table 2.2: Classification of the discussed packet scheduling and RB allocation cores for NRT flows.

Flow type Requirements Description Core

NRT flows

Bit-rate GPF

Sum bit-rate max [29,34] max
(�,j)

b(j)
�

[k]

PF [39,40,42] max
(�,j)

b

(j)
� [k]

r̄�[k]

Bit-rate maxmin [17,31] �⇤  argmax
�

1
r̄�[k] , max

j

b(j)
�

⇤ [k]

GPF with
generalized time-scale [13, 18] max

(�,j)

b

(j)
� [k]�

r̂�[k]
�↵

Utility fairness
with GPF [Novel] max

(�,j)

b

(j)
� [k]

S

r̄
�

�
r̄�[k]

� @S

r̄
�

�
r̄�[k]

�

@r̄�[k]

Jain’s index for bit-rate
EJT [47] max

(�,j)
b(j)
�

[k]
⇣
� r̄ � r̄

�

[k � 1]
⌘

EJT with
generalized time-scale [Novel] max

(�,j)
b(j)
�

[k]
⇣
� r̂ � r̂

�

[k � 1]
⌘

Utility fairness
with EJT [Novel] max

(�,j)
b(j)
�

[k]
⇣
�Sr̄
� S r̄

�

(r̄
�

[k � 1])
⌘

Min bit-rate guarantee

Min bit-rate
with EXP [55, 56] max

(�,j)

b

(j)
� [k]

r̄�[k] e

0

BBB@
µ�dHOL

� [k]

1+

⇣
dHOL[k]

⌘⌘

1

CCCA

Min bit-rate
with MWLDF [55, 56] max

(�,j)

b

(j)
� [k]

r̄�[k] µ�

dHOL
�

[k]

Min & max bit-rate
with virtual token [51, 52] max

(�,j)
e�

token
� [k] @S

r̄
�(r̄�[k])
@r̄�[k]

@r̄�[k]

@x

(j)
� [k]

Min bit-rate with
the Lagrangian multiplier [54] max

(�,j)

 
�r̄min

�

[k] +
@S

r̄
�

�
r̄�[k]

�

@r̄�[k]

!
@r̄�[k]

@x

(j)
� [k]

Table 2.4: Example of min bit-rate, max HOL-delay, and max PLR requirements [1, p. 37].

Row Description QoSclass
�

d

HOLmax

�

r̄

min
�

✏

max
�

1 Conversational voice RT 100 ms 32-128 kbps 10�2

2 Non-conv. voice RT 300 ms - 1 s 48 kbps 10�3

3 Conversational video RT 150 ms 128 kbps - 2 Mbps 10�3

4 Non-conv. video RT 300 ms - 1 s 128 kbps - 10 Mbps 10�6

5 Interactive browsing RT 1 s n/a 10�8

6 FTP NRT n/a depends 10�8

7 Email & Passive browsing NRT /BE n/a n/a 10�8
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Table 2.3: Classification of packet scheduling and RB allocation cores for RT flows.

Flow type Requirements Description Core

RT flows

Delay aware WGPF

Mean-delay aware
WGPF [12] max

(�,j)
b(j)
�

[k]
⇣
d̄
�

[k]
⌘
⌫

d̄

HOL-delay aware WGPF [60] max
(�,j)

b(j)
�

[k]
⇣
dHOL
�

[k]
⌘
⌫

dHOL

Delay utility fairness
with WGPF [Novel] max

(�,j)
b(j)
�

[k]Dd̄
�

⇣
d̄
�

[k]
⌘

@D

d̄
�(d̄�[k])
@d̄�[k]

Jain index for delay
EJT for mean-delay [Novel] max

(�,j)
b(j)
�

[k]
⇣
d̄
�

[k � 1]� �d̄
⌘

EJT for HOL-delay [Novel] max
(�,j)

b(j)
�

[k]
⇣
dHOL
�

[k � 1]� �dHOL
⌘

Utility fairness
with EJT for delay [Novel] max

(�,j)
b(j)
�

[k]
⇣
Dd̄

�

�
d̄
�

[k � 1]
�
� �Dd̄

⌘

Max delay guarantee

Max delay guarantee
with EDF [63] max

(�,j)
dHOL
�

[k]� dHOLmax

�

Max HOL-delay
with EXP [56, 68] max

(�,j)

b

(j)
� [k]

r̄�[k] e

0

BBB@
µ�dHOL

� [k]

1+

⇣
dHOL[k]

⌘⌘

1

CCCA

Max HOL-delay guarantee
with MWLDF [56, 64,66] max

(�,j)

b

(j)
� [k]

r̄�[k] µ�

dHOL
�

[k]

Max mean-delay
with the Lagrangian [53, 54] max

(�,j)

 
�d̄max

�

[k] +
@D

d̄
�(d̄�[k])
@r̄�[k]

!
@r̄�[k]

@x

(j)
� [k]

2.5.2 Structural Decomposition: Connecting Structural Patterns of di↵erent

Scheduling and Allocation Cores to their Properties

In this section, we decompose the structure of the discussed scheduling algorithm and connect each

element of the core to the main aforementioned discussed objectives, namely, transmission e�ciency,

QoS-requirements, and fairness type. We conceptually show di↵erent distinguishable component in

the core structures by Oe↵ , Or�fair, Od�fair, Or�min, Od�max, and OPLR corresponding to transmis-

sion e�ciency, bit-rate fairness, delay fairness, minimum bi-rate, maximum delay, and maximum

PLR. Components O show that the associated structure has aforementioned terms. This decompo-

sition sheds light into how the di↵erent terms in the structure of scheduling core, such as MLWDF,

EXP, and GPF, reflect on the bit-rate fairness, delay fairness, total output bit-rate, and delay

performance. The transmission e�ciency (channel-awareness) is based on terms as Oe↵
⇣

b

(j)
�

⌘

.

The bit-rate fairness in EXP, MLWDF, and GPF is originated by terms as Or�fair (1/(r̄
�

[k])↵).

The delay fairness in EXP is originated by terms as Od�fair
⇣

1/1 +
⇣

dHOL[k]
⌘

⌘

⌘

. The PLR re-

quirements, in MLWDF and EXP, �
�

is embedded in µ

�

by term as OPLR (� log(�
�

)), where the

above-mentioned term increase very rapidly when the PLR, �
�

, approaches zero. The maximum
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bit-rate, minimum bit-rate and maximum delay guarantee are embedded based on the Lagrangian

multiplier of Or�min
⇣

�

r̄min

�

[k]
⌘

, Or�max
⇣

�

r̄max

�

[k]
⌘

, and Od�max
⇣

�

d̄max

�

[k]
⌘

.

Individual Decomposition of the Cores

In the following we decompose the structure of the cores, intuitively, based on the discussed prop-

erties, namely, channel-awareness, bit-rate fairness, delay fairness, max & min bit-rate guarantee,

max delay guarantee, and PLR requirements.

GPF

max
(�,j)

b

(j)
�

[k]

| {z }

channel-awareness

bit-rate fairness
z }| {

1

(r̂
�

[k])↵
. (2.76)

General bit-rate utility fairness through GPF
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. (2.77)

General bit-rate utility fairness through Jain’s Index Maximization
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(�,j)

b
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�
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Jain’s utility fairness
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Max & min bit-rate QoS guarantee through virtual token and general utility

max
(�,j)

e�
token
�
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| {z }
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bit-rate fairness
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(2.79)
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Min bit-rate QoS guarantee through Lagrangian with general utility

max
(�,j)

0
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B
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Mean-delay fairness through WGPF
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(�,j)

b

(j)
�

[k]

| {z }
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WGPF delay fairness
z }| {

(d̄
�

[k])⌫
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. (2.81)

Mean-delay fairness with general utility
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general utility delay fairness
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HOL-delay fairness through the Jain’s index maximization
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(�,j)

b

(j)
�

[k]

| {z }

channel-awareness

Jain’s fairness of HOL-delay
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. (2.83)

HOL-delay fairness through the Jain’s index maximization with general disutility
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(�,j)

b

(j)
�
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Max HOL-delay QoS guarantee through EDF

max
(�,j)

d
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�

[k]� d

HOLmax

�

.
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Max HOL-delay QoS guarantee through EXP

max
(�,j)

b

(j)
�

[k]

| {z }

channel- awareness

PF bit-rate fairness
z }| {

1

r̄

�

[k]
e

0

BBBBBBBBBB@

max HOL-delay guarantee through division
z }| {

µ

�

d

HOL
�

[k]

1 +
⇣

d

HOL[k]
⌘

⌘

| {z }

HOL-delay fairness

1

CCCCCCCCCCA

. (2.86)

Max HOL-delay QoS guarantee through MWLDF
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Max mean-delay QoS guarantee through Lagrangian with general bit-rate utility
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The novel structures which proposed in Sections 2.3.4, 2.3.5, and 2.4.5 have been inspired

based on the structural decomposition and the classification which have been presented as the

novel scheduling core structure in Table 2.3 and Table 2.2 with shaded background in the table.

These novel cores make an example of a methodology for designing novel scheduling cores based

on separating the math analyses and engineering aspects.
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2.5.3 Notes on the Performance Evaluation and Comparison of Scheduling and

Allocation Cores

Having elaborated on di↵erent packet scheduling and RB allocation algorithms, a few important

notes regarding the performance evaluation of the scheduling algorithms is worth highlighting.

Some of the notes may seems trivial, however, there are many examples in the literature which

violate them. First, in comparing di↵erent algorithms, the algorithms designed for a single tra�c

type should be compared. Second, di↵erent algorithms can outperform in di↵erent range of the

parameters, especially the input load. As an example, in addition to the SINR regime in PHY

layer, in MAC layer the load regime is another input parameter where for di↵erent load regime

algorithms behave di↵erently. Especially, di↵erent algorithms should be designed for di↵erent

input load situation. A possibility is to design a comprehensive algorithm which can change its

gear, including its fairness, based on the flows requirements and input load to adapt to the system.

For example, in under-load, the largest supported cell size (which can be realized through bit-rate

maxmin) and in over-load the sum bit-rate maximization which has the smallest cell size should be

used for NRT tra�c. Third, the scheduling design problem is not a single commodity problem. In

other words, for a certain design, one of the output performance metrics (such as sum bit-rate, delay

performances, fairness, to name a few) can be improved while some degradation in the other metrics

may be inevitable. Nevertheless, the overall trade-o↵s on e�ciency (capacity) for di↵erent tra�c

type, fairness, and the QoS determines the quality of a scheduling core. In fact, the achievable

total bit-rate, an OFDMA frames can support, depends on three main components, namely, the

OFDMA raw AMC values, the QoS-requirements, and the core of the scheduling algorithm. Two

scheduling cores can handle a same QoS-requirements on an identical OFDMA realization but with

di↵erent capacity.

An alternative for performance evaluation of the scheduling algorithm is sub-optimality gap.

If a tight bound on the objective of the mathematical optimization is possible, the performance

evaluation can be based on a sub-optimality gap, defined by the absolute di↵erence of the value

of the objective and the bound. As an example, an upper bound on a discrete maximization is

possible to make by relaxing the discrete optimization variables. When the relaxed version has
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a convex structure, the upper bound can be found by the available o↵-the-shelf standard convex

solvers.

2.5.4 Concluding Remarks

In this chapter, a harmonized survey of the packet scheduling and RB allocation algorithms, for

wireless OFDMA networks, based on the main design objectives, namely, e�ciency, fairness, and

QoS-requirements, was provided in details with extensive elaboration on the interrelation of di↵erent

cores and on the design methodology. The schedulers were classified based on their core and

decomposed based on their main properties. We connected the properties of the schedulers to their

core structure. These intuitive connections make the study and research of the schedulers easier

and streamlined.

It can be observed that further research is still needed in design and performance evaluation

of scheduling algorithms for the di↵erent types of tra�c, in wireless networks. Data tra�c on

the next generation of wireless networks is expected to be very diverse with various requirements,

including di↵erent maximum and minimum bounds on bit-rate, delay, and jitter, in addition to

fairness requirements. Several aspects of the packet scheduling and RB allocation algorithm, such

as optimality criteria, performance metrics, and algorithms are still in a rather non-mature stage,

especially in heterogeneous QoS provisioning. The challenge becomes more pronounced, especially,

because the demand for enabling emerging new applications in the mobile wireless networks (such

as IoT) has grown exponentially and has overtaken the study of scheduling algorithms.

We observed that the research in this area is rather fragmented in di↵erent disciplines. This

formidable challenge makes harmonization, unification, and axiomatization [9] crucial. In this

chapter, we made an e↵ort to present di↵erent packet scheduling and RB allocation algorithms by

reducing their presentation to their fundamental properties in a non-redundant self-consistent man-

ner, towards unifying known notions, proving basic properties, and towards finding novel notions.

This presentation approach paves the way for systematic design.
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Appendix

2.A Proof of Bit-rate Maxmin Case of GPF, for NRT flows

Proposition 1. For ↵ su�ciently large, assigning a time slot to the flow with the minimum mean

bit-rate on its best sub-channel is equivalent to assigning resources to the flow with largest gradient

in (2.1).

Proof. Define the best sub-channel AMC value for flow � with b

(jmax(�))
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by taking the exponent of both sides of the first inequality. Finally, by definition of b(jmax(�))
�

[k] the

followings are true
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for all ↵ � ↵0, proving the proposition.

Proposition 2. For ↵!1, the network utility maximization leads to maxmin objective.

Proof. For ↵ > 1, the network utility maximization becomes a minimization problem as
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which is equivalent to the following optimization due to the monotonically decreasing property of
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function f(u) = 1
u

.
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2.B Proof of Delay Minmax Case of WGPF, for RT flows

Proposition 3. For (2.51), as ⌫

d̄ ! 1, the network disutility leads to a minmax delay-fair

allocation.
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Therefore, as ⌫d̄ !1, the main optimization becomes equivalent to

min
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This objective guarantees that the maximum mean-delay among flows is minimized in frame k.

Proposition 4. For a su�ciently large ⌫

d̄, assigning a resource to the flow with the maximum
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current mean-delay in the iterations in the frame k on its best sub-channel is equivalent to assigning

resource to the flow with the smallest gradient, or the largest absolute value gradient.
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Taking the exponent of both sides of the above inequality we get
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This ensures that the flow with the highest mean delay has the smallest gradient (the largest

absolute value of the gradient), proving the proposition.
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Chapter 3

Joint Realtime and Non-Realtime

Flows Packet Scheduling and

Resource Block Allocation in Wireless

OFDMA Networks

Abstract

In this chapter, we consider the resource allocation and packet scheduling for realtime (RT) and non-

realtime (NRT) packet-switched flows in orthogonal frequency division multiple access (OFDMA)

wireless networks. Radio resource blocks (RB)s in OFDMA plane are to be distributed among

RT and NRT flows. In the conventional approach, resource allocation for RT and NRT flows are

executed sequentially. This sequential approach is ine�cient, because an RT flow may presumably

have enough time until its deadline while its channel is in deep fade. In this situation, the transmis-

sion of NRT with high e�cient transmission opportunities can be performed. Intuitively speaking,

the conventional sequential approach is too conservative approach that should be reengineered. We

propose a novel joint unified utility based packet scheduling and RB allocation, in a common pool of

RBs. The proposed joint approach, or using a common pool of RBs, enlarges the e↵ective capacity
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of the associated wireless system, when compared to the separated pool of RBs. We use mean

bit-rate, mean queue length, and instantaneous queueing delay information, in addition to channel

information embedded in gradient of dis-utilities, to match the demand and supply. Exploiting the

inherent diversity, including time, frequency, spatial, and multiuser diversity in a wireless system

is a key to improve its performance. Joint RT and NRT flows packet scheduling and RB allocation

exploits multiuser diversity, better than conventional approach. It is worth mentioning that the

increase in the number of WTs and the increase in the heterogeneity of QoS requirements result in

the increase of the potent multiuser diversity. The increase in the multiuser diversity is exploitable

through the proposed joint approach. Furthermore, we develop a novel model for input-output bit-

rate behaviour in resource allocation of the mixture of RT and NRT flows. This model sheds light to

identifying di↵erent load regions, explaining them, and understanding of the system in a simple and

intuitive manner. Our approach and methodology can be extended for broader quality-of-service

requirements and for the utilities of the future applications. Extensive simulation results show that

the proposed framework can unify the RT and NRT and achieves higher admissible bit-rate when

handling mixed RT and NRT flows compared to baselines.

3.1 Introduction

New Services, Importance of QoS, Over-provisioning, and Capacity Crunch

The main requirement for next generation of wireless network is that it should cost-e↵ectively

provide guaranteed QoS, especially in terms of delay and bit-rate requirement, with ubiquitous high

bit-rate coverage, when and where required [2]. Wireless networks are part of a highly complex

heterogeneous interactive system, where consumers share limited radio resources for a broad range

of services such as Voice-over-IP (VoIP), tele-medicine, online games, industrial/home automation,

wearable connected devices, Hulu, Netflix, Chrome OS. The flows for these vastly di↵erent services

require highly di↵erent quality-of-service (QoS). Traditionally, QoS in cellular communications has

been implemented with over-provisioning, or through costly higher layer mechanisms and overheads.

Over-provisioning results in a network design for its peak load which makes the system highly
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ine�cient. In this setup, when the network becomes congested (load approaching the capacity),

conventional rate limiters or bandwidth throttling is used which causes user dissatisfaction [3, 4].

Tomorrow’s networks with more frequent congestion problems will not have the luxury of over-

provisioning or using various forms of excessive overhead. Advanced access technologies, such as

the long term evolution (LTE), are purely scheduled system based on orthogonal frequency division

multiple access (OFDMA) which creates the opportunity to dynamically and e�ciently exploit

various types of diversity and to schedule for diverse requirements, instead of over-provisioning.

The main question, then, is how to do the resource allocation to treat di↵erent flows with di↵erent

demands and di↵erent wireless links.

Conventional Sequential Approach

The packet-switched connections can generally be divided into realtime (RT) and non-realtime

(NRT) flows. Conventionally the resource allocation for RT flows is designed based on the earliest

deadline first (EDF) [63]. On the other hand, some version of proportional fairness (PF) [29,34,39],

or generalized proportional fairness (GPF) [18, 19, 31], scheduler is used for NRT flows, where the

PF algorithm serves a flow whose instantaneous bit-rate divided by its mean bit-rate is the highest

in each frame. Note that PF scheduler is queue-blind so it cannot be used properly for RT flows

and it is not stable with respect to queues [66].

Ine�ciency of the Sequential Approach

In the conventional approach, resource allocation for RT and NRT flows are executed sequentially

[74]. In other words, RT flows are served first, and if any resources are still available, NRT flows

are served subsequently. This static priority separation, or sequential approach, is ine�cient. The

reason for this ine�ciency is that an RT flow may presumably have enough time until its deadline

while its channel is in deep fade. In this situation the transmission of other flows, and possibly an

NRT flow with good channel condition, can take place. Moreover, NRT flows are not completely

insensitive to delay, especially to the mean-delay. Therefore, a joint resource allocation of RT and

NRT flows which achieves higher level of multiuser diversity, and can also consider the QoS of NRT
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flows, becomes important. The joint resource allocation of RT and NRT flows exploits both intra-

and inter-class opportunism across flows. Heterogeneous QoS requirements in time and among

flows, di↵erent load conditions, limited capacity in comparison to demands, and more frequent

congestions make the joint resource allocation of RT and NRT flows more significant.

Need for Reengineering the Architecture of Data and Voice Services

Because of the pre-existent voice services and the gradual emersion of data tra�c in the cellular

networks, voice services are designed separately from packet-switched data in the pre-4G cellular

networks, such as GSM, UMTS and CDMA2000 [5]. In these networks only NRT flows are subject

to scheduling over the shared channel and voice services are served in circuit-switched mode over

the dedicated channel (DCH) [5]. This static separation sacrifices multiuser diversity. Today’s

wireless networks such as LTE and the upcoming LTE-A are moving towards packet-switching

and IP-flat architecture to serve a broad range of applications with many diverse requirements [6].

Designing the flexible resource allocation framework which considers the heterogeneity is crucial.

In fact, providing properly engineered di↵erentiable data flows is more cost-e↵ective than providing

voice and data in separation. In the flat architecture, voice will be one of the di↵erentiated packet-

switched data flows that the scheduler is responsible to guarantee its QoS requirements. With voice

as a RT di↵erentiated data flow, networks will have reduced access delay, shorter wake-from-idle

time and be able to o↵er not only regular voice calls but also di↵erentiated higher quality (audio

or video) calls. There are three main ways of implementation for the new IP-flat architecture in

regards to voice services, namely, voice-over-LTE (VoLTE), circuit-switched fall back (CSFB), and

simultaneous voice and LTE (SVLTE) [7]. Among these three, VoLTE is the only one that really

allows the delivery of voice as a data flow, within the LTE data bearer. CSFB and SVLTE are still

dependent on the old pre-4G architecture and fall back to the legacy 2G or 3G circuit-switching

in voice calls. CSFB and SVLTE have several ine�ciencies in regards to VoLTE, such as longer

call access delay, more expensive handsets and access points, and high power consumption on

handset [7]. In regards to VoLTE, the joint resource allocation of RT and NRT flows is becoming

more important in improving the e�ciency of the cellular networks. Note that, although there are
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some partial solutions for the integration of RT and NRT flows in the application layer such as

WebRTC [8], the packet and resource block (RB) scheduler in the centre of medium access control

(MAC) layer is the main component to be designed e�ciently for guaranteeing di↵erentiated QoS.

Bit-rate Utilities and Queue-awareness

There has been much prior works on scheduling and resource allocation in wireless networks based

on the channel information and the queue information; see, for example, [21, 22, 70, 75, 76] and the

references therein. Many resource allocation algorithms based on bit-rate utilities [16,33,35,39,47,

49, 69, 77–86] have been developed and studied in the literature. Bit-rate-based-only utilities are

relevant to commonly called infinite-backlog scenario, where the queues are assumed to be always

full, independent of service. Nevertheless, bit-rate-based utilities are blind to the requirements of

flows, especially to the RT ones, where the requirements are more important. Even for NRT flows,

the queue-blindness of bit-rate-based-only utilities makes the system potentially unstable [66, 87].

Therefore, queue-awareness should be a key feature in designing the joint resource allocation of RT

and NRT flows.

Related Works

Prior studies on resource allocation of RT and NRT flows mainly focus on a single QoS element;

such as head-of-the-line (HOL)-delay [51, 66, 88], or the mean delay [36, 37]. Two heuristics called

exponential-rule (EXP), and modified largest weighted delay first (MLWDF) have been also studied

in [52,64,68] based on the HOL delay. Another study is a joint channel- and queue-aware scheduling

maximum delay utility (MDU) [36, 37], where the Little’s delay is utilized. Since the averaging is

a low pass filter, RT flows su↵er when the Little’s delay (which is essentially a mean-delay) is

used. In other words, the decisions based on the mean-delay are insensitive to HOL-delay (or

equivalently, instantaneous delay) requirements. Another approach based on time-utility function

(TUF) has been proposed in [89–91], where the idea is to force the scheduler to transmit at near

the deadlines. This approach has the shortcoming of not fully exploiting the multiuser diversity as

well as increasing the number of dropped packets due to the passed deadlines. A recent study is
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a utility-based adaptive approach with tra�c prioritization [92, 93], where at the expense of 15 %

loss in throughput it gains a decreased delay variance (or equivalently improved delay fairness)

among WTs. The utility functions in [92] are assumed as the summation of the separate utilities

on its allocated RBs, rather than a single utility on top of its delay, or bit-rate. Previously, we

used the mean-delay dis-utilities in [12] to introduce and analyze the minmax mean-delay fairness

mathematical notion. Here in this chapter, we use a framework inspired from [12] but incorporates

HOL-delay, queue-length information, and bit-rate information jointly in the dis-utilities, and design

the dis-utilities to advance a unified framework for joint resource allocation of RT and NRT flows.

Chapter Contributions

The main contributions in this chapter can be summarized into two main items:

1. We propose a novel joint RT and NRT flows packet scheduling and RB allocation based on

HOL-delay, queue length information, and bit-rate information, besides the embedded chan-

nel information in the dis-utilities. The proposed approach responds to heterogenous delay

requirements for RT flows and manages NRT flows e↵ectively within a common pool of RBs,

rather than the sequential resource allocation of RT and NRT flows. Although the framework

is designed for wireless networks, whenever there is heterogeneity among resources, includ-

ing (but not limited to) multiuser diversity or any large-scale or small-scale signal variation,

the proposed joint RT and NRT scheduling and allocation can o↵er higher performance, in

comparison to the the sequential approach. Furthermore, the developed framework enables

putting di↵erent algorithms in the literature in perspective and in a unified manner (see Sec-

tion 3.4). Our approach is also a joint optimization in terms of both packet scheduling and

resource allocation in one shot.

2. We developed a novel model for input-output bit-rate behaviour in resource allocation of

the mixture of RT and NRT flows. The model elaborates on di↵erent capacity definitions

(necessary to describe the system of packet scheduling and RB allocation with the heteroge-

neous tra�c), and their dependence on the input load. In addition, this model sheds light on

identifying under-load region, over-load regions, the general trends of output bit-rate of RT
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& NRT flows, and understanding of the system in a simple and intuitive manner.

Chapter Organization

This chapter is organized into seven main parts:

1. Introduction, background, and the motivation are explained in Section 3.1.

2. The system model and definitions, for the joint RT and NRT packet scheduling and RB

allocation, will be given in Section 3.2.

3. The formulation of the novel proposed joint RT and NRT flows packet scheduling and RB

allocation will be described in Section 3.3, where the sequential approach in Section 3.3.1,

will be compared with the proposed joint approach in Section 3.3.2.

4. The special cases of the proposed framework will be discussed in Section 3.4.

5. The proposed novel algorithm will be discussed in Section 3.5.

6. The high-level input-output system behaviour study of the system will be discussed in Section

3.6, as a benchmark and explanation for the simulations, in the next section.

7. Finally, simulation experiments, through two experiments, will be presented in Section 3.7.

List of Symbols

In this section, we summarize the symbols used throughout this chapter, with a short definition of

them in Table 3.1.

Table 3.1: List of symbols used in the joint RT and NRT packet scheduling and RB allocation.

Symbol Definition

�RT Set of RT flows

�NRT Set of NRT flows

� Set of all flows

N Number of frequency sub-channels
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T Number of time slots per frequency sub-channel

T

b

Time span of each RB in second

W

b

Frequency span of each RB in Hertz

� Flow index

j Sub-channel index

k Frame index

f
⇣

SINR(j)
�

[k]
⌘

Function describing the AMC table ,from SINR values

b

(j)
�

[k] AMC value of the an RB on sub-channel j, for flow �,

in frame k

SINR(j)
�

[k] SINR on sub-channel j, for flow �, in frame k

x

(j)
�

[k] Scheduling variable for sub-channel j, flow �, in frame

k

r

�

[k] Frame bit-rate for flow �, in frame k

q

�

[k] Frame queue length for flow �, in frame k

D

joint
�

⇣

d

HOL
�

[k], q̄
�

[k], r̄
�

[k]
⌘

Disutility function for flow �

CPHY Feasible set for the scheduling variable

D

joint
net

�

dHOL[k], q̄[k], r̄[k]
�

Network disutility

dHOL[k], q̄[k], & r̄[k] HOL-delay vector, mean queue length vector, mean

bit-rate

d

HOL
�

[k] HOL-delay of flow �, in frame k

q̄

�

[k] Mean queue lenght of flow �, until frame k

r̄

�

[k] Mean bit-rate of flow �, until frame k

t

HOL
�

[k] Time stamp of arrival of the HOL packet, for flow �,

in frame k

d

HOLmax

�

Delay deadline of HOL-delay, for flow �

�d

HOL
�

[k] Di↵erence of HOL-delay and its deadline, for flow �
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@D

joint
�

(dHOL
�

[k],q̄
�

[k],r̄
�

[k])
@x

(j)
�

[k]
Disutility gradient, for flow �, with respect to its

scheduling variable on sub-channel j and frame k

 Channel awareness factor of RT flows

zr̄
�

(r̄
�

[k]) Bit-rate importance function, for flow �

zdHOL

�

(dHOL
�

[k]) HOL-delay importance function, for flow �

# Scale factor

⇠ NRT disutility gradient maximum

zq̄
�

(q̄
�

[k]) Mean queue size importance function, for flow �

zr̄
�

(r̄
�

[k]) Mean bit-rate importance function, for flow �

⇡ Interpretable design parameter for ⇠

↵ GPF parameter

µ

�

EXP and MLWDF parameter, for flow �

�

�

Probability of exceeding the HOL-delay in MLWDF,

for flow �

⌧

�

Maximum delay threshold in MLWDF, for flow �, same

as dHOLmax

�

d

HOL[k] Average of HOL-delay over flows, in frame k

|�RT| & |�NRT| Number of RT flows, number of NRT flows

j

⇤[k] Algorithm internal variable for selected sub-channel,

in frame k

�

⇤[k] Algorithm internal variable for selected flow, in frame

k

⌘ EXP parameter controlling the delay fairness

d̄

�

[k] Mean-delay, until frame k

d̄

max
�

Maximum mean-delay, for flow �

�BE Set of BE flows, as an NRT example

�VoIP Set of VoIP flows, as an RT example
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⌫

d̄ Mean-delay fairness parameter, controlling the mean-

delay equalization

⌫

dHOL
HOL-delay fairness parameter, controlling the HOL-

delay equalization

◆RT RT flows transmission interval in TUF

◆NRT NRT flows transmission interval in TUF

l

�

Length of interval for RT flows transmissions in TUF,

for flow �

T

(j) Algorithm internal variable for available slots per sub-

channel j

b̃

(j)
�

Algorithm internal variable for AMC on sub-channel j

and flow �

⌦RT Capacity of system when output consists of RT-only

flows

�(j)
�2�RT

[k] The selecting criterion for RT flows

�(j)
�2�NRT

[k] The selecting criterion for NRT flows

⌦NRT Capacity of system when output consists of NRT-only

flows

⌦SFT Capacity of system when saturated for the first time

⇤in
⌃ Total input bit-rate to the system

⇤in
RT Total RT flows input bit-rate

⇤in
NRT Total NRT flows input bit-rate

fRT Fraction of RT input, to the total input

⇤out
RT Total RT flows output bit-rate

⇤out
NRT Total NRT flows output bit-rate

⇤out
⌃ Total output bit-rate

⇢ Normalized load coe�cient
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⇢RTOFT Normalized lowest load coe�cient, when the output

consists of RT-only

⌦
⇢

Capacity of system for the normalized load coe�cient

⇢

w

�

Fraction of flow � input, to the total input

Unon�frag Non-fragmented utilization

Ufrag Fragmented utilization

Nused Total number of used RBs

Ntotal Total number RBs

B

tx
n

Number of transmitted bits on n

th RB

B

cap
n

Capacity of nth RB

J

⇣

w1⇤out
1 , . . . , w|�NRT|⇤

out
|�NRT|

⌘

Weighted Jain’s index of the flow-by-flow output bit-

rates

3.2 System Model

A downlink scenario with an OFDMA air interface, which serves RT flows in set �RT, and NRT

flows in set �NRT in a single cell, is considered here. The union of the flows is denoted by � as

� = �RT

[

�NRT. (3.1)

3.2.1 OFDMA Frame

The total bandwidth is divided into N sub-channels consisting of several OFDMA sub-carriers.

Each sub-channel is further divided in time into T time-slots. In this way, the time-frequency

plane, for each frame, is divided into NT RBs, each of which spans T

b

seconds in time and W

b

Hertz in frequency. It is worth mentioning that we extend the OFDMA plane framework to have

more than one single RB on specific sub-channel, within a frame, over time. This generalization

gives the flexibility of including future technologies, where time-division within a frame is possible.
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When this flexibility is not possible, T = 1 reduces the model to the conventional OFDMA plane

of LTE. Time-division within a frame, if possible, results in higher granularity, and increases the

e�ciency in resource allocation algorithm.

The transmission frames are indexed by notation k, sequentially. We use the frame to refer

to frame index throughout this paper. In frame k, the highest available spectral e�ciency and

corresponding adaptive modulation and coding (AMC) level, for a single RB on sub-channel j for

flow � is

b

(j)
�

[k] = f
⇣

SINR(j)
�

[k]
⌘

, (3.2)

in bits/sec/Hz, where SINR(j)
�

[k] is the signal to the interference and noise ratio (SINR) of RBs

associated with flow � on sub-channel j in frame k, and f(·) represents the AMC table which

depends on bit error rate (BER), as well. In Section 3.7, we will use arrays of modulation levels,

coding rates, and SINR thresholds which will define an specific f(·).

3.2.2 Frame Bit-rate

Radio resources are assigned to the flows in terms of RBs; each RB carries data of only one flow at

a time. The bit-rate of a flow is determined from the number of RBs it is allocated in the frame

and the AMC level used in each RB. The bit-rate of the flow �, in frame k, is

r

�

[k] = W

b

N

X

j=1

b

(j)
�

[k]x(j)
�

[k], (3.3)

in bits/sec, where b

(j)
�

[k] is the spectral e�ciency of RBs on sub-channel j for flow � in frame k,

W

b

is the frequency span of RB as defined earlier, and x

(j)
�

[k] is the number of RBs allocated to

flow � on sub-channel j in frame k.
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3.3 Joint RT and NRT Flows Scheduling and Allocation Formu-

lation

In this section, we formulate the main joint resource allocation of RT and NRT flows based on

disutility functions.

Disutility Functions

Bit-rate utility functions, have been proposed first in [39] which inspired many other works; see,

for example, [18, 29, 33, 42, 81, 82]. However, there exists other QoS measures, such as delay, which

are independent of bit-rate. It is for the same underlying reason that in order to meet the packet

delay deadlines of RT flows, it is not su�cient to only guarantee a minimum mean bit-rate to

those flows [70]. Therefore, recently delay has been taken into account as an input to the dis-

utilities [12,15,36]. In this study, we use disutility functions with respect to the HOL-delay, queue

length information, and bit-rate information for joint resource allocation of RT and NRT flows.

RT flows have sensitivities based on HOL-delay while NRT flows sense the mean-delay mainly.

The concept of using HOL-delay, beside other information inside disutility functions creates the

opportunity to use the framework for QoS classes that may emerge in the future. This concept will

be further elaborated in Section 3.4.7.

Main Formulation

The network objective is to minimize the total disutility, Djoint
net

�

dHOL[k], q̄[k], r̄[k]
�

, which depends

on the bit-rate vector r̄[k], queue length vector q̄[k], and HOL-delay vector dHOL[k]. The corre-

sponding optimization problem can be casted as

min
x

(j)
�

[k] 2 CPHY

D

joint
net

✓

dHOL[k], q̄[k], r̄[k]

◆

, or min
x

(j)
�

[k] 2 CPHY

|�|
X

�=1

D

joint
�

✓

d

HOL
�

[k], q̄
�

[k], r̄
�

[k]

◆

,

(3.4)

where Djoint
�

⇣

d

HOL
�

[k], q̄
�

[k], r̄
�

[k]
⌘

describes the combined disutility with respect to the HOL-delay

(denoted by d

HOL
�

[k]), mean queue length (denoted by q̄

�

[k]), and mean bit-rate (denoted by r̄

�

[k]).
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HOL-delay, for flow �, is defined as the delay experienced by the packet at the HOL of the associated

queue. Formally, this is the di↵erence of the current frame index, k, and the arrival time-stamp

frame index of HOL packet, tHOL
�

[k], as

d

HOL
�

[k] = k � t

HOL
�

[k]. (3.5)

It is worth noticing that d

HOL
�

[k] is di↵erent from the mean-delay. We elaborate on mean-delay

when describing the MDU algorithm, later in this section. Mean queue length q̄

�

[k] is defined,

based on frame queue length, q
�

[k], recursively as

q̄

�

[k] =

✓

1� 1

k

◆

q̄

�

[k � 1] +
1

k

q

�

[k]. (3.6)

Likewise, mean bit-rate r̄

�

[k] is defined, based on frame bit-rate, r
�

[k], recursively as

r̄

�

[k] =

✓

1� 1

k

◆

r̄

�

[k � 1] +
1

k

r

�

[k]. (3.7)

As defined earlier, number of frequency sub-channels is denoted by N and number of time slots

per frequency sub-channel is denoted by T . The total number of flows is denoted by |�|. The

constraints are induced by the physical (PHY) layer limitation of RBs in a frame and the fact that

scheduler does not map an RB to more than one flow by the feasible set for scheduling variable as

CPHY =
n

x

(j)
�

[k]
�

�

�

8 j :
|�|
X

�=1

x

(j)
�

[k]  T, 8 �, j : x

(j)
�

[k] 2 {0, . . . , T}
o

, (3.8)

Note that the scheduling variable x(j)
�

[k] indicates how many slots in sub-channel j are assigned

to flow �, in frame k, which is an integer number in [0, T ]. In addition, since each frequency sub-

channel has T time-slots, the total assignment to any frequency sub-channel should be less than

T . The channel information is embedded in the optimization. The dependence of the optimization

to the channel information will show itself when we use the gradient of the network disutility
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function to develop the resource allocation algorithm in the next section. The disutility functions

are non-decreasing in their delay, and queue length arguments and are non-increasing in their bit-

rate argument. To the best of our knowledge, the formulation (3.4) is novel in the sense that it

incorporates the HOL-delay, mean queue length, and mean bit-rate information.

In the following section, we demonstrate how the framework is the generalization of the static

separation, present the ways of choosing disutility functions for RT and NRT flows in the proposed

joint approach, and show extensively the perspective with respect to the relevant literature. Section

3.4 will list candidates of resource allocation for RT and NRT from the literature, their main

properties, and the underlying reason of their properties in their structure. Note that since we use

gradient scheduling, we directly design the gradient of the disutility functions in the next section.

3.3.1 An Example of the Sequential Approach

Conventionally, resource allocation of RT flows (� 2 �RT) and NRT flows (� 2 �NRT) is executed

based on two sequential algorithms, where �RT and �NRT are set of RT flows and NRT flows,

respectively. The sequential approaches result in complete separation of RBs into two sets for RT

and NRT flows. In other words, RBs are assigned to RT flows based on an RT scheduler, and if

there is any RBs remains, the NRT flows are served. Traditionally, EDF is used for RT flows based

on their HOL-delay, and their deadlines. EDF works based on the HOL-delay margin (denoted by

�d

HOL
�

[k]) which is the di↵erence of the flow’s current HOL-delay and its maximum threshold as

�d

HOL
�

[k] , d

HOL
�

[k]� d

HOLmax

�

, (3.9)

where dHOLmax

�

is the HOL-delay deadline of flow �. A flow � is in the safe region when �d

HOL
�

[k] <

0. Accordingly, the gradient of dis-utilities of RT flows, in EDF, can be interpreted as

@D

joint
�

⇣

d

HOL
�

[k], r̄
�

[k], q̄
�

[k]
⌘

@x

(j)
�

[k]
= �d

HOL
�

[k], if � 2 �RT. (3.10)

It is worth mentioning that EDF packet scheduling is channel-blind. This is can be noticed from

the fact that left hand side of (3.10) is dependent on both sub-channel index j and flow index
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�, while the right hand side is not dependent on j. In other words, a flow is scheduled based

on EDF irrespective of its sub-channel condition, even if their sub-channels are in deep fade. A

channel-aware version of EDF can be defined by its disutility gradient as

@D

joint
�

⇣

d

HOL
�

[k], r̄
�

[k], q̄
�

[k]
⌘

@x

(j)
�

[k]
= b

(j)
�

[k] �d

HOL
�

[k], if � 2 �RT. (3.11)

Both side of the (3.11) are dependent on � and j for any k. The gradient of the disutility, for any

frame index k, forms a two dimensional array where its maximum value plays an important role in

decision making. We elaborate on this matter in Section 3.5, and particularly in (3.39).

Having finished RT flows resource allocation, if any RBs are still available, NRT flows are

scheduled based on PF scheduler which can be determined as

@D

joint
�

⇣

d

HOL
�

[k], r̄
�

[k], q̄
�

[k]
⌘

@x

(j)
�

[k]
=

b

(j)
�

[k]

r̄

�

[k]
, if � 2 �NRT, (3.12)

where @Djoint
�

⇣

r̄

�

[k], q̄
�

[k], dHOL
�

[k]
⌘

/@x

(j)
�

[k] is the gradient of the corresponding disutility function,

in this special case. Note that we use the notation D

joint
�

⇣

r̄

�

[k], q̄
�

[k], dHOL
�

[k]
⌘

, as the disutility,

for both the sequential approach and for the joint approach. The design of the disutility, or its

gradient, with respect to the QoS measurements and QoS requirements, distinguishes the joint from

the sequential approach. This unified disutility definition paves the way toward a unified theory

for the packet scheduling and RB allocation for addressing heterogeneous tra�c.

3.3.2 Proposed Joint Approach

As discussed earlier, the complete separation RBs sets for RT and NRT flows results in system

ine�ciency. RT flows can presumably have su�cient time with respect to their deadlines while

their channel are in deep fade. In this situation NRT flows with good channels can be transmitted.

Therefore, joint resource allocation of RT and NRT flows achieves higher multiuser diversity. We

propose a generalized framework for disutility functions of RT and NRT flows, towards the joint

resource allocation in a common pool of RBs. This framework not only enables the joint resource
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allocation of RT and NRT flows, but also paves the way for future unified designs in RT and NRT

resource allocation.

In this section, we propose the general structure of the gradient of the disutility for RT and NRT

flows. Di↵erent information are relevant to RT and NRT resource allocation. HOL-delay, as an

instantaneous quantity, plays the important role in RT flows resource allocation. While HOL-delay

is the most relevant information in decision making for RT flows, long-term information such as

mean bit-rate are relevant for NRT flows.

Design of the Gradient of the Disutility for the RT Flows

For RT flows we define the gradient of disutility function as

@D

joint
�

⇣

d

HOL
�

[k], r̄
�

[k], q̄
�

[k]
⌘

@x

(j)
�

[k]
=

⇣

b

(j)
�

[k]
⌘



zr̄
�

⇣

r̄

�

[k]
⌘ zdHOL

�

�

d

HOL
�

[k]
�

, if � 2 �RT, (3.13)

where  is the channel-awareness exponent of RT flows, and zr̄
�

(r̄
�

[k]) & zdHOL

�

⇣

d

HOL
�

[k]
⌘

are non-

decreasing function, R �! R+, which represents the component of the gradient of the disutility

with respect to the mean bit-rate and HOL-delay, respectively. Particularly, we use

zdHOL

�

⇣

d

HOL
�

[k]
⌘

= # e�d

HOL
�

[k]
, (3.14)

where # is a scale factor. The channel-awareness exponent of RT flows, , can be used to tradeo↵

the RT output bit-rates with fulfilling di↵erent HOL-delay requirement. Parameter  can also be

adjusted for preferring the RT flows in cell edge, instead of the NRT flows’s with high channel

quality. We use a simple choice of  = 1, in the simulation section. The image of function

zdHOL

�

⇣

d

HOL
�

[k]
⌘

should be positive (R+) because it is multiplied with channel-awareness factor.

Function zr̄
�

(r̄
�

[k]) enforces the bit-rate fairness of RT flows. Note that when �d

HOL
�

[k] becomes

positive, the deadline has been passed and the corresponding RT flows’ packets will be discarded.

Therefore,

�d

HOL
�

[k] 2
⇣

�dHOLmax

�

, 0
⌘

, (3.15)
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when the packet deletion, due to passed deadline, is on. Moreover, note that the HOL-delay in RT

gradient should be amplified so that it can be compared with NRT gradient. With choice (3.14),

RT gradient is in the interval of

zdHOL

�

�

d

HOL
�

[k]
� 2

h

# e�d

HOLmax

�

,#

i

. (3.16)

Design of the Gradient of the Disutility for the NRT Flows

For NRT flows resource allocation, long-term information, namely, mean queue size and mean bit-

rate, are relevant. For NRT flows, we form the general structure of the gradient of the disutility

function as

@D

joint
�

⇣

d

HOL
�

[k], r̄
�

[k], q̄
�

[k]
⌘

@x

(j)
�

[k]
= min

2

4

⇠, b

(j)
�

[k]
zq̄

�

⇣

q̄

�

[k]
⌘

zr̄
�

⇣

r̄

�

[k]
⌘

3

5

, if � 2 �NRT, (3.17)

where ⇠ is the instrument for sliding between the complete RT and NRT flow separation and the

common pool of RBs, q̄
�

[k] is the mean queue-length of flow � until frame k, r̄
�

[k] is the mean

bit-rate of flow � until frame k, zq̄
�

(q̄
�

[k]) is mean queue-length importance function, and zr̄
�

(r̄
�

[k])

is mean bit-rate importance function. It is worth mentioning that the framework is channel-aware

to have spectrally e�cient transmissions. Based on this fact, the cell-edge e↵ect is compensated in

the proposed framework for their poor links.

The general structures in (3.17) and (3.13) are inspired by keeping the desired pattern in the

scheduling design and generalizing the structure in order to exploit existent degrees of freedom.

The proposed approach is evolved further in [15] to incorporate the operators interest as well right

into the scheduling frameworks.

Flexible Delay Fairness and Bit-rate Fairness

The proposed disutility, in (3.17), with using GPF functions for the NRT flows can be adjusted

between sum bit-rate maximization to the maxmim bit-rate fairness for NRT flows. As the coun-

terpart to NRT flows, the proposed disutility, in (3.13), with using WGPF functions for the RT
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flows can be adjusted between sum delay minimization to the minmax delay fairness for RT flows

(See Chapter 2 or [11] for the proofs).

Design of the Parameter ⇠

One of the crucial fact in designing the joint resource allocation of RT and NRT flows is that the

NRT flows’ disutility gradient have to be bounded. Otherwise, when the RT packets pass their

deadlines and are discarded, RT flows cannot compete with NRT flows, where the packets are

kept in the queues for much longer time. Therefore, the structure in (3.17) essentially should be

bounded. This is done through clipping by ⇠. In formulation (3.17), we bound NRT flows disutility

gradient by ⇠. On the one hand, because of the discarding of RT packets after their deadline, the

RT flows disutility gradient value will decrease, after the passed deadlines of RT packets. On the

other hand, NRT packets have been kept in their queues, contribute highly to their queue length

attributes, and result in increase in their gradient. We design parameter ⇠ based on the fact that

when the RT packets reach ⇡ fraction (0 < ⇡ < 1) of their deadline (equivalently pass 1�⇡ fraction

of their deadline), the RT disutility gradient, divided by its channel-awareness term, should be

strictly larger than their NRT counterparts as

8 k : max
�2�NRT

@D

joint
�

⇣

d

HOL
�

[k], r̄
�

[k], q̄
�

[k]
⌘

@x

(j)
�

[k]
< min

�2�RT

@D

joint
�

⇣

d

HOL
�

[k], r̄
�

[k], q̄
�

[k]
⌘

@x

(j)
�

[k]

�

�

�

�

�

k=⇡d

HOLmax
�

.

(3.18)

This ensures that, in this fraction, RT flows will be exclusively transmitted. Accordingly, and based

on (3.14), the following rule is derived for designing ⇠ as

⇠ = # e�⇡max
�

�

d

HOLmax

�

�

. (3.19)

Increasing ⇡ makes the scheduler to prioritize RT flows over NRT flows with the cost of lower

multiuser diversity. In other words, we divide adaptively the delay margin of RT flows into two

regions: Region one where NRT flows can compete with RT flows, based on their utility, and region

two where RT flows are given strick higher priority. Nevertheless, note that these two regions are
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not necessary separated in time and any combination of RT and NRT flows transmissions can take

place, unless when RT flows load does not allow. This enables the joint approach and exploits the

hidden multiuser diversity in the conventional designs. Note that parameter ⇡ is a design parameter

for ⇠. Relationship between parameters ⇡ and ⇠ is one-to-one. However, ⇡ is interpretable in terms

of when RT flows will be given strict priority.

Figure 3.1 depicts the block diagram of the proposed joint approach.

U
pdate'Rule'

M
axim

um
'Selector'

Figure 3.1: Block diagram of the joint RT and NRT packet scheduling and RB allocation.
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Note on the Interference

It is worth highlighting that the proposed joint approach, in this chapter, is designed based on the

static interference assumption. In fact, the intercell interference coordination (ICIC) [73] works

in a much longer timescale, in comparison to the scheduling and allocation algorithm, to specify

which RB should be muted or de-muted for each cell or sector. Note that the ICIC schemes often

do not aim for the QoS-requirements or sophisticated fairness notions. Therefore, integrating ICIC

(See [73] and references within) right into the scheduling and allocation core, through a systematic

design, can be suggested as a promising future direction.

3.4 Special Cases

3.4.1 Sequential EDF and GPF

The framework falls back into complete separation of RT, and NRT, served by EDF, and GPF

[18,19,31,84], sequentially with the following special choices:

@D

joint
�

⇣

d

HOL
�

[k], r̄
�

[k], q̄
�

[k]
⌘

@x

(j)
�

[k]
= �d

HOL
�

[k], if � 2 �RT (3.20)

and

zr̄
�

⇣

r̄

�

[k]
⌘

=
⇣

r̄

�

[k]
⌘

↵

, zq̄
�

⇣

q̄

�

[k]
⌘

= 1, for � 2 �NRT, (3.21)

or equivalently,

@D

joint
�

⇣

d

HOL
�

[k], r̄
�

[k], q̄
�

[k]
⌘

@x

(j)
�

[k]
= min

2

4

⇠,

b

(j)
�

[k]
�

r̄

�

[k]
�

↵

3

5

, if � 2 �NRT, (3.22)

where 0  ↵ is the parameter of GPF that influences the bit-rate fairness. Di↵erent types of

bit-rate fairness can be achieved by changing ↵: Cases ↵ ! 0, ↵ = 1, ↵ ! 1 correspond to sum

bit-rate maximization (or max-SINR; first introduced in [94]), PF, and maxmin bit-rate fairness,

respectively [31,46]. The parameter ↵ slides the allocation from no bit-rate fairness to the highest

bit-rate fairness in maxmin bit-rate fairness, where it maximizes the minimum mean bit-rate. In
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other words, increasing ↵ increases the lower percentiles (such as the 5th percentile) bit-rate at the

cost of decrease in higher percentile (such as the 95th percentile) of bit-rate [17, 19]. Parameter ↵

in GPF can be used in a closed loop control system to achieve a target level of fairness [60].

It is worth mentioning that the sequential scheduling (complete static separation) of RT and

NRT flows can be achieved within the joint approach when the NRT disutility gradient is clipped

by the minimum disutility in RT flows set. This results in selecting ⇠ as

⇠ = min
�2�RT, 1jN

2

4

@D

joint
�

⇣

d

HOL
�

[k], r̄
�

[k], q̄
�

[k]
⌘

@x

(j)
�

[k]

3

5

, (3.23)

which makes the RT and NRT flows disutility gradient disjoint, in their value.

Similar to Section 3.4.1, by substituting EDF with EXP, or MLWDF, the static priority (se-

quential resource allocation) version of EXP-GPF, or MLWDF-GPF, is constructed. We describe

MLWDF-GPF and EXP-GPF in the two next sections.

3.4.2 Sequential MLWDF and GPF

A popular approach for resource allocation of RT flows is the MLWDF [56, 64]. MLWDF can be

considered as an advance algorithm in comparison to EDF. In each frame k, a flow �

⇤[k] is selected

to be transmitted on an RB on sub-channel j⇤[k] according to

✓

�

⇤[k], j⇤[k]

◆

= arg max
�2�RT,

1jN

µ

�

b

(j)
�

[k]

r̄

�

[k]
d

HOL
�

[k], � 2 �RT, (3.24)

where µ

�

is suggested to be selected as

µ

�

= � log �
�

⌧

�

, (3.25)

by large deviation optimality results of [65], r̄
�

[k] is the mean-bit-rate in frame k, ⌧
�

is the maximum

allowable delay threshold, and �

�

is a maximum probability of exceeding the delay threshold [66]

as

Pr
⇣

d

HOL
�

[k] > ⌧

�

⌘

< �

�

. (3.26)
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It is worth mentioning that by fixing a close-to-one percentile for 1� �

�

(or equivalently small �
�

),

we can interpret ⌧

�

as the delay deadline which we denoted earlier by d

HOLmax

�

. As an example:

For 1� �

�

equal to the 99th percentile, we have

µ

�

⇡ 2

d

HOLmax

�

. (3.27)

By this interpretation, it can be noticed that the HOL-delays are divided by their deadlines in

the structure of MLWDF (see (3.24) and (3.27)). It is in contrast to EDF, where the di↵erence of

HOL-delays and their deadlines form the structure.

We note that by selecting the disutility gradient components as

zHOL
�

�

d

HOL
�

[k]
�

zr̄
�

�

r̄

�

[k]
� =

µ

�

r̄

�

[k]
d

HOL
�

[k], (3.28)

our framework for RT flows falls back to MLWDF. For a mathematical analysis of MLWDF see [55].

Similar to previous section on EDF and GPF, the sequential MLWDF and GPF is constructed

by serving the NRT flows, after RT flows are served, by GPF as described in (3.21).

3.4.3 Sequential EXP and GPF

Another mechanism called EXP [68] has been also proposed for resource allocation of RT flows

with a similar structure in MLWDF, but with di↵erent dependence on HOL-delay. An OFDMA

version of EXP can be represented as

✓
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⇤[k], j⇤[k]

◆

= arg max
�2�RT,

1jN

b

(j)
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[k]

r̄
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[k]
e

0

BB@
µ

�

d

HOL
�

[k]

1+

⇣

d

HOL[k]

⌘

⌘

1

CCA

, (3.29)

where in each frame k, a flow �

⇤[k] is selected to be transmitted on an RB on sub-channel j⇤[k],

0 < ⌘ < 1, µ
�

is defined the same as in (3.27) (inversely proportional to delay deadline), and

d

HOL[k] =
1

|�RT|
|�RT|
X

�=1

d

HOL
�

[k] (3.30)
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is the average of HOL-delays over RT flows.

The HOL-delay term, dHOL
�

[k], in (3.24) and (3.29) can be replaced with queue-length term as

q

�

[k] to obtain the queue-length-driven versions of aforementioned schedulers. Similar to EDF, both

MLWDF and EXP are heuristics designed for delay sensitive flows. However, EXP in conjunction

with virtual token queues (with constant deterministic arrival rate) can be used to guarantee a

minimum bit-rate in resource allocation [51,69]. When queue length of flows are equal or close (see

[70] for its formal definition), EXP and MLWDF reduce to PF scheduler [70]. EXP is suitable for

the cases where the delay equalization is preferable. However, there has been analysis [71] showing

that EXP sacrifices the asymptotic system throughput when the queues grow asymptotically as the

cost of emphasis on delay equalization. As discussed earlier, the structure of EXP and MLWDF

is based on division of HOL-delay by its deadline, while the structure of EDF is based on the

di↵erence of HOL-delay and its deadline.

The sequential EXP and GPF is constructed by serving the NRT flows by GPF as described in

(3.21), after RT flows are served.

Note that the gradient of the disutility can be interpreted as the expression inside the argmax

in (3.24) and (3.29).

3.4.4 MDU

An algorithm, called MDU, based on two di↵erent functions on the Little’s delay for RT and NRT

flows has been used in [37, 95] for resource allocation of RT and NRT flows. As an example of

RT, [37,95] used
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�1.5 �

✓

d̄

max
�

4

◆1.5

+
d̄

max
�

4 , if
d̄

max
�

4  d̄

�

[k], � 2 �VoIP,

(3.31)

for the VoIP disutility gradient where d̄
�

[k] is the Little’s delay for flow � in frame k, and d̄

max
�

is the

maximum tolerable Little’s delay for flow �. Note that we generalized their utility for general d̄max
�

as the mean-delay threshold. Nevertheless, they used d̄

max
�

= 100 ms in simulation experiments.
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In parallel, as an example of NRT, [37,95] used
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(d̄
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@x
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, if d̄
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[k]  100,� 2 �BE,

1000.5, if 100  d̄

�

[k],� 2 �BE,

(3.32)

for the gradient of the disutility of the best e↵ort (BE) tra�c. Notations �VoIP and �BE denote

the VoIP and BE flows set, respectively. Accordingly, the flow �

⇤[k] is selected to be transmitted

on an RB in sub-channel j⇤[k] based on

✓

�

⇤[k], j⇤[k]

◆

= arg max
1�|�|,
1jN

@D

d̄
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@x

(j)
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. (3.33)

Note that the Little’s delay (d̄
�

[k]) is in fact can be approximated [12,37] by

d̄

�

[k] ⇡ q̄

�

[k]
.

r̄

�

[k]. (3.34)

Therefore, MDU can be considered as special case of the proposed approach. Nevertheless, since

the averaging is a low pass filter and the Little’s delay is essentially an averaging mechanism, RT

flows su↵er when the Little’s delay is only used, as an argument, for their disutility functions.

In reality however, RT flows sense the HOL-delay, rather than the Little’s delay or mean-delay.

For handling heterogeneous HOL-delay deadlines, the design needs to incorporate the HOL-delay,

which are the relevant delay measures for RT flows. We also note that, since MDU design is merely

based on mean-delay, it su↵ers from bit-rate fairness point of view, in high loads.

3.4.5 Delay Fairness through WGPF

Similar to bit-rate fairness, delay fairness is a concept referring to mechanisms that equalize delay

in the system. A resource allocation framework for achieving mean-delay fairness has been studied

in [12]. We note that with selection of

zr̄
�

⇣
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�

[k]
⌘

=
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, zq̄
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⌘

=
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q̄
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⌘

⌫

d̄

, for � 2 �NRT (3.35)
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and ⇠ =1, the proposed gradient in (3.17) reduces to the Little’s delay disutility function in [12].

Indeed Parameter, 1  ⌫

d̄, is controlling the trade-o↵ between mean-delay fairness and throughput

(or resource e�ciency). It has been proved in [12] that su�ciently large ⌫

d̄ corresponds to the

minmax mean-delay fairness.

On the other hand with selection of disutility over HOL-delay as

zHOL
�

�

d

HOL
�

[k]
�

zr̄
�

�

r̄

�

[k]
� =

�

d

HOL
�

[k]
�

⌫

dHOL

r̄

�

[k]
, for � 2 �RT, (3.36)

our framework will be reduced to HOL-delay fairness proposed in [59], similar to mean-delay fairness

in [12]. The same observation in [12] for trade-o↵ between delay fairness and throughput (or equiv-

alently resource e�ciency) can be seen for HOL-delay fairness, by controlling the parameter ⌫d
HOL

(1  ⌫

dHOL
) [60]. Reference [59] used the HOL-delay fairness and GPF mechanism sequentially (or

with static separation) for RT and NRT resource allocation.

3.4.6 TUF

An idea based on TUF for joint resource allocation of RT and NRT flows has been proposed

in [89–91]. In general, RT scheduler should transmit RT packets any time within their deadline

for satisfying the delay requirement, not necessarily with EDF. References [89,91] used the z-shape

TUF adopted from [96] as the urgency criterion for RT resource allocation and an e�ciency criterion

for NRT resource allocation. Based on TUF, RT flows are transmitted, just before their deadline,

within a short interval, ◆RT, defined as

◆RT =
h

d

HOLmax

�

� l

�

, d

HOLmax

�

i

, (3.37)

where d

HOLmax

�

is the flow � deadline and l

�

determines the length of interval for RT flows trans-

missions. NRT packets are transmitted during the remaining time interval, ◆NRT, defined as

◆NRT =
h

0, dHOLmax

�

� l

�

⌘

. (3.38)
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The TUF approach transmits RT packets near the deadline without channel information. Therefore,

it has the shortcoming of not exploiting the multiuser diversity, and it increases the number of

dropped packets due to channel-blindness attribute in TUF for RT flows. Reference [97] also used

a similar approach in [89] where [97] introduces a transmission guard interval which gives high

priority (overriding the NRT packets) to RT packets approaching the delay deadline. Note that in

our approach, generally, any combination of RT and NRT packets transmissions can take place in

time and RT and NRT packets are not necessary separated in time, in contrast to TUF approach.

3.4.7 Others

References [79, 80] considered the unit-step utility functions for non-BE flows and concave non-

decreasing utility functions for BE flows. Mainly, they proved three theorems for bounds on the

optimality of their proposed algorithms, based on the inverse of the utility functions. However, [79,

80] did not consider the queue information, or delay information, in their framework. Accordingly,

they used bit-rate-based utilities, and sequential resource allocation in mixture of tra�c.

Generalized Flow Concept

The joint resource allocation of RT and NRT flows through disutility functions not only increase the

e�ciency of the system but also has a futuristic application. It is common to have the HOL-delay

deadline requirement for RT flows. However most NRT flows are not completely insensitive to delay.

Based on our approach one can introduce di↵erent levels of delay sensitivity for NRT flows as well.

We use the term generalized-non-realtime (GNRT) for those NRT flows which have a mean-delay

deadline, d̄max
�

. The concept GNRT is a good model for NRT flows QoS measures, such as the file

transfer time. We further elaborate on GNRT concept in [15]. The joint resource allocation of RT

and NRT flows enables to define future QoS classes and to accommodate di↵erentiated services

between pure RT and pure NRT flows.
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3.5 Proposed Joint RT and NRT Scheduling Algorithm

Given the optimization of RT and NRT flows in Section 3.3, we develop the gradient-based algorithm

in this section. To make the best change in the objective by increasing only one scheduling variable,

the variable with the steepest gradient should be chosen. Note that advanced technologies such as

LTE o↵ers high enough granularity that the loss in optimality, due to this step size, is negligible.

Since the overall objective is a decreasing function in terms of scheduling variables, x(j)
�

[k], the

overall gradient is negative. Therefore, finding the steepest gradient is equivalent to finding the

largest absolute value of the gradient:

✓
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, (3.39)

where D

joint
net

�

r̄[k], q̄[k],dHOL[k]
�

is the objective (the summation of the disutility functions over

flows), defined in (3.4), r̄[k] is the vector of bit-rates, q̄[k] is the vector of queue lengths, and dHOL[k]

is the vector of HOL-delays. This equation determines the flow �

⇤[k] to be transmitted on an RB

on the sub-channel j⇤[k], in frame k. The corresponding values of the (3.39), or equivalently the

(3.13) and (3.17), for RT and NRT flows will be denoted by �(j)
�2�RT

[k] and �(j)
�2�RT

[k], respectively,

in the proposed algorithm in the sequel.

In this part, we propose an algorithm that we refer to it as Algorithm Joint RT-and-NRT

Packet Scheduling and RB Allocation. The algorithm is based on the gradient of the

objective, which schedules RT flows and NRT flows packets to the OFDMA plane RBs, in an

iterative manner. Step 1 makes a copy of AMC bits in frame k and the number of available slots in

each sub-channel. Step 2 implements a loop until all RBs are assigned in frame k. Step 3 decides

which flow, denoted by �

⇤[k], should be emptied on which sub-channel, denoted by j

⇤[k], in frame

k, based on the largest element in �(j)
�

[k]. Variable �(j)
�

[k] is equal to the gradient for RT flows and

NRT flows for � 2 �RT and � 2 �NRT, respectively. The ties are broken with a uniform random

variable. Step 4 implements the decided schedule. The number of unassigned RBs is updated in

Step 5. Step 6 updates the delay quantities based on the last decision. In other words, the scheduler
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makes decisions one RB at a time, and updates queues and other quantities, such as HOL-delay,

after each assignment, and before finding the next flow for next RB. Steps 7 � 9 make the AMC

copy of the fully occupied sub-channels to zero so that RBs on the corresponding sub-channels are

not selected again.

Algorithm Joint RT-and-NRT Packet Scheduling and RB Allocation

⇣
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6: Empty flow, �⇤[k], to an empty RB on sub-channel, j⇤[k].

x

(j⇤[k])
�

⇤[k] [k] x

(j⇤[k])
�

⇤[k] [k] + 1.

7: T

(j⇤[k])  T

(j⇤[k]) � 1.

8: Update d

HOL
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[k], q̄
�

[k], and r̄

�

[k] based on the assigned RB.

9: if T

(j⇤[k]) = 0 then

10: 8 � 2 � : b̃(j
⇤[k])

�

 0.

11: end if

12: end while

3.6 Behavioural Study of Input-output Bit-rates

In this section, the behaviour of the RT and NRT output bit-rates versus total input bit-rate will

be analyzed. We start by a discussion on how the capacity of the system depends on input as well

as the structure of the scheduler. Later, the input model, RT output, and NRT output will be

analysed. Finally, the two regions of under-load, moderate saturation, and severe saturation will

be identified and explained.
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This study sheds light in understanding the system input-output bit-rates dynamics, in identi-

fying di↵erent load regions as well as in explaining the simulation results in the next section.

3.6.1 Capacity Definitions and its Dependence on the Load and the Algorithm

The capacity of the system depends on the structure of resource allocation algorithm, as well as its

input tra�c mixture. In other words, the capacity depends on the way scheduler allocates resources

to the RT and NRT mixture in the input, and shapes the mixture in the output. We denote the

capacity when the system only allocate resources to RT flows by ⌦RT. This case happens when

either there is no resource remaining for NRT flows (RT flows occupy the system capacity and the

system is in over-load), or the input only consists of RT-only flows. Similarly, the capacity of the

system in NRT-only tra�c is denoted by ⌦NRT. This capacity is achievable when the input only

consists of NRT-only flows. Besides ⌦RT and ⌦NRT, when the system is saturated for the first time

(SFT), the capacity is denoted by ⌦SFT. The system is at SFT, when the input to the system

reaches the point that the system is at the edge of the over-load, and the under-load. This is when

the server is full with the lowest input bit-rate. From this point on the system cannot serve the

total arrivals. Generally,

⌦RT  ⌦SFT  ⌦NRT. (3.40)

The underlying reason for the first inequality in (3.40) is twofold: First when the system capacity

allows to have both RT and NRT flows in the output, the multiuser diversity level is higher than

that when RT-only flows are in the output. Second, serving RT-only flows when the system capacity

is reached, reduces the opportunity in the scheduler to wait for RBs with better links SINR due

to RT flows’ delay deadlines. The second inequality in (3.40) is due to the similar higher level

of multiuser diversity when we have NRT flows (no deadline) in comparison to the case when

we have both RT and NRT flows. In other words, HOL-delay deadlines in RT flows override

the opportunistic transmissions and reduce multiuser diversity. Inequality (3.40) will be further

explained in Section 3.6.3, after preliminary discussion in Section 3.6.2.
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3.6.2 Input Model

Assume that the total input bit-rate, ⇤in
⌃ , is composed of RT bit-rate, ⇤in

RT, and NRT bit-rate,

⇤in
NRT, as

⇤in
⌃ = ⇤in

RT + ⇤in
NRT, (3.41)

with

⇤in
RT = fRT⇤

in
⌃ , (3.42)

and

⇤in
NRT = (1� fRT)⇤

in
⌃ , (3.43)

all in bps, where 0  fRT  1, similar to input model in [74].

3.6.3 RT Output Bit-rate

Given the aforementioned definitions in the input model, RT output bit-rate, ⇤out
RT , is limited to its

input, ⇤in
RT, and naturally to the system capacity for RT-only tra�c, ⌦RT, as

⇤out
RT = min

⇣

⇤in
RT,⌦RT

⌘

. (3.44)

We normalize the total input bit-rate to the SFT capacity, when the saturation happens first,

in order to define the load coe�cient as

⇢ =
⇤in
⌃

⌦SFT
. (3.45)

Two specific ⇢ values, namely,

⇢SFT = 1, (3.46)

and

⇢RTOFT =
⌦RT

⌦SFTfRT
(3.47)

are important in determining the di↵erent load regions and capacity of the system. Point, ⇢SFT = 1,
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is where the saturation happens first. Although the system is saturated for load coe�cient larger

than 1, the system can still serves a portion of NRT flows until load coe�cient ⇢RTOFT, where

the system output consist of RT-only output for the first time (RTOFT). ⇢RTOFT = ⌦RT
⌦SFTfRT

,

corresponds to the point where the RT output reaches RT-only capacity. This happens when total

input bit-rate is high enough that its RT flows portion (fRT⇤in
⌃ ) is equal to RT-only capacity (⌦RT).

See (3.42) and (3.44).

Dependence of the Capacity on Input Load

For finding the NRT output bit-rate, we need knowledge on the capacity of the system after the

first saturation point. We show the capacity when load coe�cient equals specific ⇢, from the first

saturation point (⇢SFT  ⇢) until when the RT-only flows occupy the system (⇢  ⇢RTOFT), by

⌦
⇢

. This capacity is showing the dependence of capacity on input load. The capacity ⌦
⇢

is a non-

increasing function over ⇢ due to the decrease in multiuser diversity and the pressure of RT flows’

deadlines after the first saturation. The tighter the RT flows’ requirements, the more degradation

in capacity when the system serves RT-only flows, in comparison to when it serves NRT flows. In

fact, the RT flows’ requirements are casted as dHOLmax

�

. The tighter the values of dHOLmax

�

, the lower

the capacity of system. A same observation of the degradation in capacity due to RT requirements

has been reported in [98]. The discussion on the dependence of the capacity on the input bit-rate

of RT and NRT flows mixture is beyond this study. In fact, for many combined resource allocation

of RT and NRT flows, the capacity has a complex behaviour versus total input bit-rate (we will

observe this in simulation experiments in the Section 3.7). Moreover, this section does not consider

the e↵ects of packet deletion due to passed deadline and/or finite-bu↵er assumptions. However, we

show a linear model, with respect to ⇢ for the general behaviour of the capacity, after SFT until

the RTOFT. We will see in simulation section that this model can show the general behaviour of

the system.

As discussed earlier, capacity, ⌦
⇢

, is equal to ⌦SFT at first saturation load ⇢ = ⇢SFT, and is

equal to ⌦RT when RT-only output occupies the system for the first time ⇢ = ⇢RTOFT. Therefore,
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the general behaviour of the capacity can be represented as
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>

>

>

>

<

>

>

>

>

:

⌦SFT, ⇢  1,

fRT⌦SFT(⌦RT�⌦SFT)
⌦RT�fRT⌦SFT
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⇢� 1
�

+ ⌦SFT, 1  ⇢  ⌦RT
⌦SFTfRT

,

⌦RT,
⌦RT

⌦SFTfRT
 ⇢.

(3.48)

This model shows that the system capacity decreases versus input bit-rate when 1  ⇢  ⌦RT
⌦SFTfRT

.

Note that we use this model only to show the general system behaviour. The simulation experi-

ments, in the next section, is independent of capacity model in current section. The capacity model

from this section neither is used nor is necessary in simulation experiments.

3.6.4 NRT Output Bit-rate

NRT output bit-rate, ⇤out
NRT, is also limited to its input, ⇤in

NRT, capacity of the system in NRT-only

tra�c, ⌦NRT, and the remaining capacity after RT flows scheduling (equal to max(0,⌦
⇢

� ⇤in
RT)),

as

⇤out
NRT = min

⇣

⇤in
NRT,⌦NRT,max(0,⌦

⇢

� ⇤in
RT)

⌘

, (3.49)

or by substituting (3.42) and (3.43) in (3.49), as

⇤out
NRT = min

⇣

(1� fRT)⇤
in
⌃ ,⌦NRT,max(0,⌦

⇢

� fRT⇤
in
⌃ )
⌘

. (3.50)

We note that, since the input bit-rate (⇤in
⌃ ) is unbounded, the term max in max(0,⌦

⇢

� fRT⇤in
⌃ ) is

necessary to keep the remaining capacity non-negative.

3.6.5 Discussion on the RT and NRT Outputs Behaviour

Understanding the behaviour of RT and NRT output bit-rate versus input bit-rate is important.

Equations (3.44) and (3.50) describe this behaviour for RT and NRT, respectively. Generally, it is

convenient to depict the behaviour of normalized RT and NRT output based on normalized input

bite-rate, defined in (3.45), as
⇤out
RT

⌦SFT
= min

✓

fRT⇢,
⌦RT

⌦SFT

◆

, (3.51)
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and
⇤out
NRT

⌦SFT
= min

⇣

(1� fRT)⇢,
⌦NRT

⌦SFT
,max(0, 1� fRT⇢)

⌘

. (3.52)

Normalization helps to focus on the general behaviour and less assumption for absolute values of

the capacities.

Figures 3.2 and 3.3 show RT, NRT, and total output bit-rates versus total input bit-rate, all

normalized to ⌦SFT, when RT input bit-rate is dominant (fRT > 0.5) and vice versa (fRT < 0.5),

respectively. The value of ⌦RT
⌦SFT

is assumed equal to 0.85 in Figures 3.2 and 3.3 for showing a typical

behaviour. The region, from the first saturation point (or the load at SFT) until the output of

system consist of RT-only (or the load at RTOFT), is highlighted in Figures 3.2 and 3.3. This

region is labeled by sat. I.

Note that the absolute value of the system capacities depend on the RT flows’s requirements.

As an example, for tighter values of dHOLmax

�

, the RT-only capacity degrades more when passing

RTOFT point. In other words, for tighter values of dHOLmax

�

, the value of ⌦RT
⌦SFT

decreases. As we

discussed earlier in this chapter, decreasing the parameter ⇠ makes the scheduler to go toward the

sequential scheduling. Therefore, decreasing ⇠ decreases ⌦
SFT

. It is worth mentioning that, in this

section, we intentionally made general assumption, not confining as much as possible to construct a

simple yet e↵ective model to explain the general trends in the input-output bit-rates of the system.

The following Sections 3.6.6 and 3.6.7 elaborate more on RT and NRT output bit-rates versus

⇢ for both Figures 3.2 and 3.3, in di↵erent load coe�cient regions.

3.6.6 Under-load Region

As shown in Figures 3.2 & 3.3, RT output bit-rate, ⇤out
RT is equal to its input (goes up with slop

equal to fRT) until the input reaches RT-only system capacity, ⌦RT, and becomes constant at

⇤in
⌃ = ⌦RT

fRT
, or equivalently at ⇢ = ⌦RT

⌦SFTfRT
.

NRT output is equal to its input until the input reaches the system capacity for the first time,

⇤in
⌃ = ⌦SFT, or equivalently ⇢ = 1. At this point, ⇢ = 1, the NRT output reaches ⇤out

NRT =

(1� fRT)⌦SFT, and the RT output reaches ⇤out
RT = fRT⌦SFT. The system becomes saturated which

means that all the resources in OFDMA server are occupied. Note that although the system is
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saturated, the output of the system still consist of both RT and NRT flows.

This explanation summarizes the first part of the outputs, where RT output
⇤out
RT

⌦SFT
2 (0, fRT),

and NRT output
⇤out
NRT

⌦SFT
2 (0, 1 � fRT). See Figures 3.2 and 3.3 in the region where ⇢ < 1. This

region is labeled as under-load.

3.6.7 Over-load Regions: Saturation I and Saturation II Regions

For ⇤in
⌃ > ⌦SFT, or equivalently ⇢ > 1, the priority of RT flows makes the NRT output bit-rate

to break and to go down until ⇤in
⌃ = ⌦RT

fRT
, or equivalently ⇢ = ⌦RT

⌦SFTfRT
, despite the increase in its

input. In saturation region (or equivalently ⇢ > 1 which is labeled by saturation) two subregions

can be identified, further labeled by sat. I and sat. II. For the region where ⌦RT
⌦SFTfRT

> ⇢ > 1

the system is saturated but still is able to pass a portion of NRT flows. This region is depicted

in shaded color. In fact, networks are designed to operate in moderate saturation region of sat.

II, where the operator benefits from its investment e�ciently, while clients can have both RT and

NRT flows. For region, ⌦RT
⌦SFTfRT

 ⇢, RT flows merely fill the system capacity and the system will

not even be able to pass all RT flows, yet the NRT flows. This region is labeled by sat. II.

This explanation outlines the second part of the outputs, where
⇤out
RT

⌦SFT
2 (fRT,

⌦RT
⌦SFT

), and
⇤out
NRT

⌦SFT

goes down from 1�fRT to 0. See Figures 3.2 and 3.3 in the regions where 1  ⇢  ⌦RT
⌦SFTfRT

(shaded

color), and ⇢  ⌦RT
⌦SFTfRT

.

Note that the input ⇤in
⌃ , or its normalized value ⇢, is unbounded but fRT is between 0 and 1.

System capacity, ⌦
⇢

, after the first saturation (⇢ > 1) is equal to total output bit-rate, ⇤out
RT+⇤out

NRT.

In the case, when RT and NRT flows share the equal input bit-rate (fRT = 0.5), RT output,

⇤out
RT , and NRT output, ⇤out

NRT go up with same slop equal to fRT = 0.5 until
⇤in
⌃

⌦SFT
= 1. Then

⇤out
RT

⌦SFT

continues increasing but
⇤out
NRT

⌦SFT
decreases until

⇤in
⌃

⌦SFT
= 2, when RT flows saturate the system and

there is no remaining capacity for NRT flows. Due to space limitation, we did not include the

graphical representation of this case.
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Figure 3.2: Normalized output bit-rates vs. normalized input bit-rate for fRT = 0.7, for behavioural
study.

3.7 Simulation

We developed a comprehensive simulation platform for packet delay simulation for a single cell. The

platform incorporates correlated fading in time and frequency with Rayleigh fading, shadowing, and

path-loss based on [99]. The total OFDMA bandwidth is 10 MHz divided into 20 sub-channels, each

sub-channel consist of 20 sub-carriers, each with 25 KHz span in frequency. We used 14 AMC level

(including zero) for AMC table (represented by f in (3.2) in the system model) which is the result

of QPSK, 16-QAM, and 64-QAM in conjunction with 14 code rates from 0.105 up to 0.801 [100].

3.7.1 SINR Distribution

First, we test the algorithm based on equal average SINR for all flows. Second, we use two-level

SINR to test the algorithm in heterogeneous SINR situation. In two-level SINR, we assume that the

number of flows is an even number. For each type of tra�c, half of the flows have the same average

SINR of 15 dB (good flows), and half of them have the same average SINR of 8 dB (bad flows).
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Figure 3.3: Normalized output bit-rates vs. normalized input bit-rate for fRT = 0.3, for behavioural
study.

For saving time on wireless channel simulation, we used a three-steps method: First we find a high

resolution SINR distribution, resulting from path-loss and shadowing (large-scale fading). Second,

one cell is simulated by finding the SINRs from the aforementioned SINR distribution. Third we

generate small-scale time and frequency Rayleigh fading, independently for each flow, and add the

corresponding average SINRs (result of the large-scale fading, drawn in the second step) in order

to get the instantaneous SINR [100]. Simulation parameters are summarized in Table 3.2.

3.7.2 Simulation Assumptions

We tested the proposed joint resource allocation of RT and NRT flows with three arrival scenarios,

four RT flows, four NRT flows, and a mixture of two RT flows and two NRT flows. The assumption

for delay requirements are 50 ms (or 50 frames) on RT flows. The arrival bit-rates are proportional

to [1, 2, 3, 4] according to the total load in the system as ⇤in
1 = 1

10⇤
in
⌃ ,⇤

in
2 = 2

10⇤
in
⌃ ,⇤

in
3 = 3

10⇤
in
⌃ ,

and ⇤in
4 = 4

10⇤
in
⌃ , where ⇤in

⌃ is the total input bit-rate. We investigated output bit-rate and the

99th percentile of the HOL-delay cumulative distribution function (CDF) versus total input bit-
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Table 3.2: Simulation parameters for the joint RT and NRT scheduling.

Parameter Value
Fading Rayleigh [99]
Shadowing Log-normal, s.d. 5 dB
Doppler shift 37 Hz
Path loss 38.4 + 2.35 log10(d) dB
Total bandwidth 10 MHz
Number of sub-channels N = 20
Sub-carrier bandwidth 25 kHz
Sub-carriers per sub-channel 20
Slots per frame T = 1
Frame duration 1 ms
Number of flows |�| = 4
Cell radius 1000 m
Close-in minimum distance 35 m
Transmit power 30 dBm BS
Antenna gain 5 dBi BS, 0 dBi WTs
Noise figure 2 dB BS, 2 dB WTs

rate. The results of complete separation of RT and NRT flows with EDF-PF are also produced for

comparison. Figure 3.4 shows the input scenario to queues (input bit-rates and delay thresholds)

for homogeneous average SINR test, as a point for each flow, vs. average SINR (due to shadowing

and pathloss) for an specific load. Higher (lower) loads have the same input pattern, but with

higher (lower) total input bit-rate.

To find the load range that covers interesting load regions, we estimate the capacity of our

OFDMA system based on the 0.3 portion of the highest AMC level on RBs. Based on this estimate

we found a load coe�cient range by multiplying this capacity from 0.05 to 5. Note that the interval

[0.05, 5] is large enough to cover all the interesting load situations.

We assume that the RT packets will be discarded, if their deadlines are passed. We also use a

finite-bu↵er assumption for both RT and NRT flows, equal to 40 Mbits. However, the probability

of overflow for RT flows is very low due to their deadline timescale.

3.7.3 RT-only and NRT-only Tra�c

For the proof-of-concept, we first test the algorithm with either solely RT or solely NRT flows. We

expect the proposed algorithm to reduce to the channel-aware version of EDF (see (3.11)) for RT-
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Figure 3.4: Input scenario: Input bit-rates and delay thresholds vs. average SINR for the joint RT
and NRT scheduling.

only flows, and PF for NRT-only flows. Note that in RT-only flows, finding the highest value from

equation (3.13) with  = 1 is equivalent to finding the highest from (3.11). We observed that the

proposed algorithm outperforms the baseline (which is EDF for RT flows) algorithm and releases

the potential increase in admissible bit-rates without any compromise in the 99th percentile of the

HOL-delay. Moreover, we also observed that irrespective of the load situation and link qualities,

the output bit-rates per flow are in the same order of the input bit-rates which is showing that

the system works as expected. We also tested the proposed approach versus PF for four NRT-only

flows. In NRT-only experiment, we observed that in under-load situation the output bit-rates are

proportional to input bit-rates which is the result of imposed bit-rate fairness. However, in over-

load situation the flows with better wireless links get higher number of RBs in compliance with

the expected resource-fairness. Figures for RT-only experiment and NRT-only experiment are not

included, due to their less importance in comparison to mixed tra�c.
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3.7.4 Mixed Tra�c Experiment-one

We tested the algorithm in the mixed scenario of two RT flows and two NRT flows. Flows 1 &

2 are RT, and flows 3 & 4 are NRT in this experiment. We tested the proposed approach versus

separate EDF and PF in mixed tra�c. The output bit-rate per flow, total output bit-rate of RT

and NRT flows, and the 99th percentile of the HOL-delay are shown in Figures 3.5, 3.6, and 3.7,

respectively.
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Figure 3.5: Flow by flow output bit-rates vs. input bit-rate in mixed scenario.

Output Bit-rate Performance

Based on the analysis in Section 3.6 and since RT flows occupy

fRT =
X

�2�RT

⇤in
�

,

X

�2�
⇤in
�

(3.53)

equal to 1+2
1+2+3+4 , fraction of the total input bit-rate, the saturation of system with RT flows (when

there is only RT flows in the output) happens around 1
fRT

= 10
3 in normalized value, for the baseline
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Figure 3.6: Sum RT and NRT output bit-rates vs. input bit-rate in mixed scenario.
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(separate EDF-PF). In addition, NRT output bit-rate at its highest point is around 1� fRT = 0.7

with respect to its normalized value. Figure 3.6 verifies the expected results from Section 3.6. Due

to the fact that figures are crowded with plots, we inevitably used coloured plots; Please see the soft

copy. As we anticipated, the framework allows for potential increase in admissible bit-rates. The

red lines indicate the total output bit-rate of the RT flows. The blue lines indicate the total output

bit-rate of the NRT flows. For both red and blue lines, the solid line is the baseline algorithm

and dotted line is the proposed algorithm. The green lines are the sum of the red and blue lines

which is equal to server capacity, when the system is saturated. In over-load situation, the NRT

output bit-rate decreases until RT flows saturates the OFDMA server. This is when the NRT

outputs will be zero. When the system goes to saturation II region (or in other words, when the

NRT flows output is zero), the RT output (red line) is the same as the green lines (sum of RT and

NRT). The reason for the gap, in saturation II region, between solid green (which is equal to solid

red because NRT is zero) and dotted green (which is equal to dotted red because NRT is zero) is

two fold. In the moderate saturation region (sat. I region), the gain is due to better exploitation

of multiuser diversity by the joint RT and NRT scheduling in a common pool of RBs, instead of

sequential scheduling. In severe saturation region (sat. II)., the gain is due to channel awareness

of the design. As discussed in Section 3.6 networks are designed to operate in moderate saturation

region of sat. II, where the operator benefits from its investment e�ciently, while clients can have

both RT and NRT flows. Especially, the joint approach enable to increase the capacity of moderate

saturation region (sat. I).

Delay Performance

Figure 3.7 shows that the average of the delay requirements of RT are not compromised, in a

significant portion of the load situation. It is worth mentioning that, based on the range of the

input load to the system, one algorithm potentially can have better delay (or output bit-rate)

performance with respect to others, even in a single class of RT flows, or NRT flows. In the case

of proposed approach, the delay performance is better in a significant portion of the load range.

This means that the increase in system capacity is achieved with negligible violation in the delay
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requirements. The increase in system capacity is the result of better exploitation of inter- and intra

classes multiuser diversity, as well as tra�c heterogeneity in time and among flows, in the joint

approach. Note that the stationary and reliable delays are valid up to a fraction of the simulation

time. Since we run the simulation for 10s, the first 2500 frames in delay are reliable (Figure 3.7).

Beyond that, the system is in over-load situation and delays are not stationary and not reliable.

Capacity Dependence on the Load and the Algorithm

We observe that, for static separated EDF-PF when all the links have a same average SINR, the

capacity of the system in the first saturation ⌦SFT = 17.74 Mbps is larger than saturation II region

⌦RT = 16.14 Mbps. When the system capacity allows to have both RT and NRT in the output,

the multiuser diversity level is higher. Serving RT-only flows with input bit-rate equal to system

capacity, reduces the opportunity in the scheduler to wait for better RBs, due to RT flows’s delay

deadlines. We also observed that when delay deadlines of RT flows becomes tighter, the increase

in system capacity due to joint resource allocation of RT and NRT flows vanishes. In other words,

the tighter the delay deadlines, the lesser the chances to wait for a good RB thus reducing the

multiuser diversity. Note that for the proposed algorithm, some of sophisticated e↵ects in output

bit-rate cannot be predicted by the model in Section 3.6: For example, the non-linearity, and the

undershoot in Figure 3.6, for the total output bit-rate versus total input bit-rate. This is due to

the unavoidable simplification in the Section 3.6, namely, not considering the packet deletion due

to passed deadline, static separation assumption, non-linearity of AMC table versus SINR. Having

evaluated various resource allocation rules, novel joint RT and NRT resource allocation algorithm

that can change their core structure based on the load situation is recommended for future works.

3.7.5 Mixed Tra�c Experiment-two

To further test our proposed approach, we reproduced the algorithm MLWDF-PF & EXP-PF

(described in Section 3.4) and compared the proposed algorithm against them, in addition to Section

3.7.4. Figures 3.8, 3.9, and 3.10 show the flow-by-flow output bit rates, total output bit-rates,

and delay performance, respectively, for the proposed approach against MLWDF-PF. In parallel,
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Figures 3.11, 3.12, and 3.13 show the flow-by-flow output bit rates, total output bit-rates, and delay

performance, respectively, for the proposed approach against EXP-PF. The same observation in

Section 3.7.4 are valid in comparing the proposed joint approach against MLWDF-PF and EXP-

PF. The claimed gain in joint approach is also observable for the proposed approach, in sat. I

region, in comparison to both MLWDF-PF and EXP-PF, with a comparable delay performances.

Nevertheless, we anticipate that in a real network with several flows with many heterogenous delay

deadline, higher gain is possible, due to higher level of potent multiuser diversity.
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Figure 3.8: Flow by flow output bit-rates vs. input bit-rate in mixed scenario, in comparing
MLWDF-PF, with the proposed.
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Figure 3.9: Sum RT and NRT output bit-rates vs. input bit-rate in mixed scenario, in comparing
MLWDF-PF, with the proposed.
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Figure 3.10: The 99th percentile of delay CDF vs. input bit-rate in mixed scenario, in comparing
MLWDF-PF, with the proposed.
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Figure 3.11: Flow by flow output bit-rates vs. input bit-rate in mixed scenario, comparing EXP-PF,
with proposed.
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Figure 3.12: Sum RT and NRT output bit-rates vs. input bit-rate in mixed scenario, comparing
EXP-PF, with proposed.
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Figure 3.13: The 99th percentile of delay CDF vs. input bit-rate in mixed scenario, comparing
EXP-PF, with proposed.

3.7.6 RB Utilization

Generally, channel RB utilization is the ratio of the consumed RBs over the total available RBs in

the OFDMA plane. In resource allocation and assigning packets to the RBs, when the number of

bits that are assigned to a certain RB is less than its capacity (or AMC available bits that it can

carry), it is possible that RB is used (filled) partially. Therefore, we used two measures for RB

utilization, one which is just considering the number of RBs, and one that account for the portion

that the RBs are filled. As an example when a flow with only a few bits, in its queue, is assigned

to an RB, it is possible that the RB is filled partially.
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Non-fragmented RB Utilization Measure

The first one, denoted by Unon�frag (called non-fragmented utilization), is based on the number of

consumed RBs over the total available RBs in the OFDMA plane as

Unon�frag = Nused

.

Ntotal, (3.54)

where Nused is the number of used RBs, and Ntotal is the total number of available RBs in a frame.

Fragmented RB Utilization Measure

Since some of the RBs can be used partially, we adjusted a novel RB utilization measure, denoted

by Ufrag (called fragmented utilization), as the average value of the number of the transmitted bits

on each RB over the capacity of each RB defined by

Ufrag =

 

Ntotal
X

n=1

B

tx
n

/B

cap
n

!

.

Ntotal, (3.55)

where Ntotal is the total number RBs, Btx
n

is the number of transmitted bits on n

th RB, and B

cap
n

is the capacity of nth RB. RB utilization depends on the input bit-rate or load.

Figure 3.14 shows the RB utilization versus the input bit-rate. We use the terms non-fragmented

utilization, and fragmented utilization for definitions (3.55), and (3.54), respectively, in Figure 3.14.

The non-fragmented utilization in the proposed approach is lower than the baseline, although by

small margin. This observation has been also reported in [70], where they used EXP for resource

allocation of RT and NRT flows. Interestingly, it can be observed that fragmented utilization in

the proposed algorithm can use the whole capacity of the available RBs while baseline algorithm

is not able to achieve that. This is due to the fact that the proposed algorithm uses the RBs with

a higher level of multiuser diversity, in comparison to the baseline algorithm.
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Figure 3.14: Channel RB utilization vs. input bit-rate.

3.7.7 Fairness Evaluation

We also evaluated the Jain’s index of bit-rates and the Jain’s index of the 99th percentile of the

HOL-delay. We observe that the Jain’s index of the weighted NRT flows’ output bit-rates before

the first saturation, the Jain’s index of NRT flows’ output bit-rates after the saturation, and the

Jain’s index of the 99th percentile for RT flows in the proposed approach is in the range of 0.93 to 1,

depending on the load situation. This proves that NRT flows are treated bit-rate-fair, and RT flows

are treated delay-fair. Note that before the first saturation since the there is idle capacity in the

system, and importantly since the arrival bit-rates are intentionally heterogenous, the system serves

the NRT flows based on their input bit-rates. Therefore, we used a weighted Jain’s index [101] for

measuring the NRT output bit-rate’s fairness, before the first saturation point, as

J

⇣

w1⇤
out
1 , . . . , w|�|⇤

out
|�|

⌘

=

0

@

|�|
X

�=1

w

�

⇤out
�

1

A

2
,

|�|
|�|
X

�=1

�

w

�

⇤out
�

�2
, (3.56)
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which compensates the input bit-rate heterogeneity. The weights are inversely proportional to

the input arrival proportions, w

�

=
⇤in
⌃

⇤in
�

. However, after the first saturation point, the system

should ignore the input bit-rate heterogeneity and provide the service based on bit-rate fairness.

The bit-rate fairness of the NRT flows, after the first saturation, is due to the structure in (3.17),

where the term zr̄

�

(r̄
�

[k]) equalizes the output NRT flow’s bit-rates. We used pure Jain’s index,

or equivalently w

�

= 1, in this load situation to assess the bit-rate fairness.

Interestingly, the bit-rate fairness is observable from output bit-rates in Figure 3.5. In fact,

before the saturation, any arrival to the system (either RT or NRT) will be served. In other words,

the slope of each red or blacklines is equal to their proportion in the arrival (that is 1
10 ,

2
10 ,

3
10 ,

4
10).

Therefore, the fairness is not interesting or challenging in this under-load situation. When the

system goes to saturation II region (when NRT output becomes zero), the fairness enforcement kicks

in. Now since the system is full, fairness governs the resource allocation. This is the underlying

reason that the output bit-rate of RT flows show convergent property (see Figure 3.5). In fact,

for � = 2 (the one that has the 2
10 of arrival proportion) the output decreases until it reaches the

output of � = 1 (the one that has the 2
10 of arrival proportion). The convergence of RTs is because

of fairness feature, designed into objective.

3.8 Conclusion

We developed a channel-aware and delay-aware framework, and designed appropriate dis-utilities,

for the joint RT and NRT flows packet scheduling and RB allocation. The shape of the disutility

function reflects how delay sensitive are the applications with respect to both the HOL- and the

mean-delay. The choice of disutility functions results in sorting and making the prioritization

within a global set of RT and NRT flows. The e↵ectiveness of the proposed approach is validated

by extensive simulations. The simulations shown that the proposed algorithm is able to utilize

the potent intra- and inter-class multiuser diversity, and the heterogeneity of tra�c in time and

among flows when the RT and NRT flows are jointly scheduled, in a common pool of RBs. This

increases the e↵ective system capacity without significant compromise in delay performance. It

is worth highlighting that whenever there is heterogeneity in the resources, including (but not
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limited to) multiuser diversity or any large-scale or small-scale signal variation, the proposed joint

RT and NRT scheduling and allocation can o↵er higher performance, in comparison to the the

sequential approach. Therefore, the proposed joint approach is able to o↵er gains in other medium

in addition to mobile wireless networks. We anticipate that whenever increasing the heterogeneity

in the requirements, when theres is heterogeneity in the resources, increases the the gain of the

proposed joint approach. We also observed that one fixed algorithm rule cannot outperform in

output bit-rate and delay performances over all the loads. Accordingly, design of scheduling rule

that can change its structure depending on the load situation is suggested as future works. We

also developed a novel model for input-output bit-rate behaviour in packet scheduling and resource

allocation of the mixture of RT and NRT flows. This model sheds light to the understanding of

the system in a simple and intuitive manner, based on non restrictive assumptions. The framework

can also be extended to incorporate other QoS vector elements, such as other statistics of the

delay, in the objective function. The developed framework, in this chapter, enables putting several

algorithms for packet scheduling and resource allocation of RT and NRT flows, in the literatures

as well as the proposed approach, in perspective.
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Chapter 4

Fair Scheduling with Sub-channel

Pairing for Multiuser

Amplify-and-Forward Relays in

Wireless OFDMA Networks

Abstract

Providing ubiquitous very high data rate coverage in the next generation wireless networks requires

cost-e↵ective radio access networks (RAN) devices, such as multiuser enabled amplify-and-forward

(AF) relays with proper fair packet scheduling and resource block (RB) allocation. These relays are

cost-e↵ective, simpler to implement, and introduce less delay in comparison to other relay based

routers. In this chapter, we investigate the packet scheduling and RB allocation algorithms for the

orthogonal frequency division multiple access (OFDMA) based AF relays. In the single-user case,

the problem reduces to the well known assignment problem, which maximizes the WT bit-rate. For

the multiuser case, we devise a generalized proportional fairness (GPF) scheduling framework, which

its objective function gradually changes schedules from sum bit-rate maximization to proportionally

fair and asymptotically to maxmin fair. Since the relaxed version of the optimization is a convex
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problem, we are able to devise a near-optimal gradient-based algorithm to solve it quickly for the

non-asymptotic cases. For the asymptotic case, we show that the gradient of the objective function

can be simplified and devise a second near-optimal gradient-based algorithm to produce maxmin

fair schedules. In addition, we develop the e�cient implementation of the above-mentioned two

algorithms, by exploiting the super-modularity structure of the general adaptive modulation and

coding (AMC) table in AF relay systems. Simulations show that due to their gradient origins

both algorithms achieve results very close to the optimum solutions and can tradeo↵ fairness and

e�ciency as expected.

4.1 Introduction

Need for the Cost-e↵ective RAN Architectures

Current state-of-the-art wireless standardization activities are leading towards high bit-rates in the

order of one gigabit per second in the downlink with a fair coverage. While it is still early for the

standardization bodies to consider much higher bit-rates, this is clearly a timely and important

research topic due to the exponential growth of the WT tra�c on the existing networks. Since

wireless channel impairments and transmit power limitations prevent high spectral e�ciency even

for moderately long links, it is necessary to consider advanced cost-e↵ective radio access network

(RAN), such as relay networks, empowered with fair e�cient radio resource management (RRM)

techniques, which e↵ectively collect and distribute wireless signals. Relay deployment opens the

potential space to enhance the cell edge performance. To achieve the full potential of the ad-

vanced RANs with fairness, e�cient packet and resource block (RB) scheduling techniques are also

necessary to match the demand with the limited wireless resources.

Amplify-and-forward Relays as a Cost-e↵ective RAN Element

We consider fair allocation algorithms for RANs with OFDMA-based amplify-and-forward (AF)

relays, which multiplex WT data. OFDMA-based AF relays bu↵er quantized samples of the symbols

until they are amplified and transmitted at a later time. These relays are cost-e↵ective, simpler
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to implement, and introduce less delay in comparison to the decode-and-forward (DF) relay based

routers. As evident in today’s networks, implementing hop-by-hop routing is challenging at high

bit-rates due to the hardware complexities of fast packet header inspection (See [102] for an example

on hop-by-hop routing through software patch for WiFi to take advantage of 802.16 MCF and [103]

for method that finds conflict-free TDMA schedules with minimum scheduling delay) AF relaying

eliminates these issues from the very high bit-rate wireless networks. AF relays forward data

without examining network layer headers, and is possible due to the synchronicity of OFDMA

systems. In addition, since the AF relays do not decode the packets, channel decoder delays

are eliminated, reducing its impact on higher layers. Therefore, AF relays are good candidates for

enhancing the coverage in the next generation of wireless network. Providing a fair RRM framework

for this kind of relay is of an great importance. In this chapter, we propose a general framework

for fair packet scheduling and RB allocation for AF relays.

Role of the Scheduling

Next generation of wireless networks aim at providing ubiquitous very high bit-rate coverage.

Traditional throughput maximization fails to provide fairness and result in scheduling starvation.

Therefore, packet scheduling and RB allocation algorithms to exchange the fairness and total

throughput needs to be developed for OFDMA-based AF relays.

Related Works

Previous research show that scheduling for AF relay networks holds great promise in the single-

user setup [104–110]. With a single-user, the scheduling problem becomes matching the input

sub-carriers to the output sub-carriers to maximize the sum bit-rate capacity, a process called sub-

channel pairing. Since this problem is equivalent to the graph-theoretic assignment problem, it

can be solved by the Hungarian algorithm [106, 109]. However, due to the special structure of the

problem, a solution can also be obtained by matching input and output sub-carriers which were

first sorted according to their spectral e�ciency [104,105]. This technique is known as ordered sub-

channel pairing (OSP). A su�cient condition on the objective function of the related optimization
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for optimality of the OSP is found in [110]. This condition also includes the minimization of bit error

rate (BER) in a high signal to the noise ratio (SNR) regime [111], in addition to the sum channel

capacity objective. Extensions taking interference information into account are also possible [104],

as well as extensions that include power allocation [112–118]. However, since the equal power

allocation achieves similar performance of adaptive power allocation in OFDMA systems [119], we

use equal power allocation to reduce the implementation complexity. Relay selection in multiple

relay scenario with single-user is considered in [120, 121]. Throughout this chapter, we assume a

single relay.

Resource allocation through OSP for the DF relaying is considered in [122,123] where adaptive

modulation and coding (AMC) levels are kept unchanged. Approaches with changing the AMC

levels are presented in [124, 125] where fairness is also considered. Distributed scheduling and

power allocation for uplink OFDMA relaying is examined in [126] with game theoretic approaches.

Proportional fair resource allocation for OFDMA-based DF relay networks through the objective

function is studied in [127,128]. Long-term proportional fair allocation for AF relays, based on the

separate sub-channel assignment to the WTs and sub-channel permutation, is considered in [129].

Approaches based on incorporating fairness in the constraints is studied in [130–133] where

throughput maximization, subject to fairness constraint with minimum predefined bit-rate, is

adopted. Note that adding fairness through constraints has a disadvantage of losing the mean-

ing of achieved fairness. Sub-carrier allocation both in AF and DF with graph theoretical approach

is considered in [134], using network flow programming. The authors focus on maximizing the

network throughput subject to load balancing among relays, rather than satisfying WT bit-rates,

where it assumes the paired source and relay transmit on the same subcarrier. Extension of [134]

considering fairness among WTs, in addition to load balancing among relays, is addressed in [135].

Dual approach is adopted in [133,136], where the same formulation in [137] is considered.

Nevertheless, most of the discussed works, including [130–137], consider the same sub-channel

on the second-hop which limits the capacity. In this chapter, we consider the most general case

where any pairing between the first-hop and the second-hop are allowed, in a multiuser setup. AF

scheduling in the multiuser setup is not as simple as scheduling in the single-user setup. Compli-
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cations arise from the need to provide end-to-end fairness among WTs. Traditional throughput

maximization fails to provide fairness and result in scheduling starvation. Therefore, algorithm to

exchange the system throughput with fairness needs to be developed. In addition, unlike other

works, our upper bound on the performance of the RRM algorithms, allows us to examine how far

the algorithms are from the optimally fair bit-rates, which cannot be addressed if algorithms are

developed in an ad-hoc manner.

Chapter Contributions

This chapter presents three main contributions to the multiuser AF relay scheduling.

1. We devise a generalized proportional fairness (GPF) scheduling and allocation framework for

AF relay scheduling. Flows, from di↵erent WTs, are assigned utility functions, which take the

bit-rate and a parameter ↵ as inputs. According to the value of the ↵ parameter, the utilities

are able to gradually change resource allocation from throughput optimal, to proportionally

fair, and to maxmin fair. To the best of our knowledge, our work is the first to consider this

type of flexible scheduling and allocation framework in the context of AF relaying.

2. Since finding GPF schedules are computationally hard, we propose two algorithms to quickly

find schedules in each frame. The first algorithm is based on the gradient of the ↵-fair

utility functions, so it is similar to the proportionally fair scheduling algorithm [16], which

was proposed for conventional cellular time division multiple access (TDMA), and OFDMA

networks. However, unlike [16], which finds long-term fair bit-rates, our algorithm finds

short-term fair bit-rates in each frame. The other algorithm is based on our observation that

as ↵ becomes large, the steepest gradient corresponds to the flow with minimum bit-rate.

We evaluate the performance of our algorithm with extensive simulations and show that the

algorithm works close to the optimal solution. In our simulations, we have observed that

the two algorithms have a greater usefulness than simply a way to allocate the bit-rates. In

e↵ect, by changing the value of ↵, the algorithms achieve something similar to cell-breathing.

Instead of using power control to change the size of the cell, our RRM technique achieves it

by combining AMC with time and channel allocation.
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3. We develop the e�cient implementation of the above-mentioned algorithms by exploiting the

super-modularity structure of the AMC table in AF relay systems.

Chapter Organization

This chapter organized based on five main parts:

1. Introduction, motivation, and the related works are explained in Section 4.1.

2. The specific system model and definitions, for AF relay systems, will be given in Section 4.2.

3. The formulation of the fair packet scheduling and RB allocation will be described in Section

4.3.

4. The proposed algorithms for the fair packet scheduling and RB allocation will be described in

Section 4.4, where the GPF algorithm for AF relay is discussed in Section 4.4.1, the maxmin

algorithm for AF relay is developed in Section 4.4.2, and the e�cient implementation of the

algorithms is investigated in Section 4.4.3.

5. Finally, simulation experiments will be presented in Section 4.5.

List of Symbols

In this section, we summarize the symbols used throughout this chapter, with a short definition of

them in Table 4.1

Table 4.1: List of symbols used in the multiuser AF relay fair scheduling.

Symbol Definition

� Set of all flows

N Number of frequency sub-channels

T Number of time slots per frequency sub-channel

T

b

Time span of each RB in second

W

b

Frequency span of each RB in Hertz
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� Flow index

i, j Sub-channel index

k Frame index

B

(i,j)
�

[k] Shannon capacity in sub-channel pairing of (i, j)

b

(i,j)
�

[k] Combined AMC value over two hops

x

(i,j)
�

[k] Number of allocated RB to flow � on sub-channel pairing (i, j)

S

r
net

⇣

. . . , x

(i,j)
�

[k], . . . ,↵
⌘

Sum of the frame bit-rate utility, showing dependence to the schedul-

ing variable

S

r
net (r[k]) Sum of the frame bit-rate utility

SNR(i,j)
�

[k] Combined SNR in sub-channel pairing of (i, j) in AF relay

SNR(i)
R [k] First-hop SNR at RS on sub-channel i for AF relay

SNR(j)
�

[k] Second-hop SNR at flow �, for AF relay

f(·) Function describing the AMC table, from capacity to AMC values

r

�

[k] Frame bit-rate, for flow �, in frame k

S

r
�

(r
�

[k]) Frame bit-rate utility, for flow �

CPHY�AF Feasible set for AF relay scheduling

↵ GPF parameter

J

�

r1[k] . . . , r|�|[k]
�

Jain’s fairness index
⇣

i

⇤[k], j⇤[k],�⇤[k]
⌘

Selected first-hop subcarrier, second-hop sub-carrier, and flow in

frame k, for AF relay scheduling

T

(i)
BS, T

(j)
RS Algorithm internal variables, for AF relay

b̃

(i,j)
�

Algorithm internal variables, for AF relay

b̂

(i,j)
�

[k] Auxiliary variable used in the maxmin proposition

�

�

[k], �H[k] Similarities test, for AF relay

�H[k] Sub-optimality gap, for AF relay

h

0

B

@



2

6

4

F

(1)

S

(1)

3

7

5

1

C

A

Super-modular example function
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sort# Vector sorting notation

PR(l) Permutations for sorting first-hop SNR vectors, for AF relay

P
�

(l) Permutations for sorting first-hop SNR vectors, for AF relay

dSNR
(l)

�

Sorted SNR in the first-hop, for AF relay

dSNR
(l)

R Sorted SNR in the second-hop, for AF relay

P�1
�

(l) Inverse permutation for sorting first-hop SNR vector, for AF relay

4.2 AF System Model

OFDMA-based AF Relay

The orthogonal sub-carriers are grouped in time and frequency into RBs, with duration of T

b

seconds and a frequency span of W
b

Hertz. There are N available sub-channels, each with T time

slots. The relay station (RS) receives the signal from the base station (BS), samples it, performs

the fast-Fourier transform to get the received modulation symbols on each sub-carrier, and stores

them in its bu↵er. After receiving the signal for T

b

seconds, the RS has one RB in its bu↵er for

each sub-channel, so it may re-map the RBs to di↵erent sub-channels, before performing the inverse

fast Fourier transform (FFT) to obtain the output signal, similar to single-user chunk-based sub-

channel pairing [106]. Because of the bu↵ering, the RS has NT RBs before re-transmitting them

to WT, allowing for scheduling of multiple WTs in the same frame and on the same sub-channel

(see Figure 4.1). We assume a network of � flows, connected to the BS through a predetermined

RS at any given time. A higher layer process determines which � flows are connected to the BS

through this RS. Each WT is assumed to have a single flow, in this chapter.

Combined Double-hop AMC and SNR Values and Sub-channel Pairing

The number of bits that can be carried in an RB depends on the AMC used in the combined

transmission over the two hops. We denote the number of bits transmitted in an RB, allocated

to flow � on sub-channel pairing (i, j), with b

(i,j)
�

[k]. The sub-channel pairing (i, j) refers to the
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transmission from BS to the RS on sub-channel i coupled with the transmission from the RS to the

WT, with flows, on sub-channel j. We assume that the time coherence of the channels are less than

frame duration. Therefore, b(i,j)
�

[k] remains the same for all RBs in sub-channel pairing (i, j) for

flow �. AMC values b(i,j)
�

[k]s are obtained from a table which maps combined double-hop signal-to-

noise ratios (SNRs) to the appropriate AMC. We only consider scheduling on the downlink; uplink

scheduling is identical.

The highest AMC value available on the combined link from the BS to the RS and from RS to

the WTs, in an RB, depends on the combined SNR in its time interval and frequency span. The

combined end-end SNR of the double-hop transmission is

SNR(i,j)
�

[k] =
SNR(i)

R [k] SNR(j)
�

[k]

SNR(i)
R [k] + SNR(j)

�

[k] + 1
, (4.1)

where SNR(i)
R [k] is the SNR from the base-station to the relay on channel i and SNR(j)

�

[k] is the

SNR from the relay to the flow � on channel j (See [138] for further physical (PHY) layer analysis

of the AF relay). The highest available AMC bit-rate for a single RB, in each frame, on a specific

sub-channel pairing is determined as

B

(i,j)
�

[k] = log
⇣

1 + SNR(i,j)
�

[k]
⌘

, (4.2)

in bits/Hz/sec. Without any loss of generality, we assume that the bit-rate achieved by transmitting

a single RB in each frame on a specific sub-channel pairing is a function of the highest available

bit-rate as

b

(i,j)
�

[k] = f
⇣

B

(i,j)
�

[k]
⌘

, (4.3)

in bits/Hz/sec, where f(·) represents the AMC mapping from the Shannon capacity to the AMC

value. This definition of the AMC mapping is helpful in this chapter in order to exploit the

structure. The term b

(i,j)
�

[k] is the number of bits that can be transmitted to flow � on sub-channel

pairing (i, j) in the frame k.
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Frame Bit-rate

Radio resources are assigned to the flows in terms of RBs. Each RB carries data of only one flow

at a time. The bit-rate of a flow � is determined from the number of RBs it is allocated in the

frame and the AMC used in each RB as

r

�

[k] = W

b

N

X

i=1

N

X

j=1

b

(i,j)
�

[k] x(i,j)
�

[k], (4.4)

in bits/sec, where x(i,j)
�

[k] is the number of RBs assigned to flow � on sub-channel pairing (i, j), and

T

b

is the time span of a RB (see Figure 4.1). We use x

(i,j)
�

[k] to indicate that the slot allocations

are the unknowns the algorithm is searching for. If we limit each sub-channel in a frame to be

allocated to only one WT, x(i,j)
�

[k] is equal to one if the sub-channel pairing (i, j) is allocated to

flow � in frame k, otherwise it is zero (equivalently T/2 and 0).

A Simple AF Schedule Example

To better reflecting the mechanism of the OFDMA-based AF relay and explaining the definition

of the x

(i,j)
�

[k], in this chapter, we use an example from Figure 4.1. Figure 4.1 shows that 7 RBs

in the sub-channel 1 are coupled with the sub-channel 4 in the second-hop conveying the data of

flow � = 2, defining x

(1,4)
2 [k] = 7. The rest of the sub-channel 1 in the first-hop, which consists

of 3 RBs, is coupled with the sub-channel 5 in the second-hop conveying the data of flow � = 3,

resulting to x

(1,5)
3 [k]. The main question, we answer in the rest of the work, is how to allocate the

RB to the flows for each sub-channel pairing, x(i,j)
�

[k].

4.3 Proposed Formulation

4.3.1 Flexible Fairness Criteria

From the networking perspective the bit-rates should satisfy some type of fairness, otherwise the

network operator may have too many unhappy flows who are starved out by the WTs with high

AMC values. Instead of requiring strict proportional fairness [42], we use a more general fairness,

132



Figure 4.1: An example for AF schedule.

where the network operator has the flexibility to modify the scheduler to exchange fairness for

throughput. To quantify the flow utility with the resources it is given, each flow is assigned a

utility function. When the network utility is maximized over all possible bit-rates, the bit-rates are

called fair with respect to the utilities [31].

An important family of utility functions, which results in a range of fairness notions, is defined

as

S

r
�

⇣

. . . , x

(i,j)
�

[k], . . . ,↵
⌘

=

8

>

>

<

>

>

:

1
1�↵

⇣

W

b

P

N

i=1

P

N

j=1 b
(i,j)
�

[k]x(i,j)
�

[k]
⌘1�↵

, if ↵ 6= 1

log
⇣

W

b

P

N

i=1

P

N

j=1 b
(i,j)
�

[k]x(i,j)
�

[k]
⌘

, if ↵ = 1,

(4.5)

where ↵ � 0 is the parameter influencing the kind of fairness and the term in the brackets is the

flows bit-rates as given in (4.4). The constant factor is necessary to make the utility concave for

↵ > 1. The sum utility makes the network utility, as

S

r
net

⇣

. . . , x

(i,j)
�

[k], . . . ,↵
⌘

,
|�|
X

�=1

S

r
�

⇣

. . . , x

(i,j)
�

[k], . . . ,↵
⌘

. (4.6)

Bit-rates, which maximize the sum utility for a specific ↵ are said to be ↵-fair [31].
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Di↵erent types of fairness can be achieved by changing the parameter ↵ to trade the fairness

and the throughput [31]. For ↵ = 0 the utilities become an identity function in terms of bit-rates,

i.e., Sr
�

(r
�

[k]) = r

�

[k], and the network utility corresponds to throughput given as

S

r
net

⇣

. . . , x

(i,j)
�

[k], . . . ,↵
⌘

=
↵!0

W

b

|�|
X

�=1

N

X

i=1

N

X
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For ↵ ! 1, the bit-rates maximizing the network utility are proportionally fair (PF) [31] which

make the network utility as

S

r
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=
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A

. (4.8)

Finally as ↵ ! 1, the network utility leads to a maxmin fair allocation of bit-rates. This can be

shown also by noting an interesting relationship between the network utility maximization and the

L

p

norm minimization of the inverse of the bit-rates..

4.3.2 Proposed Formulation

We now formulate the optimization problem that finds time allocations for the AF relay resulting

in ↵-fair bit-rates. We call a set of bit-rates ↵-fair, if for a given ↵ they maximize the network

utility (4.6) over all possible bit-rates (sub-channel pairing). The optimization, which maximizes

network utility over all feasible bit-rates to find the ↵-fair rates is

max
x

(i,j)
�

[k] 2 CPHY�AF

|�|
X

�=1

1

1� ↵
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@
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X
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X

j=1

b

(i,j)
�

[k]x(i,j)
�

[k]

1

A

1�↵

. (4.9)

The constraints is imposed by the bit-rate feasible set, based on AF relay architecture, described

as

CPHY�AF =

(

x

(i,j)
�

[k]

�

�

�

8 i :

|�|X

�=1

NX

j=1

x

(i,j)
�
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2
, 8 j :

|�|X

�=1

NX

i=1

x

(i,j)
�

[k] 
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2
, 8 i, j,� : x

(i,j)
�

[k] 2
⇢
0, 1, . . . ,

T

2

�
)

. (4.10)
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The constraints (4.10) ensure that the total number of allocated blocks does not exceed what is

available in the frame and ensure that the scheduling variables are integers.

The discrete nature of constraint (4.10) makes the problem computationally hard. However,

if the integrality of time allocations is relaxed, the optimization becomes a convex problem, due

to the fact that the constraints are a�ne, and the objective is a summation of concave functions

which can be solved with an o↵-the-shelf convex optimization package. A very useful feature of the

relaxed optimization is that it is an upper bound on the integer solution of (4.9). We use this fact

later to verify the performance of the proposed algorithm.

Since the utilities are strictly concave there is a unique optimizer for the problems. However,

the allocation which lead to optimum rates may be not unique. Furthermore, since the objective

is strictly increasing in terms of rates, the optimum point must be on the boundary of the feasible

region (the constraints are active)

4.4 Proposed Algorithms

In this section the proposed algorithm for finite and infinite value of ↵ will be discussed. Later, at

the last part of this section, the e�cient implementation of the algorithms will be designed and be

presented.

Finding the time-allocations with convex programming su↵ers from several deficiencies. First,

the optimal solution consists of the real-numbers, which should somehow be converted to integers.

Second, the size of the optimization can quickly get out of control. The optimization has MN

2

variables and 2N constraints. For a 30 WTs network, each with one flow, with 50 sub-channels,

there are 75000 variables in the optimization, which challenges even the best solvers. Therefore,

we develop sub-optimal algorithms with relatively simple complexity for the network utility maxi-

mization. First we devise an algorithm for ↵ <1, then we devise an algorithm for ↵!1.

Our gradient-based algorithms are based on the fact that the maximum change in the objective

function, that can be obtained from increasing one x

(i,j)
�

[k] by 1, is obtained by adding time to

x

(i,j)
�

[k]s in the direction of the steepest gradient of the objective function. This can be justified by
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the Taylor’s expansion of the network utility as

S
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· · · , x(i,j)
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⌘

. (4.11)

Therefore, if we are given a choice of increasing any one x

(i,j)
�

[k], we should increase the one with

the highest partial derivative, to maximize the incremental change in the objective function.

4.4.1 Proposed Algorithm for GPF for ↵ <1: AFGPF

Using the above observation about the gradient of the objective function, we now devise an iterative

greedy algorithm to solve the optimization for ↵ <1 (Algorithm AFGPF). The algorithm starts

by making a copy of b(i,j)
�

[k]s (Step 2), which are used later in the algorithm. It works in iterations,

where in each iteration, the flow with the highest partial derivative is allocated an RB on its highest

available sub-channel pairing based on

⇣

i

⇤[k], j⇤[k],�⇤[k]
⌘

 argmax
�,i,j

b

(i,j)
�

[k]

,

⇣

W

b

N

X

i=1

N

X

j=1

b

(i,j)
�

[k] x(i,j)
�

[k]
⌘

↵

. (4.12)

The flow selection and the sub-channel pairing selection is performed in Steps 3. Variables T (i)
BS and

T

(j)
RS keep track of the available slots on each channel in the first and second parts of the frame,

corresponding to the constraints in (4.10). After each iteration T

(i)
BS and T

(j)
RS are updated if any

slots are allocated on their channels (Steps 5-6). The copy of bits per slot values, b̃(i,j)
�

s, are also

updated (set to zero) according to the availability of RBs. This ensures that allocated slots are

not considered in the next iteration (Steps 7-12). Note that since b

(i,j)
�

[k]s are used to find the

bit-rates at each iteration, they are fixed on a frame, throughout of the algorithm. On the other

hand, b̃(i,j)
�

s change as the algorithm runs and are used to find the best pairing for a selected flow,

in each iteration.

The complexity of theAlgorithmAFGPF depends on the implementation of the search in Step

3. We do not get into the specifics of the algorithm’s implementation, in this section. However,

we note that the search in Step 3 can be implemented with multiple sorted lists holding SNRs,
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namely, |�| lists for second-hop SNR measured at WTs, and one list for first-hop SNR measured

at RS. It takes N log(N) steps to sort each list. With the sorted lists, in Step 3, the best available

pairing, for each flow, is at the top of list and can be obtained in a single shot. Therefore, we

can find the flow with the best partial derivative in |�| steps. Taking into account that there are

N

T

2 RBs in each hop, the algorithm goes through N

T

2 iterations, for each user. The complexity of

the algorithm is O �

(|�|+ 1)N log(N) +MN

T

2

�

. We further elaborate on the mechanism of sorted

lists in Section 4.4.3.

It is worth highlighting that the scheduling and allocation core in (4.12), have been designed

based on the static interference assumption. In fact, the intercell interference coordination (ICIC)

(See for example [73]) works in a longer timescale than the scheduling and allocation algorithm to

specify which RB is allowed to be used for each cell or sector. The proposed framework, in this

chapter, can be extended to incorporate joint single-hop & double-hop scheduling & allocation and

multiple relays with polynomial complexity.

We note the relationship between the algorithm and one of the procedures proposed for single

channel, single-hop, networks [16]. In contrast, our algorithm is for double-hop AF networks. The

connection is not unexpected given the fact that both our approach and [16] use the same utility

functions to achieve fairness. The di↵erence is that our utility function takes the instantaneous

frame bit-rate, while in [16] the utility function takes in the mean bit-rates. Our optimization

is performed in every frame for short-term bit-rate fairness, whereas the optimization in [16] is

performed in every frame to obtain long-term bit-rate fairness.

4.4.2 Proposed Algorithm for GPF for ↵!1: AFMM

The Algorithm AFGPF is valid for ↵ <1. However, for ↵!1 the gradient becomes very small

and the algorithm exhibits odd behaviours. To solve that problem, we investigate the problem for

↵!1 and devise another gradient-based algorithm to solve it in the asymptotic case. This special

case of ↵ corresponds to the maxmin bit-rate allocation. The algorithm is based on the results of

the following proposition:

Proposition 5. For ↵ su�ciently large, assigning a time slot to the flow with the minimum current
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Algorithm AFGPF

⇣

b

(i,j)
�

[k], |�|, N, T,↵

⌘

.

Initialize: 8 i, j : T (i)
BS  T/2, T (j)

RS  T/2.

1: 8 i, j,� : b̃

(i,j)
�

 b

(i,j)
�

[k].

2: while 9 T (i)
BS > 0 and 9 T (j)

RS > 0 do

3: (i⇤[k], j⇤[k],�⇤[k]) argmax
1�|�|,
1i,jN

b̃

(i,j)
�
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i=1
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j=1 b
(i,j)
�

[k]x(i,j)
�

⌘

↵

.

4: x

(i⇤[k],j⇤[k])
(�⇤[k])  x

(i⇤[k],j⇤[k])
(�⇤[k]) + 1.

5: T

(i⇤[k])
BS  T

(i⇤[k])
BS � 1.

6: T

(j⇤[k])
RS  T

(j⇤[k])
RS � 1.

7: if T

(i⇤[k])
BS = 0 then

8: b̃

(i⇤[k],j)
�

 0, 1  �  |�|, 1  j  N.

9: end if

10: if T

(j⇤[k])
RS = 0 then

11: b̃

(i,j⇤[k])
�

 0, 1  �  |�|, 1  i  N.

12: end if

13: end while

bit-rate on its best sub-channel pairing is equivalent to assigning resources to the flow with the largest

gradient as given in (4.12).

Proof. Define the best sub-channel pairing for flow � and the bit-rate of flow with the lowest bit-rate

among all flows, denoted by �, with

b̂

(i,j)
�

[k] , max
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n
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[k]
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, (4.13)

and a threshold on ↵ as

↵0 , max
1�|�|
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. (4.14)
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Since 8 � 6= �, we have 0 < log
⇣
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[k]
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⌘

, the following is true as
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for 8 ↵ � ↵0, 8 � 6= �.

Finally since by definition of b̂(i,j)
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for 8 ↵ � ↵0, proving the proposition.

Using the proposition, we see that as ↵ ! 1, finding the largest derivative is equivalent to

assigning time to the flow with the minimum current bit-rate to its best sub-channel pairing. Based

on this fact, we devise a gradient-based algorithm to find the maxmin fair allocation of bit-rates

by substituting the step 3 in the Algorithm AFGPF with

�

⇤[k] arg min
1�|�|
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X

i=1

N

X

j=1

b
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⇤[k], j⇤[k]
⌘

 arg max
1i,jN

b̃

(i,j)
�

⇤ .

(4.17)

The substituted Steps 3 perform the search according to the proposition: first the minimum bit-rate

flow is found, then its best sub-channel pairing is found. The rest of the algorithm corresponds to

Algorithm AFGPF. In the sequel, we refer to this version of algorithm as Algorithm AFMM. It

is worth noting that approaching the problem with the linear maxmin objective does not produce

an obviously good heuristic.

A similar algorithm is also used in the context conventional cellular networks without relays [34],

where in each iteration the WT with the minimum bit-rate is allocated resources on its best sub-

channel. However, unlike [34] which is for conventional cellular networks, our algorithm is for

OFDMA-based AF relay networks. Since we derive our algorithm from the convex utility-based

maxmin fair resource allocation problem, we also have an explanation of why the allocations derived
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by this kind of algorithm are so close to optimum.

In our simulations, we compare the performance of the Algorithm AFGPF and Algorithm

AFMM with the exact solution of the relaxed optimization, which finds the upper bound. We used

the CVX solver [139]. Even though the relaxed version of the optimization can find the upper bound

for the maxmin bit-rate allocation when ↵ ! 1, the convex solver exhibits poor convergence for

the large values of ↵, so we use an alternative approach to find the upper bound for maxmin bit-rate

allocation with the maxmin objective function as

max
x

(i,j)
�

[k]
min
�

W

b

N

X

i=1

N

X

j=1

b

(i,j)
�

[k] x(i,j)
�

[k], (4.18)

which makes (4.9) as a linear optimization.

4.4.3 E�cient Implementation based on the Super-modularity of the AMC Ta-

ble: AFGPF-EFF

We did not go into implementation of the step 3 (the argmax in step 3), not to make the algorithm

confusing. In this part, we will exploit the special characteristic of the mapping between the hop’s

SNRs, combined SNR, and AMC values to develop an e�cient implementation of step 3 of the

Algorithm AFGPF. Note that the reduction in the complexity of such a realtime decision maker

is of a great importance.

The idea is based on an observation, from sub-channel pairing, for single-user case [104,106,110,

111]. To maximize the throughput for a single-user scenario, in AF relay, it is su�cient to couple

the first-hop sub-carriers with second-hop sub-carriers in a same order of their SNRs. This is called

OSP and is based on the super-modular property [140] of the functions of mapping the combined

SNR to AMC values. Suppose that for a certain WT, or its flow, a pair of first-hop sub-carriers

are coupled with a pair second-hop sub-carriers unordered, the super-modularity is ensuring that

the pairing can be reversed which increases the frame bit-rate of that flow, with no e↵ect on the

other flow frame bit-rate. Therefore, the sub-carriers of di↵erent WT must be coupled based on

the ordered list.
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Super-modular Function

First, we further elaborate on the super-modular functions. We use an special indexing for the

arguments of a super-modular function, in order to make it easier to connect it to our context. A

scalar function on two variables h (A,B) : R2 ! R is called super-modular [140] if and only if

h
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. (4.19)

A super modular function can be identified if its cross derivative is positive [140] as
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As an example, the capacity of the AF relay is a super-modular function. In other words, if

F

(2)  F

(1) and S

(1)  S

(2) correspond to the hop’s SNRs, the following is true as
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(4.21)

Super-modularity of the AMC table function

Now we show that the AMC values of an AF relay is a super-modular function. Based on the chain

rule, the cross derivative of the AMC values, as a function of hop’s SNR,(4.3), is

@2f
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. (4.22)

We note that the above two terms are both non negative. The cross derivative of B(i,j)
�

[k] is non

negative as

0  @

2
B

(i,j)
� [k]

@SNR(i)
R @SNR(j)

� [k]
= 1

.

⇣

1 + SNR(i)
R + SNR(j)

� [k]
⌘2

. (4.23)

The nondecreasing property of the Shannon capacity, in terms of both hop’s SNRs (B(i,j)
�

[k]),

ensures the non negativity of the second term. Therefore, a su�cient condition for super-modularity

of the AMCmapping function, in terms of hop’s SNR, is piecewise linearity non decreasing condition

of the AMC table. Interestingly, although it is a su�cient condition, all AMC mapping table satisfy

this.
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Now, we can exploit super-modularity property and reduce the complexity of the algorithm. As

explained earlier, instead of the finding the largest b(i,j)
�

[k]/(r
�

[k])↵ among all i, j,�, we will use a set

of sorted SNR lists to simplify the search in step 3. Assume that an RB is to be given to a flow in an

iteration, based on super-modularity, we must give the best RB remaining in the first-hop coupled

with the best second-hop remaining RB. Toward this purpose, we sort the first-hop SNR vector

and second-hop SNR vectors of di↵erent flows, before algorithm starts. Then at each iteration, we

only compute a one dimensional vector of a fraction of best b(i,j)
�

[k] over denominator for di↵erent

flows, in order to select the best flow. The selected flow gets the best available sub-channel pairing,

based on sorted SNR lists.

Explanation of the E�cient Implementation

The Algorithm AFGPF-eff starts in Step 1 and Step 2 with sorting first-hop SNR vector and

second-hop SNR vectors of di↵erent flows. We denote the sorted list as dSNR
(i)

R and dSNR
(j)

�

[k] for the

first-hop and second-hop, respectively. The corresponding permutations will be denoted as PR(l)

and P
�

(l). In other words,

8 l : dSNR
(l)

R = SNR(PR(l))
R and 8 l,� : dSNR

(l)

�

[k] = SNR
(P

�

(l))
�

[k]. (4.24)

For the second-hop SNRs, we also need the sorted version of the permutation (Step 4) in order

to find the position of each sub-carrier in the sorted list. This can be found without computation.

Suppose that we sort the second-hop permutation, which is P(l)
�

, in ascending order, therefore

⇣

bP
�

(l),P�1
�

(l)
⌘

 sort#
⇣

P
(l)
�

⌘

, or equivalently bP
�

(l) = P
�

⇣

P�1
�

(l)
⌘

. (4.25)

Now, note that

8 � : bP
�

(l) = l, (4.26)

which makes the inverse permutation, trivial. We can now locate a certain sub-carrier of the original

list, in the sorted list, as

dSNR
(P�1

�

(l))
�

[k] = SNR(l)
�

[k]. (4.27)
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Having explained the sorted lists, Step 5 searches in a one dimensional vector, instead of pre-

viously searching through a matrix. Then, the algorithm gives the current top SNRs in the sorted

list of first-hop and second-hop to the selected flow, in step 6 and step 7. Steps 8, 9 will update

the availability of RB. If one of the first-hop sub-carriers is exhausted, it will be deleted from the

first-hop sorted SNR list in step 11. A certain sub-carrier in the second-hop may also become ex-

hausted because of its assignment in previous iterations. In this case, the corresponding second-hop

SNR will set to zero (or deleted), from the sorted SNR lists of all of the flows, in step 14. Note

that these deletion will not violate the order of the list. The permutation vectors will be updated

accordingly, in Step 11 and Step 14.

143



Algorithm AFGPF-eff

⇣
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11: update dSNR
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R by deleting its first element.

update P
�

(l) by shifting its vector accordingly

and make its last non-zero element to zero.

12: end if

13: if T

(j⇤)
RS = 0 then

14: update dSNR
(l)

�

by deleting its P
�

(1)-th element.

update P
�

(l) & P�1
�

(l) by shifting its vector accordingly

and make its last non-zero element to zero.

15: end if

16: r

�

⇤ [k] W

b

P

N

i=1

P

N

j=1 b
(i,j)
�

⇤ [k]x(i,j)
�

⇤

17: end while
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4.5 Simulation

We ran two sets of Monte-Carlo simulations to evaluate the proposed algorithm. In both simula-

tions, we consider a network of |�| = 30 flows connected to the BS through a predetermined RS.

In each iteration of the simulation, we randomly drop the WTs with a uniform density in the area

around the relay. Each WT is assumed to have a single flow. From WT locations, we calculate

each users’ channel coe�cients to the RS and use a detailed channel model to find the number of

bits carried in an RB on each sub-channel. Details of the simulation parameters are shown in Table

4.2.

Table 4.2: Simulation parameters for the fair scheduling in AF relay networks.

Parameter Value
BS to RS channel Rician, K=10 dB [99]
BS to RS shadowing Log-normal, variance 3 dB
BS to RS doppler shift 4 Hz
RS to WTs channel Rayleigh [99]
RS to WTs shadowing Log-normal, variance 5 dB
RS to WTs doppler shift 37 Hz
Path loss 38.4 + 2.35 log10(d) dB
Sub-carrier bandwidth 10.9375 kHz
Sub-carriers per sub-channel 18
Number of WTs |�| = 30
Number of sub-channels N = 50
Slots per frame T = 20
Cell radius 1000 m
BS to RS distance 500 m
Transmit power 40 dBm BS, 30 dBm RS
Antenna gain 10 dB BS, 5 dB RS, 0 dB WTs
Noise figure 2 dB RS, 2 dB WTs

Sub-optimality and Optimizer Similarity Evaluation

In the first set of simulations, we measure the sub-optimality of the algorithm. There are a total of

40 drops for a total of 800 distinct inputs to the optimization. Even this modest number of drops

took more than 20 hours to run due to the time it takes to find the upper bound values. Due to

the slow convergence of the convex solver for large values of ↵, we use linear programming to find

the upper bound for the maxmin bit-rate allocation.
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For each drop, we calculate time allocations using the relaxed optimization, denoted by x̂

(i,j)
�

[k],

and time allocations with the proposed algorithm, denoted by x̃

(i,j)
�

[k]. Then, the sub-optimality

gap is bounded by

�H[k] ,
�

�

�

�

�

S

r
net

⇣

· · · , x̃(i,j)
�

[k], · · ·
⌘

� S

r
net
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· · · , x̂(i,j)(�) , · · ·
⌘

�

�

�

�

�

,

S

r
net

⇣

· · · , x̂(i,j)
�

[k], · · ·
⌘

, (4.28)

where |·| is the absolute value of its operand. As the granularity of the OFMDA, in comparison to the

number of flows, increases (NT/|�| increases) the upper bound approaches the actual optimization.

Nevertheless, since the relaxed optimization only strictly upper bounds the value of the integer

optimization, this is larger than actual gap between the optimal integer solution and the proposed

algorithm. In other words, the upper bound is not tight and the aforementioned gap is a pessimistic

performance evaluation for the algorithms.

For a more detailed comparison, we also find the di↵erence between the individual bit-rates of

the relaxed optimization and the proposed algorithms as

�

�

[k] =

�

�

�

�

�

�

W

b

N

X

i=1

N

X

j=1

b

(i,j)
�

[k]
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x̂

(i,j)
�

[k]� x̃

(i,j)
�

[k]
⌘

�

�

�

�

�

�

. (4.29)

Based on �

�

[k], we can find the similarity between the way the proposed algorithm and the optimal

solution allocate bit-rates as

�H[k] =

0

@

|�|
X

�=1

�

�

[k]

1

A

2
,

|�|
|�|
X

�=1

(�
�

[k])2. (4.30)

Table 4.3 shows the mean and standard deviation (st. d.) of the sub-optimality gap, �H [k],

and the similarity of the allocated bit-rates, �H[k]. We see that the sub-optimality gap is relatively

small. In fact, for ↵ = 0, there is no gap within this precision because the proposed algorithm

finds the optimal bit-rates maximizing the system throughput in this case. The similarity between

the algorithm and the optimal solution is relatively small in this case, indicating the presence of

a large amount of multiuser diversity in the network which causes the algorithm and the upper

bound to have the same objective value with di↵erent allocations. For ↵ = 0.2, ↵ = 0.45, ↵ = 1.0,
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Table 4.3: Optimality performance for fair scheduling in AF relay networks.

↵ = 0.00 ↵ = 0.20 ↵ = 0.45 ↵ = 1.00 MM

�H (mean) 0.00 % 3.43 % 2.92 % 0.45 % 7.90 %
�H (st. d.) 0.00 % 0.68 % 0.43 % 0.06 % 1.59 %
�H (mean) 11.10 % 34.70 % 49.08 % 58.63 % 93.50 %
�H (st. d.) 5.95 % 9.01 % 9.60 % 7.53 % 3.08 %

and ↵ !1, the sub-optimality gap (�H) is still smaller than 8 % on average. In these cases, the

similarity (�
�

) between the bit-rates increases since the bit-rates are allocated fairly despite the

available multiuser diversity.

Fairness and Throughput Evaluation

In the second set of simulations, we measure the fairness performance as well as throughput per-

formance of the algorithm with a total of 8000 distinct drops.

Figure 4.2 shows the total system bit-rate allocated to WTs as a function of distance from the

relay. We observe that as ↵ decreases, more system resources are assigned to WTs close to the RS,

increasing the system throughput. We observe that as we move from the maxmin allocation, to the

PF allocation, to the maximum throughput allocation, more resources are assigned to WTs closer

to the RS, increasing the throughput. For a large enough ↵, such as ↵ = 2, the distribution of

the resources is similar to the maxmin fair distribution of resources. The distribution of resources

results in the most ubiquitous coverage with the Algorithm AFMM. It is worth mentioning that

changing ↵ achieves an e↵ect similar to cell-breathing.

Figure 4.3 shows the cumulative distribution function (CDF) of the bit-rates for di↵erent value

of ↵. We see that as ↵ increases, the CDF approaches to a step function. The step function

CDF corresponds to the most uniform distribution of resources in the network. In other words,

as parameter ↵ increases, the bit-rates become more uniform in the network with the maximum

uniformity achieved for Algorithm AFMM. Note that 67 % of the WTs get no allocation of

resources for maximum throughput allocation, in which ↵ = 0. Figure 4.3 also confirms that the

Algorithm AFGPF behaviour converges to theAlgorithm AFMM for su�ciently large ↵.

Figure 4.4 and Figure 4.5 show the performance of the lowest 5th percentile of the WTs bit-rate
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Figure 4.2: WT bit-rates vs. distance for fair scheduling in AF relay networks.
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Figure 4.3: Cumulative distribution function of bit-rate for fair scheduling in AF relay networks.

(the cell-edge) and the highest 5th percentile of the WTs bit-rate, for di↵erent ↵ values. The lowest

5th percentile of the bit-rates resembles the cell edge performance and the highest 5th percentile of

the bit-rates resembles the centre cell WTs performance. We observe that increasing ↵ increases

the cell-edge bit-rate, at the expense of WTs with good channels, where the system is fairer and

transferring resources to the weaker WTs. As expected, the bit-rates of the lowest 5th percentile

and the highest 5th percentile converge to the maxmin fair bit-rates as ↵ increases (see Figure 4.5).
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To further compare the impact of allocations on the fairness, we use the Jain’s fairness index as

J

⇣

r1[k], . . . , r�[k]
⌘

=

0

@

|�|
X

�=1

r�[k]

1

A

2
.

|�|
|�|
X

�=1

(r�[k])
2
, (4.31)

which measures how similar bit-rates are. For Jain’s index close to one the bit-rates are the most

similar, so the system is in extreme fair case, and for the Jain’s index close to 1
|�| , the rates are the
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Figure 4.6: System bit-rate vs. the Jain’s index for fair scheduling in AF relay networks (� = ↵).

least similar so the system is in extreme unfair case. Figure 4.6 shows that as ↵ increases, the Jain

index is improved. As expected, for the Algorithm AFMM, where the system is more fair and

transfers resources to the weaker WTs, the system throughput has the lowest value while the Jain’s

index is the highest. The trade-o↵ between system bit-rate (as a measure of system satisfaction)

and fairness (as a measure of WTs satisfaction) can be seen clearly.

Alternatively, Table 4.4 summarizes the bit-rate of the lowest 5th percentile of the bit-rate, the

highest 5th percentile of the bit-rate, the Jain’s index, and the total throughput of the system for

↵ equal to 0, 1, and 1.

Table 4.4: The lowest 5th percentile of the bit-rate, the highest 5th percentile of the bit-rate, the
Jain’s index, and the total throughput for fair scheduling in AF relay networks.

Throughput max. PF MM

5th percentile (Kbps) 0.000 13.600 22.010

95th percentile (Mbps) 0.2945 0.0600 0.0220

Throughput (Mbps) 1.580 1.003 0.800

Jain’s index 0.06531 0.84920 0.98770
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4.6 Conclusion

We investigate OFDMA-based AF relays and devise near-optimal algorithms for packet scheduling

and RB allocation for these relays. We devise a GPF scheduling framework, considering the pos-

sibility of the sub-channel pairing. We devise two sub-optimal gradient-based algorithms to find

the bit-rates close to the optimum solution of the GPF scheduler and the maxmin scheduler. Our

simulations show that the network operator is able to adjust the parameter of the fairness to move

between sum bit-rate maximization, PF, and maxmin fairness. For the asymptotic case of GPF, we

show that the gradient of the objective function can be simplified in order to produce maxmin fair

schedules. Simulations show that the maxmin allocation is more fair than the allocations by PF and

achieves the most ubiquitous coverage. Both algorithms achieve results very close to the optimum

solutions, due to their gradient origin. Our simulation also show that this RRM technique achieves

similar results to cell-breathing, without the need to dynamically adjust the transmit power.
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Chapter 5

Future Directions

The future directions on packet scheduling and resource allocation are suggested in four main

dimensions:

1. The objective: The objective of packet scheduling and resource allocation can be as simple as

sum bit-rate maximization, and be more advanced, such as maxmin bit-rate or minmax delay.

Extension are suggested on advancement of incorporating long-term operator’s interests based

on user-satisfaction to minimize the clients incentive in leaving the operator. Extension on the

revenue-awareness to incorporates general pricing mechanism, based on the dissatisfaction,

as well as determining and adjusting the optimum charging policies are also recommended.

The framework can be used in self-optimizing networks, where the contracts and billing are

updated based on solid revenue maximization, along the other self-updating mechanisms.

2. Other radio resources: The joint optimization of packet scheduling, RB scheduling, route

scheduling, and power allocation can be suggested in this dimension. The admission controller

(AC) design can also be jointly considered in formulation, by modelling the cost of not

admitting a flow with an extra disutility function.

3. RAN Architecture: In the RAN architecture dimension, developing QoS guarantee algorithms

in multi-cell architectures, ICIC, and CoMP are suggested as a future work. Mechanisms such

as ICIC, cell switch-o↵s, CoMP, relay networks, and MIMO conventionally are designed based
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on maximizing sum bit-rate, or utmost a primitive fairness mechanism. In other words, rarely

QoS or advanced fairness notions is incorporated in the design of such systems. Especially, in

cell switch-o↵, QoS-requirements and -measurements can be adopted to improve the decisions

on whether or not the network is under-utilized enough in order to switch-o↵ cells. Likewise,

many of scheduling and allocation algorithms in the relay-based system lacks sophistication

of QoS requirements which can be suggested as a future work.

4. Distributed vesions: To coordinate individual WT and network optimality at a same time

with distributed approach, the problem can be solved partly in network controller and partly

in WTs. In this setup, WTs solve their own optimization based on a set of the Lagrange

multipliers which are issued by the network controller and the network controller updates

the Lagrange multipliers based on WTs feedbacks and current Lagrange multipliers. Based

on this approach, the developing the distributed version of the algorithm is suggested. Two

important topics to be investigated are how to deal with possibly unfeasible bit-rate requests,

and the second is the convergence issues.

5. Improving the QoS machinery: In this dimension, further study on the minimum bit-rate and

maximum delay guarantee by incorporating concepts from proportional integral derivative

(PID) controller from control theory is suggested. This idea is anticipated to make improve-

ment by reducing the overshoot e↵ects when controlling the measured quantities with respect

to their set points. In fact, in the two common approach of virtual token and Lagrangian

approach, updating of the virtual token counter or the Lagrangian multiplier can be done not

only based on previous frame mean values but also based on the last two frame di↵erence

values.
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