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Abstract 
 
 
 This thesis presents novel multihop relaying schemes capable of incorporating 

multihop diversity in routing calculations for centrally scheduled systems using adaptive 

modulation and coding. The routing algorithms can factor multihop selection combining 

and multihop maximal ratio combining (MRC) in digital or hybrid digital and analog 

relaying systems (HDAR). These diversity schemes do not require additional bandwidth 

or transmit power beyond that already required for multihop relaying. Furthermore the 

frame segmentation scheme incorporates modulation and coding used on route hops and 

can adjust to maximize diversity gains and enhance performance. The energy consumed 

when using multihop relaying is equal to that when using singlehop relaying due to frame 

segmentation, yet we can achieve considerable performance gains. These novel routing 

algorithms and diversity techniques are the main contribution of this thesis. 

 The performance of these schemes is investigated for both 2-hop and multihop 

networks in the downlink scenario using a HiperLAN/2 wireless LAN test-bed. 2-hop 

relaying with proposed multihop diversity techniques was observed to offer considerable 

throughput increases particularly when the relaying terminal is situated nearer to the 

destination and using adaptive modulation and coding. Our results also show that 2-hop 

relaying can extend the coverage area to three times that of a singlehop network while 

offering significant throughput increases. Multihop quadruples the extension of the 

coverage area and offers further increase in throughput with respect to singlehop. 

Advanced routing incorporating modulation and coding can also significantly increase 

network performance in HDAR systems. 
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Chapter 1 
Introduction 

 
 Multihop relaying has recently garnered significant interest from academia and 

industry in order to augment conventional infrastructure-based networks with multihop 

capability [6, 29, 30]. In particular the concept of relaying in centrally scheduled Wireless 

Local Area Networks (WLANs) is gaining in popularity and studies have shown that 

relaying can extend coverage and increase throughput [7, 20]. 

 This thesis will focus on relaying in centrally scheduled WLANs but unlike other 

studies we will not limit our relaying to a fixed number of hops and we benefit from use 

of coding & modulation and diversity in route selection. Although two main variants of 

WLANs exist, emphasis is given to relaying in HiperLAN/2 systems in our thesis. The 

alternative IEEE 802.11 may not be suitable for multihop relaying networks due to the 

negative impacts of unfairness of contention-based multiple access and hidden/exposed 

node situations [28]. HiperLAN/2 being a centrally scheduled network, where the access 

point schedules access to the medium in a time-division-multiple-access (TDMA) 

fashion, is more suitable for multihop relaying. In fact, recent studies have proposed 

relaying extensions to HiperLAN/2 [33] and modifications to the IEEE 802.11 MAC 

protocol to support relaying [12]. 

 
1.1 Thesis Motivation 
 
 With the increasing popularity of wireless networks and increasing enterprise and 

consumer demand for high data-rate services, WLANs using 802.11 and HiperLAN/2 

technology are expected to be deployed extensively in the foreseeable future [7, 20]. 

However, the high carrier frequency of these systems (in the 5GHz band) implies severe 
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signal attenuation as compared to the lower carrier frequency WLANs of the previous 

generation [31, 32]. As a result, next generation WLANs are confronted with overcoming 

the obstacle of limited communication range and reduced data-rates. In particular, 

providing high data-rates in the downlink will prove to be a major challenge in data-

centric networks such as WLANs. 

 Multihop relaying with wireless terminals offers an economical solution to 

overcoming limited communication range and extending high data-rate coverage without 

deployment delays and associated relaying infrastructure costs. However with the mobile 

nature of the network, the selection of the relaying nodes, or routing, becomes a critical 

factor in the performance of multihop relaying. While there is a large body of research 

devoted to routing in ad-hoc and cellular networks [13, 26], they may be limited by the 

number of hops or are primarily focused on establishing connectivity and decreasing 

outage. Furthermore, traditional wireless routing algorithms do not factor concepts such 

as multihop diversity or adaptive modulation and coding in calculations. The most similar 

work to this thesis is [2], where it discusses theoretical aspects of multihop diversity and 

indicates routing with multihop diversity as a possible extension. In this thesis we present 

novel multihop routing algorithms which can increase data-rate performance significantly 

as well as extend coverage. More notably, routing incorporates the benefits of multihop 

diversity and adaptive modulation & coding in routing. 

 
1.2 Thesis Objectives 
 
 Our thesis focuses on multihop relaying in the context of downlink 

communications using a HiperLAN/2 test-bed, however our work may be extended to 
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other systems such as cellular networks that use centrally scheduled TDMA access. 

Bearing this in mind, the objectives of this thesis are as follows: 

• To introduce multihop diversity schemes for TDMA systems using adaptive 

modulation and coding and develop the corresponding packet error rate 

expressions. 

• To investigate the effects of various diversity techniques in multihop systems 

when using adaptive modulation & coding. 

• To introduce novel multihop relaying algorithms using TDMA scheduling 

capable of factoring the effects of multihop diversity and adaptive modulation and 

coding in route selection. 

• To introduce novel adaptive modulation & coding maximization algorithms 

designed to increase the benefits of multihop maximal ratio combining when 

relaying. 

• To determine the impact of these relaying algorithms on network performance, 

particularly throughput and coverage. 

 
1.3 Thesis Organization 
 
 The remainder of this thesis is divided into five chapters. In chapter 2 we begin by 

introducing our system model including topics such as adaptive modulation and coding, 

frame segmentation, and packet error rate models when using multihop diversity. Chapter 

3 utilizes the models described in chapter 2 to form a routing metric and subsequently 

introduces routing and modulation and coding maximization algorithms. Chapter 4 

describes the simulation model used to simulate relaying networks and adaptive 

modulation and coding. Chapter 5 provides simulation results and discussion relating to 

 3



our thesis objectives outlined in the previous section. The thesis concludes with Chapter 6 

devoted to summarizing the key results of our research and provides suggestions on 

future research. 
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Chapter 2 
System Model 

 
 
 Relaying modulation and coding efficiency, frame segmentation, and relaying 

packet error rates are key factors in selecting a route that maximizes throughput in 

systems using a TDMA MAC. A disadvantage of using relaying in TDMA systems is the 

additional time slots or symbols required to relay data on multiple hops; we term this 

effect frame segmentation. However, it may be possible to increase throughput by 

relaying if the route provides lower error rates and increased modulation efficiency 

reducing frame segmentation. Multiple copies of data inherently generated while relaying 

can also prove beneficial using multihop diversity techniques to further reduce error 

rates. 

 In this chapter we introduce our radio propagation model and discuss frame 

segmentation, packet error rates and relaying diversity as they affect multihop TDMA 

systems. 

 
2.1 Radio Propagation Model 
 
 Both path loss and fading characteristics of the radio channel can vary 

significantly depending on the specifics of the indoor environment including many 

factors such as building structure and material type. We have elected to use a simple 

propagation model that incorporates path loss as well as large-scale and small-scale 

signal variation consistent with indoor propagation characteristics. 
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 The average power of a received signal is an inverse function of the distance d 

between transmitter and receiver. The average received power, rP , decays exponentially 

according to [23, 24], 

PL
gg

PP rt
tr = , 

(2.1) 

 
where the mean path-loss PL at distance d is given by 

α
π





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c
fd

PL , 
(2.2) 

 
and Pt is the transmit power, gt and gr are transmit and receive antenna gains, d0 is the 

reference distance, f is the carrier frequency, c = 3.0 * 108 m/s is the constant of light, and 

α is the propagation exponent. 

 Possible obstructions such as walls or other large objects can also cause 

shadowing effects. This large-scale path loss variation known as lognormal shadowing 

causes the received signal power to fluctuate from the average received power in (2.1). 

To account for shadow fading, (2.1) is rewritten as, 

1010
σX

rt
ttr PL

gg
PGPP == . 

(2.3) 

 
Here G represents the link gain. Xσ is a Normally distributed random variable with mean 

µ = 0 and standard deviation σ: Xσ ~ N(0, σ). Combining (2.2) and (2.3), and expressing 

in the log domain we obtain, 
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(2.4) 

 
 Due to reflection, scattering, and refraction off various structures in indoor 

environments, the transmitted signal often reaches the receiver through multiple indirect 
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and delayed paths when there is no line-of-sight path between transmitter and receiver. 

The signals from the indirect paths combine to produce a distorted representation of the 

transmitted signal resulting in small-scale path-loss variation known as multipath fading. 

Depending on whether the signal components constructively or destructively combine, 

we observe rapid fluctuations of signal strength over a period of time. To account for 

multipath fading we use the ETSI-A channel [22]. This model incorporates multipath 

fading with rms delay spread of 50 ns – a typical channel profile for office environments 

[16] and can be classified as a slow-fading Rayleigh channel. Fig. 2.1 [9] provides 

measured data of HiperLAN/2 packet error rate versus signal to noise using an ETSI-A 

channel model. HiperLAN/2 uses convolutional coding, puncturing, interleaving and 

transmits using OFDM [34] to reduce the negative effects of multipath fading. Fig. 2.1 is 

obtained by transmitting 54 byte packets over an ETSI-A channel. 

 
Fig. 2.1 – PER vs. C/I. 
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Using this data in look-up tables and SNR values factoring path-loss and shadow fading, 

we can determine the packet error rate for ETSI-A radio channels. This PER estimation 

will be necessary for routing schemes introduced in later chapters. We emphasize that the 

schemes and algorithms described in this thesis can be extended to systems other than 

HiperLAN/2 provided we can estimate packet error rates for the particular system. 

 
2.2 Adaptive Modulation and Coding (AMC) 
 
 Networks using AMC can increase or decrease modulation efficiency by selecting 

an appropriate modulation and coding level or mode (denoted by m). Adaptive 

modulation and coding allow a link to be adapted such that the throughput is maximized 

for channel conditions. We define link throughput, Tl, seen between two consecutive 

nodes ri-1, and ri as 

 
( )),(1)( ,1,1,1,1 iiiieiiiill mSNRPmDSFT −−−− −⋅⋅⋅= . (2.5) 

 
Selecting a particular mode for the link, mi-1,i, in turn selects a particular modulation 

efficiency, Di-1,i, in information bits/sym. F is frames per second and Sl is the number of 

symbols allocated per frame. The packet error rate of the link, Pe(SNR, m), is a function 

of mi-1,i and link signal to noise ratio, SNRi-1,i. Pe(SNR, m) can be evaluated using Fig. 2.1. 

Using expression (2.5), the selected AMC mode can be expressed as, 

 
( )( )),(1)(maxarg ,1,1,1,1

(max)
,1 iiiieiiiiMmii mSNRPmDm −−−−∈− −⋅= . (2.6) 

 
Here  is the mode selected from the set of all modes, M, which maximizes the 

throughput for the link. Relaying networks can benefit from AMC by selecting the 

modulation efficiency per link/hop to maximize the end-to-end or connection throughput. 

(max)
,1 iim −
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2.3 Frame Segmentation [10] 
 
 The access point or central controller (CC) divides the MAC frame into 

connections to nodes for downlink and uplink communication. Depending on the state of 

traffic buffers and quality-of-service provisioning, the CC reserves the appropriate 

number of time slots for connections. Since our system does not use multiple frequency 

channels for multihop transmission, a connection requires further segmentation of its 

allocated resources (time slots) for the purpose of relaying. Each segment of a connection 

corresponds to a hop in a relaying route. All connections and all hop segments are 

scheduled by the CC and are orthogonal in the time domain. Fig. 2.2 illustrates the 

concept of connections and segmentation. 

 

 
Fig. 2.2 – An example network illustrating the orthogonality of connections and hops. 

Example Network 

4 1

3 

26 0 
5 AP 

Time Domain – MAC Frame 

Connection to 4 Connection to 3 Connection to 6 

Hop Hop Hop Hop Hop Hop 
0 to 4 0 to 1 1 to 2 2 to 3 0 to 5 5 to 6 

Connections and hops are orthogonal in the time domain. 
The AP may schedule connections to take advantage of channel conditions. 
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n hops

s0,1 s1,2 si,j sn-1,n 
D0,1 D1,2 Di,j Dn-1,n 
P0,1 P1,2 Pi,j Pn-1,n 

Node r0 Node r1 Node r2 Node rn-1 Node rn 
PER0 PER1 PER2 PERn-1 PERn  

Fig. 2.3 – n-hop relaying without multihop diversity. 
 
 Let us consider the generic relaying scenario, depicted in Fig. 2.3, involving n 

hops, the 0 ’th node in the route, r0, represents the source (the central controller in the 

downlink scenario), node rn represents the destination, and nodes r1 through rn -1 represent 

relaying nodes according to the order of the route. The following constraint states that the 

amount of data entering any given relaying node, ri, must be equal to the amount of data 

exiting the node: 

 
1,1,,1,1 ++−− ⋅=⋅ iiiiiiii DsDs  { }1,2,1 −∈ ni K . (2.7) 

 
Here si-1,i  represents the number of symbols allocated for the hop between nodes ri-1 and 

ri, and Di-1,i represents the information bits per symbol of the hop between nodes ri-1 and 

ri. Note that expression (2.7) applies to the generic case where AMC is used in the system 

and the hop data rates in the route, Di-1,i, are dissimilar. 

 Furthermore, if a total of Sc symbols/frame have been allocated for a connection 

from source (node r0) to destination (node rn) then, 

 

∑
=

−=
n

i
iic sS

1
,1 . 

(2.8) 

 
Solving for the equations from (2.7) and (2.8) yields 
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∑
= −

−
− =

n

j jj

ii

c
ii

D
D
S

s

1 ,1

,1
,1  . { }ni K,2,1∈

(2.9) 

 
 Expression (2.9) implies that for any hop between nodes ri-1 and ri, with link 

modulation efficiency Di-1,i, si-1,i symbols should be allocated per frame for the i-1’th hop. 

Frame segmentation is illustrated in Fig. 2.4. When n = 1, s0,1 = Sc indicates the complete 

frame or time resource can be used to transmit data. When relaying, n > 1, expression 

(2.9) evaluates to si-1,i < Sc indicating frame segmentation, or fewer time resources for 

original data transmission since resources are used to relay the data. Note that frame 

segmentation implies that the total energy per connection (end-to-end) remains the same. 

Multihop relaying will use the same amount of energy as singlehop relaying. 

 
Sc

1,0

1,0

D
s

nn

nn

D
s

,1

,1

−

−

2,1

2,1

D
s

Hop 0 Hop 1 Hop n-1 

n hops
 

Fig. 2.4 – Frame segmentation of an n-hop connection. 
 
 
2.4 Packet Error Rate and Diversity [10, 11]1 
 
 In addition to higher spectral efficiency, the reduction in packet error rate when 

using multiple hops for a connection may also offset the loss of resources due to frame 
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1 Certain equations for MHMRC and HDAR appear in a mathematically more rigorous form in this thesis, 
however the equations and results as published in [10, 11] are still correct. 



segmentation. Depending on diversity, relaying via multiple hops may have greater effect 

on maximizing connection throughput. 

 The packet error rate models discussed here assume all relaying nodes employ 

digital forwarding with the added condition that incorrectly detected packets are not 

relayed to subsequent nodes in the route, thereby eliminating detection error propagation. 

Nodes perform relaying using a “best-effort” scheme where ARQ is not applied to hops. 

ARQ may be performed on an end-to-end basis (source to destination). We also assume 

the processing delay for “best-effort” relaying is negligible. In practice it may be possible 

to mitigate delays due to relaying with proper scheduling of transmissions. The CC may 

interleave hops for various connections thereby reducing the processing delay incurred at 

relaying nodes. Fig. 2.5 depicts the scenario from Fig. 2.2, however, the hops are 

interleaved in the frame thereby reducing potential delays at relaying nodes. 

 

 
Fig. 2.5 – Interleaving of hops reduces relaying delay and increase capacity (see Fig 2.2). 

Original MAC frame 

Connection to 4 Connection to 3 Connection to 6

Hop Hop Hop Hop Hop Hop    
0 to 4 0 to 1 1 to 2 2 to 3 0 to 5 5 to 6

Relaying 
processing delay, 
unused time slots 

Smarter scheduling MAC frame 

Time 
slots 

Connection to 4 Connection to 6

Hop Hop Hop Hop Hop Hop    
1 to 2 2 to 3 0 to 1 0 to 4 0 to 5 5 to 6

Connection to 3 
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 Under the assumptions of “best-effort” digital relaying, simple packet error rate 

models can be created for multihop, multihop selection diversity, and multihop MRC 

diversity forms of relaying. Multihop MRC diversity is further extended to hybrid digital 

and analog relaying. 

 
2.4.1 Multihop 
 
 Generalizing the multihop scenario involving n hops, illustrated in Fig. 2.3, the 

packet error rate seen at the i’th node in a route, ri, can be expressed as 

 
( ) iiiii PPERPERPER ,111 1 −−− −+=  { }ni K,2,1∈ , (2.10) 

 
where ( )jijieji mSNRPP ,,, ,= . 
 
 The packet error rate at the source node, r0, is PER0=0 and the packet error rate 

for the link between any nodes ri and rj is denoted by Pi,j. The packet error rate observed 

at the destination node for a n-hop connection can simply be calculated by evaluating the 

case for i = n. 

 Expanding (2.10) to avoid recursion, we obtain, 

 

( )∏
−

=
+−−=

1

0
1,11

i

j
jji PPER  , i∀ { }nK1i∈  

(2.11) 

 
 
2.4.2 Multihop Selection Combining Diversity (MHSC) 
 
 Nodes involved in relaying can receive signals transmitted during previous hops 

and utilize them for diversity. Fig. 2.6 illustrates the multihop diversity concept. 
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n hops

P0,n

P0,n-1

P0,2

P0,1 P1,2 Pn-1,n 

Node r0 Node r1 Node r2 Node rn-1 Node rn 
PER0 PER1 PER2 PERn-1 PERn  

Fig. 2.6 – Multihop diversity. 
 
As illustrated in the figure, it is assumed that all nodes involved in the route use diversity, 

not just the destination. Using multihop selection diversity, nodes receive signals from all 

previous nodes in the route and attempt to decode the multiple signals individually until 

the packet is decoded correctly. An advantage of using multihop forms of diversity is that 

their use is essentially “free” since they do not require resources such as transmit power 

or bandwidth (time slots) in addition to the resources already used in multihop relaying. 

However, there is added complexity at receivers. Fig. 2.7 illustrates simple receiver 

architecture for multihop selection diversity and Fig. 2.8 depicts a relaying example 

where nodes use MHSC diversity. As described by the figures, a receiver attempts to 

decode each signal received separately until the CRC indicates the packet was decoded 

correctly. Using our “best-effort” relaying approach, the i’th node in a route, ri, will 

receive a maximum of i independent signals from the previous i nodes in the route. If a 

node preceding the i’th node fails to decode a packet they do not perform relaying and 

there will be less than i received signals. 

 The packet error rate observed at node ri can be expressed as, 
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(2.12) 

 
This expression can be simplified as a function of the hop packet error rates similar to 

(2.11), , however we choose to express it in its 

recursive form for simplicity. We also note that (2.12) incorporates the elimination of 

propagated error assumption. If there is a packet error earlier in the route at node r

...),...,,,( 3,12,13,02,01,0 PPPPPfPERi =

1)1( ,

j, j < i, 

then PERj = 1 and =−+ ijjj PPERPER . 

 
Fig. 2.7 – Receiver architecture for MHSC. 

Time Domain 

Hop 0 Hop 1 Hop n-1
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Decoder CRC 
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Hop 0 
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Yes 

Hop 1 Decoder CRC 
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Yes 

Decoder CRC 
OK? 

Hop n-1 
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Fig. 2.8 – Example of MHSC and receiver operation. 

Spatial/Time Domain 

64QAM 32QAM 64QAM 

 
 
2.4.3 Multihop Maximal Ratio Combining Diversity (MHMRC) 
 
 Multihop maximal ratio combining diversity incorporates the benefit of maximal 

ratio combining signals received on previous hops. Multiple signals transmitted during 

previous hops with similar modes can be MRC combined resulting in higher SNR and 

reduced PER of the resultant signal. Receivers perform multihop selection diversity for 

signals using dissimilar modes in a secondary stage. Fig. 2.9 illustrates a generalized 

0 Hop 0 1 Hop 1 Hop 22 3

Node 2 Receiver 
Symbols Bits Yes

Hop 0 CRC 
OK?

Decoder

No
Yes

Hop 1 CRC 
OK?

Decoder

Node 3 Receiver 
Yes

Hop 0 CRC 
OK?

Decoder

No
Yes

Hop 1 CRC 
OK?Decoder

Yes
Hop 2 CRC 
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receiver architecture used in MRC combining nodes. The first stage of the receiver MRC 

combines received signals of similar mode, and the second stage selects a signal from the 

multiple branches (selection combining). The receiver is in effect a hybrid MRC/SC 

combiner. We also note that since packet transmissions occur during different times, the 

receiver is required to phase align signals to perform MRC using a post-detection 

receiver [25]. Buffering of the sampled analog waveform as soft symbols is performed as 

we receive packets before we MRC combine them. We ignore quantization errors 

introduced by sampling of the analog waveform. 

 

 
Fig. 2.9 – Receiver architecture for MHMRC. 

Time Domain 

Hop 0 Hop 1 Hop 2 Hop 3 Hop 4 Hop 5 Hop 6 Hop n-1

Mode R R G B G B R

Receiver Operation Equivalent 
MRCHop 0 Symbols Bits Yes1 to |NR| 

branches 
Decoder CRC 

OK? 
Hop

No 

MRCHop 3 Yes0 to |NB| 
branches 

Decoder CRC 
OK? 

Hop

No 

MRCHop 1 Yes0 to |NG| 
branches 

Decoder CRC 
OK? 

Hop 

 
 For connections where nodes utilize diversity through MRC (which is indeed a 

hybrid selection combining and MRC scheme as illustrated in Fig. 2.9), the packet error 

rate seen at any node, ri, is expressed as 
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where M denotes the set of possible AMC modes, m denotes the mode of the signals we 

are attempting to combine, and  denotes the set of nodes transmitting with mode m: )(m
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iPE  is the mean PER, when MRC is used, of the signal received at node ri from the 

previous nodes transmitting with mode m: 
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where   is the indicator function. 




=
0
1

)(NI k otherwise
Nkif ∈

 
 In the above, SNRj,i represents the SNR of the signal received at node ri from node 

rj: iijtij GPSNR η/,, = . Here Pt is the transmit power, Gj,i is the link gain between nodes rj 
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and ri, and iη  is the noise (and interference, if any). It is well known that when MRC is 

used the overall SNR after combining is equal to the sum of the branch SNRs [27]. 

 is the corresponding PER for mode m (read from the lookup table 

produced from Fig. 2.1). 
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 The E  expression is complicated by the fact that nodes only relay a packet 

if it was received correctly. Therefore the  expression has to be weighted 

by the probability that a number of nodes using mode m are indeed transmitting and some 

others are not; the  expression is this weighting 

coefficient. This process has to be repeated for all possible transmit/non-transmit 

combinations; the outer summation stands for this purpose. Here 2  denotes the power 

set of  which contains all combinations of node transmission. The PER for the case 

of no node transmitting, 
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Fig. 2.10 – Example of MHMRC and receiver operation. 

Spatial/Time Domain 

64QAM 32QAM 64QAM 

 
Example (MHMRC): 
 
 An example scenario (similar to Fig. 2.9) describing MHMRC receiver operation 

is depicted in Fig. 2.10. From the diagram, node r1 simply receives a single 64QAM 

signal from the source, node r0. Node r2 receives the same 64QAM signal transmitted 

from node r0 to node r1 as well as a relayed 32QAM signal from node r1. Node r2 can 

only utilize the two dissimilar mode signals using multihop selection diversity, as shown 

by the receiver operation in Fig. 2.8. The destination node, node r3, receives 64QAM 

signals from both node r0 and node r2 as well as the 32QAM signal from node r1. The 

destination node MRC combines the two 64QAM signals and uses multihop selection 

r0 
Hop 0 r1 

Hop 1 r2 
Hop 2 r3 
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OK? Decoder
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diversity by decoding both the 64QAM and 32QAM branch. At node r3, N3
(32QAM) = {1} 

and N3
(64QAM) = {0, 2}. To calculate the packet error rate at node r3, we have, 

)()( )64(
3

64
3

)32(
3

32
33

QAMQAMQAMQAM NPERNPERPER ⋅=  (2.16) 
 
Here , }1{)32(

3 =QAMN 1)32(
3 =QAMN , and 

3,111
)32(

3
)32(

3 )1()( PPERPERNPER QAMQAM −+= . (2.17) 
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QAMQAMQAM PENPER = . (2.18) 
 
The power set of , written as 2  = { )64(

3
QAMN

)64(
3

QAMN φ , {0}, {2}, {0, 2}}, is used to 

determine whether no nodes, only node r0, only node r2, or both nodes relayed a packet. 

Each event is weighted when calculating mean packet error rate, , given by, )( )64(
3

QAMPE

)64,()1()( 3,032020
)64(

3 QAMSNRPPERPERPERPERPE QAM ⋅−+=  
  )64,()1( 3,2320 QAMSNRPPERPER ⋅−+  
  )64,()1)(1( 3,23,0320 QAMSNRSNRPPERPER +⋅−−+  
 
Since node r0 is the source and is always transmitting, PER0 = 0, and 
 

)64,()1()( 3,0320
)64(

3 QAMSNRPPERPERPE QAM ⋅−=  
 )64,()1)(1( 3,23,0320 QAMSNRSNRPPERPER +⋅−−+ . 

(2.19) 

 
The packet error rate at node r3 can be obtained by substituting (2.19), (2.18), and (2.17) 

into (2.16). 

 Also note that all nodes in the route do not necessarily perform MRC combining. 

In Fig. 2.10 for example, node r2 only performs selection combining. If for all modes, the 

receiver receives at most one signal for all modes, 1)( =m
iN , Mm∈∀ , then, 
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This implies that in the situation where received signals use dissimilar modes, MHMRC 

diversity behaves as MHSC diversity since nodes cannot MRC combine signals using 

dissimilar modes. In the worst case, a route using MHMRC diversity will perform similar 

to only using MHSC diversity. 

 
2.4.4 Hybrid Digital Analog Relaying 
 
 MHMRC performance may be increased by permitting nodes to relay incorrectly 

detected signals as analog signals. This increases the number of signals to MRC combine 

at receivers and may reduce PER. A relaying node will relay a digital signal when 

correctly detected, and it will relay an analog signal otherwise. We call this an HDAR 

system. The PER at node ri can be similarly using (2.13) and (2.14) but the mean packet 

error rate of the branch using mode m from (2.15) becomes 
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When node rj detects the packet correctly it is able to relay digitally, , and the SNR 

contribution of the signal received at node r

Nj∈

ijtGPi from node rj is iijSNR η/, ,= . If node rj 
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failed to detect the packet, , it will resort to analog relaying. The 

contribution of the analog signal to the SNR at the MRC combiner is given by 
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(2.20) 

 
 In order for node rj to relay, a digital node transmitting with mode m is required as 

a source to begin the chain of analog relaying. This node rs must be upstream to node rj in 

the route, 

( )jls
Nl

<=
∈

max , 

when rj is relaying an analog signal. However if there is no digital source upstream to 

node rj then it cannot relay a signal and the SNR contribution is . When 

there exists a digital node upstream to node r

0),( )(
, =NNS m

iij

j, Ns∈∃ , to calculate the SNR contribution 

in (2.20) we consider a chain of relaying nodes given by the ordered set 

{ } {}ijlslsNNU m
i UU ,|{),( )( ≤<= . 

This set of nodes is ordered according to the order of nodes in the route: U  = 

(u

),( )( NN m
i

0, u1, ..., u|U|-2, u|U|-1) where u0 = s, u|U|-2 = j, u|U|-1 = i and the remaining are 

intermediate analog relaying nodes. For formatting purposes U  and U are used 

interchangeably in equation (2.20). In expression (2.20) the amplification factor at any 

node  is given by 
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Note that  since u  and r1≥k sk ==0 s is the digital source in the chain of analog relaying 

nodes and does not perform amplification. From the above expression we see that the 

amplification factor accounts for amplifying the received power (PtGj,i) and noise power 

( iη ) such that the average output power is Pt [2]. It is assumed all nodes transmit with 

power Pt. Fig. 2.11 illustrates the concept of amplification at relaying nodes. 

 

 
Fig. 2.11 – Amplification in analog relaying 

Node ri

Received power from node rh: Pr=PtGh,i Ptai

ηi

 
Example (HDAR): 
 
 As a simple example, let us again consider the scenario from Fig. 2.10 where we 

calculate the packet error rate at node r3. Steps follow similarly as the MHMRC example 

up to equation (2.18). Then the power set of , written as  = { )64(
3

QAMN
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32
QAMN φ , {0}, 

{2}, {0, 2}}, is used to determine whether no nodes, only node r0, only node r2, or both 

nodes relayed a packet digitally. According to (2.20) we have 
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Since node r0 is the source, it will always transmit a packet in digital form (PER0 = 0) 

and 
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From above, , the event that both r}2,0{=NA 0 and r2 relay digitally, is given by 

)64,()1)(1( 3,23,0320}2,0{ QAMSNRSNRPPERPERAN +⋅−−== . (2.23) 
 
This same term appears in the MHMRC example in (2.18). Since these are digital signals 

we have 33,03,0 /ηGPSNR t=  and 33,23,2 /ηGPSNR t= . To calculate the event that node r0 

relays the packet digitally and node r2 relays in analog form we have 
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To calculate , the SNR of the relayed analog signal from node r),( )64(

33,2 NNS QAM
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2), we first determine the immediate preceding digital relaying node given by 
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This means node rs = r0 is the digital source in the chain of analog relaying nodes. Then 

the ordered set of nodes is given by 
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Here the amplification at node r2 is )( 22,02 η+= GPPa tt . This is the amplification factor 

applied to the signal received from node r0 at node r2. This amplified signal is then 

relayed to node r3. 

Finally we can calculate  by combining (2.25), (2.24), and (2.23) back into 

(2.20). (2.22), (2.18), and (2.17) can then be combined to obtain PER

)( )64(
3

QAMPE

3 in (2.16). 
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Chapter 3 
Routing Strategies 

 
 
 Relaying node selection, or routing, is a critical function in multihop networks. 

The performance of these networks is significantly dependent on the intelligence of 

routing. Similar to wire-line routing, current wireless routing strategies consider only 

single point-to-point links in routes as described by Fig. 2.3. These strategies do not 

consider the benefits of multihop diversity involved in relaying, shown in Fig. 2.6. 

 In this chapter we use the frame allocation and packet error rate models 

introduced in the previous chapter to formulate a simple relaying metric and relay node 

selection algorithms designed to maximize throughput and extend coverage in TDMA 

networks using multihop diversity. Finally we define a throughput maximization 

algorithm designed to maximize throughput by selecting modulation and coding modes to 

better utilize multihop maximal ratio combining when relaying. 

 
3.1 Routing Metric 
 
 In a high-data rate system, we would ideally like to maximize the throughput. 

Thus, a metric to be used for routing can be derived from the throughput expression. We 

define the end-to-end throughput for a n-hop connection as 

( )niiiin PERDsFT −⋅= −− 1,1,1  { }ni K,2,1∈ . (3.1) 
 
Here si-1,i is the symbols/frame of the i-1’th hop, Di-1,i is the modulation efficiency in 

bits/symbol of the i-1’th hop and F represents frame frequency with unit frame/sec. PERn 

represents the connection packet error rate observed at the destination node, rn. 
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 Using equations (3.1) and (2.9), the throughput expression can be further 

expanded to obtain the metric expression for a n-hop connection as 
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Ignoring constants Sc and F, the metric becomes 
 

( )

∑
= −

−
= n

i ii

n
n

D

PER
C

1 ,1

1
1

. 
(3.2) 

 
To facilitate expression of routing algorithms, the metric is rewritten as 
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 For n-hop connections, ( )nd rrrR ...10=  and ( )110 ... −= nd mmmM . Rd 

is a n-hop route used to relay data to node d and is an ordered set consisting of n+1 

relaying nodes where ri denotes the i’th relaying node in the route. The final node in the 

ordered set is the destination, node d, rn = d. r0 denotes the source; this will always be the 

central controller in the downlink scenario. Md is an ordered set of modes used on hops, 

where mi denotes the mode of the i’th hop between nodes ri and ri+1. A n-hop connection 

contains n modes. Di is simply the modulation efficiency in bits/sym of the i’th hop 

between nodes ri and ri+1 using mode mi for that hop (Di = Di,i+1). PERn is the packet 

error rate seen at the destination node, rn. The PERn expression may be evaluated using 

equations (2.11) or (2.12) if we are using multihop (no diversity) or MHSC respectively. 

Expressions (2.13), (2.14), and (2.15) are used if nodes utilize MHMRC diversity and 

expressions (2.13), (2.14), (2.19), (2.20), and (2.21) are used if nodes utilize HDAR. 
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 Routing algorithms calculate the metric to evaluate multihop connections in the 

downlink. Since the metric is derived from the throughput expression, selecting routes 

generating larger metrics maximizes throughput. A larger metric indicates a connection 

with greater throughput. In the routing phase, the router will select routes that generate 

the largest possible metric or maximum throughput. 

 To perform routing, an effective method to estimate link packet error rates, 

Pe(SNR, m), is required to calculate routing metrics. Global channel-state (link SNR) 

updates between all nodes and packet error rate look-up tables (or mathematical 

functions) for the channel are prerequisites to estimating packet error rates [19]. Fig. 2.1 

provides us with packet error rate look-up tables. We also note that channel measurement 

additionally provides performance gains regardless of varying radio-link quality. 

 However, a drawback to using channel-state information in routing is the 

increased traffic overhead involved in updating the AP with the necessary information. 

For example, a network with M nodes using AMC will require M channel-state updates 

per unit time (between the AP and all other M nodes). In comparison the same network 

using routing will require M(M-1)/2 updates per unit time (between all M+1 nodes 

including the AP). Using GPS or other location techniques, the number of updates may 

be reduced if a node limits its updates to only those links to neighboring nodes located 

within a set distance from itself [18]. 

 
3.2 Multihop Routing Algorithms 
 
 The routing algorithms in this thesis can find relaying routes that provide 

maximized throughput for a multihop connection using the metric given by expression 

(3.3). Here we define two algorithms, adapted from the Bellman-Ford algorithm [1, 8], 
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capable of finding routes with throughput greater than or equal to optimal 2-hop routes. 

The algorithms attempt to efficiently find routes in the network such that routes generate 

larger metrics and hence throughputs. The algorithms are described as follows, 

 
Algorithm 3.1 - Multihop (MH) Routing 
 

0=k  
mc NN =)0(  

i∀ , , ( )iccRi ,)0( = ( )(max)
,

)0(
icci mM =  

while  0)( >k
cN  AND k < k(max) 

{})1( =+k
cN  
i∀ , ,  )()1( k

i
k

i RR =+ )()1( k
i

k
i MM =+

for all  )(k
cNs∈

for all d  )(k
sRN −∈

if C  then { } ),(}){,( )1()1((max)
,

)()( ++> k
d

k
dds

k
s

k
s MRCmMdR UU

{ }dRR k
s

k
d U)()1( =+  

{ }(max)
,

)()1(
ds

k
s

k
d mMM U=+  

{ }dNN k
c

k
c U)1()1( ++ =  

end if 
end for 

end for 
1+= kk  

end while 
 
Algorithm 3.2 - Multihop Adaptive Modulation & Coding (MHAM) Routing 
 

0=k  
mc NN =)0(  

i∀ , , ( )iccRi ,)0( = ( )(max)
,

)0(
icci mM =  

while  0)( >k
cN  AND k < k(max) 

{})1( =+k
cN  
i∀ , ,  )()1( k

i
k

i RR =+ )()1( k
i

k
i MM =+

for all  )(k
cNs∈

for all d  )(k
sRN −∈

for all m  }{ (max)
,

)(
ds

k
s mM U∈
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if C  { } ),(}){,( )1()1()()( ++> k
d

k
d

k
s

k
s MRCmMdR UU

{ }dRR k
s

k
d U)()1( =+  

{ }mMM k
s

k
d U)()1( =+  

{ }dNN k
c

k
c U)1()1( ++ =  

end if 
end for 

end for 
end for 

1+= kk  
end while 
 
Where, 
N = set of all nodes, not including the central controller 
Nm = set of all mobile nodes 
cc = element symbol denoting the central controller (AP) node 
i, s, d = element symbol denoting a particular node 
k = iteration 
k(max) = maximum iterations limit 

)(k
cN  = set of nodes which have a route change at iteration n 

)(k
iR  = ordered set of nodes in relay route to node i at iteration n 

)(k
iM  = ordered set of modes used on hops in relay route to node i at iteration n 

(max)
, jim  = hop mode between nodes i and j, selected by expression (2.6) 

C(R, M) = routing metric to the destination node in the ordered set R, using the ordered 
set M of modes used on hops 
 
 
 We define )C  where A and B are ordered 

sets containing n and m elements respectively, and the resultant ordered set C contains 

n+m elements. 

( 110110 ,,,,, −−== mn bbbaaaBA LLU
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Fig. 3.1 – MH routing flowchart. 

Start routing; maximize throughput. 

Iteration k = 0 
 
Set of candidate relaying nodes contains all mobile nodes, Nc

(0) = Nm. 
 
For all nodes, i, the set of relaying nodes to i is initialized to Ri

(0) = (cc, i) 
containing only the central controller and i. 
 
For all nodes, i, the set of relaying modes to i is initialized to 
Mi

(0) = (m)  where m is selected by adaptive modulation & coding (2.6). 

For all nodes, i, Ri
(k+1) = Ri

(k) & Mi
(k) = Mi

(k+1). Set  Nc
(k+1) = {}. 

Select a candidate relaying node, s, from the set of candidate relaying nodes Nc
(k). 

Select a destination node, d, where d is a node in N - Rs
(k). Append d to Rs

(k)  assigning to set R’. 

Select a relaying mode, m, between s and d using (2.6). Append m to Ms
(k), assigning to set M’. 

No 
Metric using R’ & M’ > Metric using Rd

(k+1) & 
Md

(k+1)?

Yes

Update the relaying node and mode set of d. Rd
(k+1) = R’ & Md

(k+1) = M’. 

Add d to Nc
(k+1). 

Yes, select another d 
Are there more destination nodes, d? 

No

Advance iteration, k = k+1. 

No, select another s 
Is k = k(max) OR Nc

(k) = {}? 

Yes

Stop.

 
 Fig. 3.1 illustrates algorithm 3.1 using a flowchart. Initially nodes begin with 

single-hop routes from the central controller to the node, ( )iccRi ,)0( =  . Similarly i∀
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the hop modes are selected according to expression (2.6), ( )(max)
,

)0(
icci mM =

)(k
sR−

)(k
sR

 . For every 

iteration, n, we examine all routes, , from the set of candidate relaying nodes, 

, to all other candidate destination nodes, . Initially the candidate 

relaying node set  contains all mobile nodes, the set N

i∀

)(k
sR

)(k
cNs∈ Nd ∈

)(k
cN

{ }d

m. Candidate destination nodes 

are limited to those nodes not already in the relaying nodes route, . A potential route 

to node d is created by appending node d to the route of the candidate relaying node, 

written as . Similarly a potential hop mode set is formed from the candidate 

relaying nodes set of hop modes, written as 

R k
s U)(

{ }(max)
,dsm

(
iM

)(k
sM U

)1

)(k
iR=

)(k
cN

. Any potential route/mode set 

generating a higher metric than the destinations route/mode set,  and , will 

replace the set for node d on the next iteration. The node will be added to the candidate 

relaying node set for the next iteration, . At the beginning of an iteration  is set 

to  and  is set to the null set. The next iteration routes/modes are set to the 

current routes/modes for all nodes,  and . The next iteration 

routes/modes are built from the routes/modes from the previous iteration which generated 

maximum metrics,  and . Since  contains only the nodes which had a 

route change from the previous iteration, we cull previously examined routes and reduce 

processing complexity. The algorithm will iterate until we have reached our iteration 

limit k

)1( +k
dR

)()1 k
i

k M=+

)1( +k
d

)(k
cN

M

( +k
cN

)1(k
i

+

)1( +k
cN )1+k

i
R

∈

)k

(
cN

(
cN

R

)( k
c

)( k
cN Ni

M
∈

(max) or  is the null set at the beginning of an iteration, indicating nodes were 

not added to process for the next iteration. Potential routes in the next iteration will not 

provide a greater metric than routes in the current iteration and the algorithm stops 
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searching. Routes and hop modes used in the current iteration provide maximum 

throughput for relaying. 
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Fig. 3.2 – MHAM routing flowchart. 

Start routing; maximize throughput. 

Iteration k = 0 
 
Set of candidate relaying nodes contains all mobile nodes, Nc

(0) = Nm. 
 
For all nodes, i, the set of relaying nodes to i is initialized to Ri

(0) = (cc, i) 
containing only the central controller and i. 
 
For all nodes, i, the set of relaying modes to i is initialized to 
Mi

(0) = (m)  where m is selected by adaptive modulation & coding (2.6). 

For all nodes, i, Ri
(k+1) = Ri

(k) & Mi
(k) = Mi

(k+1). Set  Nc
(k+1) = {}. 

Select a candidate relaying node, s, from the set of candidate relaying nodes Nc
(k). 

Select a destination node, d, where d is a node in N - Rs
(k). Append d to Rs

(k)  assigning to set R’. 

Select a relaying mode, m, between s and d, where m is a mode in Ms
(k) or given by (2.6). 

Append m to Ms
(k), assigning to set M’. 

No, select another m 
Metric using R’ & M’ > Metric using Rd

(k+1) & Md
(k+1)? 

Yes

Update the relaying node and mode set of d. Rd
(k+1) = R’ & Md

(k+1) = M’. 

Add d to Nc
(k+1). 

Yes, select another m 
Are there more modes, m?

No
Yes, select another d 

Are there more destination nodes, d? 

No

Advance iteration, k = k+1. 

No, select another s 
Is k = k(max) OR Nc

(k) = {}? 

Yes

Stop.



 The second algorithm is an improved version of the first algorithm in that it 

incorporates adaptive modulation and coding maximization while performing route 

discovery. Fig. 3.2 describes the algorithm using a flowchart. Algorithm 3.1 

automatically selected hop modes between node s and node d, , according to (2.6). 

Algorithm 3.2 selects modes to better take advantage of MRC combining at nodes to 

improve end-to-end throughput. For the last hop, it attempts to use modes from the set of 

modes which have been used in previous hops in the route, . By 

restricting modes to only those used in previous hops, we reduce processing while using 

only those modes which may benefit MRC combining at receivers. Increased number of 

signals of similar mode increases the effectiveness of MRC combining and reduces the 

packet error rate observed at the destination. Setting a hop mode to lower efficiency 

modulation will increase frame fragmentation while reducing packet error rate. 

Conversely, changing to a mode with increased modulation efficiency will reduce frame 

fragmentation but increase the hop packet error rate. We calculate the metric to evaluate 

the effect of mode changes factoring both frame fragmentation and packet error rate. The 

mode generating the maximum metric is added to the mode set for the destination node, 

. 

(max)
,dsm

m∈ }{ (max)
,

)(
ds

n
s mM U

{ }mMM k
s

k
d U)()1( =+

 
3.3 Adaptive Modulation and Coding Maximization (AMCM) 
 
 Modulation and coding maximization can occur after the MH algorithm has found 

routes. Using MH followed by AMCM differs from using MHAM since the two different 

algorithms may select different routes. MHAM considers modulation and coding 

maximization while performing routing thereby different routes may be chosen. 
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However, MHAM is limited to maximizing the mode in the last hop with knowledge of 

preceding hops (no knowledge of subsequent hops on further iterations) whereas AMCM 

can maximize knowing the full set of modes. While AMCM can be performed after 

routes have been selected using MHAM we did not include the results in this thesis since 

the gains obtained were minimal. The following AMCM algorithm alters hop modes to 

maximize throughput for the destination, node d, after the route, Rd, has been selected 

using the MH algorithm. 

 
Algorithm 3.3 - Adaptive modulation and coding maximization (AMCM) 
 

0=k  
hh ≠(max)  

)0((max)
dd MM =  

do 
for all h  to 0= 1)0( −dM  and  (max)hh ≠

for all m  )()0( k
hd mM −∈

)()1( k
d

k
d MM =+  

mm k
h =+ )1(  

if C  then ),(),( (max))1(
dd

k
dd MRCMR >+

)1((max) += k
dd MM  

hh =(max)  
end if 

end for 
end for 

(max))1(
d

k
d MM =+  

1+= kk  
while  )1()( −≠ k

d
k

d MM
 
Where, 
 
h = hop index 
h(max) = hop index of the mode change generating the maximum metric 

)(k
hm  = the h’th mode in the ordered set ( )110

)( ... −= x
k

d mmmM  
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Fig. 3.3 – AMCM flowchart. 

AMCM. Start maximizing modes.

Iteration k = 0 
 
For node d, the set of relaying nodes to d is Rd 
For node d, the set of relaying modes to d is initialized to Md

(0) 
The relaying mode set generating the maximum metric, Md

(max) = Md
(0). 

 
The hop of the last mode change is h 

(max) 

Select a hop, h. h must be a valid hop in the route. h should not be h 
(max). 

Select a relaying mode, m, from the set of relaying modes Md
(0). 

Assign Md
(k+1) = Md

(k). 
Assign the h’th relaying mode of Md

(k+1), mh
(k+1) = m. 

No 
Metric using Rd & Md

(k+1) > Metric using Rd & 
Md

(max)?

Yes

Assign the new maximum relaying mode set, Md
(max) = Md

(k+1). 
Assign h 

(max) = h. 

Yes, select another m 
Are there more relaying modes, m?

No
Yes, select another h 

Are there more valid hops, h? 

Assign = Md
(k+1) = Md

(max). 
Assign h 

(max) = h. 

Advance iteration, k = k+1. 

No, repeat maximization 
Modes did not change, Md

(k) = 
Md

(k-1)?

Yes

Stop.
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 Fig. 3.3 illustrates the AMCM algorithm. Every iteration, the algorithm selects the 

mode for a hop, h, which generates the maximum possible metric for the destination, 

node d. Only a single mode can be changed per iteration. Candidate modes are limited to 

the set of modes used in the connection, m , thereby reducing processing 

complexity. When processing candidate modes for a particular hop, h, we avoid using the 

mode used by the hop in the current iteration, .  The selected mode generates a 

metric greater than any other candidate mode change. When the metric can not be 

increased by mode changes, , the algorithm stops, and the selected hop 

modes generate a maximum metric. 

)()0( k
hd mM −∈

)(k
hm

)1+()( = k
d

k
d MM

 
3.4 Examples of Algorithms 
 
 The routing algorithms can be viewed as a trellis containing the routes to nodes in 

the network. The path through the trellis to a node denotes the route in the network 

generating the maximum metric/throughput for the particular node. Figures 3.4, 3.5, and 

3.6 illustrate an example of routing and provide insight into the algorithms. Table 3.1 

accompanies the figures and summarizes routing calculations. (These examples and 

illustrations are arbitrary.) 

 
Table 3.1 – Example routing calculations 
Iteration, k Candidate relaying 

nodes,  )(n
cN

Current routes,  )(n
dR Next routes,  )1( +n

dR

0 {A, B, C, D, E} RA = (AP, A) 
RB = (AP, B) 
RC = (AP, C) 
RD = (AP, D) 
RE = (AP, E) 

RA = (AP, A) 
RB = (AP, A, B) 
RC = (AP, E, C) 
RD = (AP, D) 
RE = (AP, E) 

1 {B, C, E} RA = (AP, A) 
RB = (AP, A, B) 
RC = (AP, E, C) 

RA = (AP, A) 
RB = (AP, A, B) 
RC = (AP, A, E, C) 
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RD = (AP, D) 
RE = (AP, E) 

RD = (AP, E, C, D) 
RE = (AP, A, E) 

2 {C, D} RA = (AP, A) 
RB = (AP, A, B) 
RC = (AP, A, E, C) 
RD = (AP, E, C, D) 
RE = (AP, A, E) 

RA = (AP, A) 
RB = (AP, A, B) 
RC = (AP, A, E, C) 
RD = (AP, E, C, D) 
RE = (AP, A, E) 

3 {} RA = (AP, A) 
RB = (AP, A, B) 
RC = (AP, A, E, C) 
RD = (AP, E, C, D) 
RE = (AP, A, E) 

 

 
Iteration Current Next Current iteration candidate 

set: n = 0 n = 1 
Nc

(0) = {A, B, C, D, E} 
Current iteration routes: 

RA
(0) = (AP, A) 

RB
(0) = (AP, B) AP A A

RC
(0) = (AP, C) 

RD
(0) = (AP, D) 

RE
(0) = (AP, E) 

B B Next iteration candidate 
set: 

Nc
(1) = {B, C, E} 

New next iteration routes: C C

RA
(1) = (AP, A) 

RB
(1) = (AP, A, B) 

RC
(1) = (AP, E, C) D D

RD
(1) = (AP, D) 

RE
(1) = (AP, A, E) 

E E  
Fig. 3.4 – Routing example: Iteration 1. 
 
 The small network contains an AP node and five mobile nodes denoted by A, B, 

C, D, and E. In the first iteration, k = 0, illustrated in Fig. 3.4, all connections contain 

only the AP and the destination node in the route. Current routes are drawn as thick 

arrows to nodes. All current routes are single hop. The algorithm evaluates all possible 

routes from a node to all other nodes using the nodes current route. The nodes examined 

are determined by the candidate relaying node set Nc
(0); initially the set contains all 

mobile nodes. For the k’th iteration, we examine routes with k+1 hops. Routes that are 

examined for the iteration are drawn as dashed arrows. Routes to nodes which yield a 
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larger metric than the nodes current route will be used on the next iteration. These routes 

are drawn as thick irregular dashed lines. For nodes A and D, we notice that no routes 

yield a larger metric than their current route. The route RA
(0) = (AP, A) generates a larger 

metric, C(RA
(0), MA

(0)) > C(RA
(1), MA

(1)), where RA
(1) can be possible two-hop routes of 

RA
(1) = (AP, B, A), RA

 Fig. 3.5, the maximum next generation routes 

om t

Iteration Next 
n = 2 

Current 
n = 1 

(1) = (AP, C, A), RA
(1) = (AP, D, A), or RA

(1) = (AP, E, A). For nodes 

B, C, and E a two-hop route provides a greater metric than the metric of the current route. 

For example C(RB
(1), MB

(1)) > C(RB
(0), MB

(0)) where RB
(1) = (AP, A, B). Note also that this 

route generates a larger metric than other possible two-hop routes RB
(1) = (AP, C, B), RB

(1) 

= (AP, D, B), and RB
(1) = (AP, E, B). 

 

 
Fig. 3.5 – Routing example: Iteration 2. 
 

AP A 

B

D

E

C

E

A

B

C

D

E

(1)

(1)

 
 

Next ite t:
)

)
)

Current iteration candidate 
set: 

Nc  = {B, C, E} 
Current iteration routes: 

RA  = (AP, A) 
(1)RB  = (AP, A, B)
(1) )RC  = (AP, E, C
(1)RD  = (AP, D) 
(1)RE  = (AP, A, E) 
i  serat on candidate
(2Nc  = {C, D} 

New next iteration routes: 
(2) ) RA  = (AP, A
(2)RB  = (AP, A, B) 
(2) , CRC  = (AP, A, E
(2)RD  = (AP, E, C, D
(2)RE  = (AP, A, E) 

 Advancing to iteration k = 1 in

fr he previous iteration become the current routes for this iteration. Table 3.1 

summarizes the routes. Once more the algorithm examines possible routes, however the 

candidate relaying node set Nc
(1) is reduced to only nodes B, C, and E. These nodes 
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observed a route change from the previous iteration. The remaining nodes, nodes A and 

D, are culled from the candidate relaying node set since their routes were examined and 

have not changed from the previous iteration. Processing complexity is further reduced 

by limiting the search to only those nodes not used in the relaying nodes route. Thus, we 

note that node B’s route is only evaluated for routes to node C, D, and E. Node A is not 

evaluated as a destination using node B’s route since node A is already used as a relaying 

node in B’s route. Thus we also avoid feedback loops. 

 

 
Fig. 3.6 – Routing example: Iteration 3. 
 

AP A

B

E

C

E

C

D

A

B

D

(2)

(2)  
 
 C)

)

Next ite
)

)
)

 By iteration k = 2, Fig. 3.6, we have reduced our candidate relaying node set to 

Iteration Next 
n = 3 

Current 
n = 2 

Current iteration candidate 
set: 

Nc  = {C, D} 
Current iteration routes: 

RA  = (AP, A)
(2)RB  = (AP, A, B)
(2) ,RC  = (AP, A, E
(2)RD  = (AP, E, C, D
(2)RE  = (AP, A, E) 
irat on candidate set:
(3Nc  = { } 

New next iteration routes: 
(3) , A) RA  = (AP
(3)RB  = (AP, A, B) 
(3) , CRC  = (AP, A, E
(3)RD  = (AP, E, C, D
(3)RE  = (AP, A, E) 

only nodes C and D which both have 3-hop routes. Examining potential routes does not 

yield a route generating larger metrics for any node. At this stage, no nodes are added to 

Nc
(3). Advancing to iteration k =3, Nc

(3) is a null set and the algorithm stops searching and 

the network uses the current routes for relaying. Table 3.1 lists the final routes used in the 

network. 
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Fig. 3.7 – MH Algorithm 3.1 mode selection. 

AP A 

E 

C

B 

D 

mAP, A 

mA,E 

mE,C 

mC,B = mC,B
(max)

mC,D = mC,D
(max)

 

 
Fig. 3.8 – MHAM Algorith ode selection. 

AP A 

E 

C

B 

D 

mAP, A 

mA,E 

mE,C 

mC,B Є {mC,B
(max)} U {mAP, A} U {mA,E} U {mE,C} 

mC,D Є {mC,D
(max)} U } U {mA,E} U {mE,C} 

m 3.2 m
 
 Fig. 3.7 and Fig. 3.8 illustrate the difference between Algorithm 3.1 and 

Algorithm 3.2 respectively. Both figures show a routing step from iteration k = 2, where 

we use node C’s route to create potential new routes to nodes B and D. In Fig. 3.7 the 

Iteration Current 
n = 2 

Next 

Iteration Next Current 

n = 3 

n = 2 n = 3 

{mAP, A
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modes used to examine the last hop to either node B or D is the default mode that 

maximizes the link data rate according to equation (2.6). In contrast, Fig. 3.8 evaluates 

multiple possible modes in the last hop including the default mode. The modes used are 

restricted to the set of modes used in the connection to node C. For example, if the hop 

modes for the route to C are )2(
CM  = },,{ ,,, CEEAAAP mmm  = 

}64,16,16{ QAMQAMQAM  and m 64(max) = , then w odes, 

}64,6 QAMQAMM∈ . The resultant 

route and mode sets will be com  set and the set 

generating the maximum metric will be used for the route and mode set to node D. 

Routes with multiple mode sets are used to evaluate connections thus Algorithm 3.2 will 

require more processing Algorithm 3.1. 

 

QAM

{}(max)
D =

DC ,

1{ ,
)2( mCC U

e try the following m

m, for the last hop to node D m

pared to node C’s current route and mode
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Iteration 

 

Hop 0 Hop 1 Hop 2

n = 0 
32QAM 64QAM 16QAM 

AP A E C

From all possible changes, 
changing the mode of hop 2 from 
QAM64 to QAM32 generates the 

max. metric. 

Hop 0 Hop 1 Hop 2

n = 1 
32QAM 16QAM 32QAM 

Use the new set of modes to 
continue to optimize the metric. 

Hop 0 Hop 1 Hop 2

n = 2 
32QAM 32QAM 32QAM 

Stop when mode changes do not 
increase the connection metric. 

Fig. 3.9 – AMCM example. 
 
 An example of the AMCM algorithm, Algorithm 3.3, is illustrated in Fig. 3.9 and 

Table 2 summarizes the actions. We examine the connection to node C, where the route 

is RC = (AP, A, E, C) and the initial hop modes are  = (32QAM, 64QAM, 16QAM). 

Mode sets are written in an abridged form in the table, for example  = (32, 64, 16). 

The modes are originally selected according to Algorithm 3.1 or 3.2. As listed in Table 

3.2, candidate mode sets are created by using a mode initially used in the connection for a 

given hop. In this example a hop mode can be selected to be one of the three modes listed 

in . The set of hop modes generating the maximum metric for the current iteration is 

used in the next iteration. As an example, for iteration n = 0, C(R

)0(
CM

)0(
CM

)0(
CM

C, ) > C(R(max)
CM C, 
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)0(
CM ) where  = (32QAM, 32QAM, 16QAM). Changing m(max)

CM 1 = 64QAM to m1 = 

32QAM generates a larger metric. With this change  generates a larger metric than 

other potential mode combinations. The algorithm iterates until the current set of modes 

does not change when advancing to the next iteration. This indicates changes to hop 

modes do not increase the connection metric further. 

(max)
CM

M

 
Table 3.2 – Example AMCM calculations 
Iteration, n Current hop 

modes,  )(n
CM

Hop, h Candidate 
mode sets,  

 )1( +n
CM

)1( +n
C =  (max)

CM Mode 
change 
hop,  (max)h

0 (64, 64, 16) 
(16, 64, 16) 

1 (32, 32, 16) 
(32, 16, 16) 

0 (32, 64, 16) 

2 (32, 64, 32) 
(32, 64, 64) 

(32, 32, 16) 1 

0 (64, 32, 16) 
(16, 32, 16) 

1 (32, 32, 16) 

2 (32, 32, 64) 
(32, 32, 32) 

(32, 32, 32) 2 

0 (16, 32, 32) 
(64, 32, 32) 

2 (32, 32, 32) 

1 (32, 16, 32) 
(32, 64, 32) 

(32, 32, 32)  
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Chapter 4 
Simulation Model 

 
 
 This chapter describes the various parameters and methods used to simulate the 

HiperLAN/2 network and multihop scenarios. The first section discusses propagation 

environment related assumptions and parameters, followed by a section on the network 

model including implementation of adaptive modulation and coding. Finally we present a 

section describing a basic step-by-step simulation using flow charts. 

 
4.1 Environment Parameters and Assumptions 
 
 The following environmental assumptions and parameters are based on a typical 

HiperLAN/2 network in indoor environments operating in the 5.3 GHz spectrum [17, 21]. 

• Path-loss propagation exponent: α = 3.4 
• Lognormal shadowing standard deviation: σ = 5.1 dB 
• ETSI-A channel: Non-Line-of-Sight (NLOS) 50ns RMS delay spread 
• RF carrier: f = 5.3 GHz 
• Number of frequency channels: 12 
• Noise power: η = -90 dBm 
• No power control, node transmit power: Pt = 23dBm 
• Omni-directional antennas with a gain of 1: gt = 1 and gr = 1 for both transmitter 

and receiver respectively 
• Hexagonal cellular structure: 12-cell clusters, cell sizes vary from 30 m to 170 m 
• Interference originating from the first-tier co-channel cells 
• Interference power is constant during transmission 

 

 HiperLAN/2 networks employ a feature known as Dynamic Frequency Selection 

(DFS) [34] which allows access points to dynamically select a channel with the least 

measured interference. Using DFS we assume a HiperLAN/2 network will form a 

frequency plan that results in the least measured co-channel interference [14]. For 

 47



simulation purposes a hexagonal cellular structure is used and we consider constant 

interference originating from a randomly placed user in each first tier co-channel cell. 

 
4.2 Network Parameters and Assumptions 
 
 The relaying model and network parameters are a key factor in determining 

network performance. We provide a list of network and relaying assumptions and 

determine how we calculate throughput performance. Adaptive modulation and coding 

for HiperLAN/2 networks is also presented. 

 The network is simulated using the following assumptions: 

• 64 users uniformly distributed throughout cell 
• Continuous traffic 
• Infinite buffer sizes at nodes 
• Digital relaying is used except when using HDAR 
• Relaying algorithms can discover routes with unlimited number of hops 
• Unlimited destination nodes supported by a relaying node 
• Hops share the same frequency channel 
• Hops are allocated time symbols according to (2.9) 
• Adaptive Modulation and Coding per hop 
• Downlink scenario 

 

 Here we assume that nodes always have data to receive from the AP hence we use 

a continuous traffic model where all nodes are equally served. The traffic model used has 

no effect on routing algorithms presented earlier. Using the continuous traffic model we 

can calculate the average aggregate throughput as, 
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(4.1) 

 
Here N is the set of mobile nodes in the network and Td is the throughput of node d. Td is 

simply calculated using the metric at node d. We use F = 1/2 frame/msec and Sc = 500 
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symbols/frame corresponding to transmitting one full HiperLAN/2 frame. Throughput 

calculation excludes factors such as overhead per frame or relaying overhead. 

Adaptive modulation and coding is implemented using the packet error rate model 

for ETSI-A channels in Fig. 2.1 and throughput expression (2.5). F = 1/2 frame/msec and 

Sl = 500 symbols/frame. We obtain results in Fig. 4.1 showing the throughput of a link as 

a function of SNR for various modes. 
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Fig. 4.1 – Throughput vs. SNR for various modes 
 
From these results we obtain SNR ranges for which to use a mode to maximize the link 

throughput. For example, if the link SNR falls between a range of 8.09 dB and 10.25 dB 

we select mode r:3/4 QPSK. The mode selection settings for given SNR are listed in 

Table 4.1. Note that this table satisfies the adaptive modulation scheme given by 
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expression (2.6). The table also lists the modulation efficiency, D, in information 

bits/OFDM symbol, corresponding to the particular mode. 

 
Table 4.1 – Adaptive modulation and coding settings 
SNR (dB) Mode, m D, (info. bits/OFDM symbol) 
< 8.09 r:1/2 QPSK 48 
< 10.25 r:3/4 QPSK 72 
< 15.57 r:9/16 16QAM 108 
< 20.17 r:3/4 16QAM 144 
>= 20.17 r:3/4 64QAM 216 
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4.3 Simulation Algorithm 
 

 
 

Start simulation. 

Set simulation parameters.

Place users in cell. 

Calculate link gains. 

Calculate interference at nodes. 

Select a diversity model: (None, MHSC, MHMRC, HDAR) 

Select a routing algorithm: (SH, MH, MHAM)

Perform routing. 

Using AMCM? 

No Yes 

Perform AMCM.

Record measurements. 

No. Repeat. 
1000 simulations?

Yes 

Stop. 

Fig. 4.2 – Simulation flowchart 
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Chapter 5 
Simulation Results 

 
 
 In this chapter we present simulation results for the various multihop schemes and 

algorithms presented in the previous chapters. The objective of these simulations is to 

determine the potential coverage extension and throughput performance increase 

obtainable by using various combinations of multihop diversity and algorithms as 

compared to singlehop systems. 

 In our first section we discuss the performance of 2-hop relaying with various 

forms of diversity followed by 2-hop relaying in a cellular system using our various 

routing and diversity schemes. Finally we discuss the multihop network and compare it to 

2-hop systems. 

 
5.1 The Effect of Diversity in 2-hop Relaying 
 
 In this section we evaluate the performance of multihop diversity schemes such as 

MH (no diversity), MHSC, MHMRC and HDAR for 2-hop relaying by evaluating 

throughput as we vary distance between relaying node r1 and destination r2, shown in Fig. 

5.1. This corresponds to varying values of β, 0 < β < 1, where β = d0,1/d0,2. Link modes 

(m0,1, m1,2, or m0,2) between nodes are selected using AMC according to Table 4.1. 

Shadow fading and interference is not included. 
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m0,2
 m1,2

 m0,1
D0,2 D1,2 D0,1 
P0,2 P1,2 P0,1 

d0,2 d0,1 d1,2 

Node r0 Node r2 Node r0 Node r1 Node r2 

0 < β < 1 
← d0,1

 = βd0,2 → 

Distance, d0,2 = d0,1 + d1,2  
Fig. 5.1 – 2-hop relaying scenario 
 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
2

2.5

3

3.5

4

4.5

5

5.5

6

Th
ro

ug
hp

ut
, (

M
bp

s)

d0,1/d0,2

MH
MHSC
MHMRC
HDAR
SH

 
Fig. 5.2 – 2-hop simulation, m0,2 = r:1/2 QPSK, SNR0,2 = 0.46 dB 
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Fig. 5.3 – 2-hop simulation, m0,2 = r:3/4 16QAM, SNR0,2 = 15.8 dB 
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Fig. 5.4 – 2-hop simulation, m0,2 = r:3/4 64QAM, SNR0,2 = 20.41 dB 
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 Fig. 5.2, 5.3, and 5.4 show the results for distance d0,2 corresponding to using 

r:1/2 QPSK, r:3/4 16QAM, or r:1/2 64QAM for the singlehop link mode, m0,2, 

respectively. The sharp transitions in the figures are a result of AMC changing hop 

modes to maximize link throughput. From the figures we see that 2-hop relaying can 

offer throughput increases over singlehop (SH) when the link SNR is equal to or less than 

that required to support r:3/4 16QAM mode. However in Fig. 5.4, the link SNR is 

sufficient for low packet error rates when using r:1/2 64QAM such that relaying only 

causes frame segmentation (loss of time resources due to relaying) reducing throughput 

below that of singlehop relaying. Thus relaying only provides benefits for users suffering 

from low SNR. At higher SNR levels possible gains may be achieved if the system 

supports modulation and coding modes greater than r:1/2 64QAM. 

 For users with low SNR, relaying even without diversity can outperform a SH 

system as seen in Fig. 5.2 where MH outperforms SH by 2.45 Mbps or 88%. MHSC 

outperforms SH by 3.16 Mbps or 114%. MHMRC and HDAR perform similarly as 

MHSC when both hops use different modes but perform better when modes are the same, 

at a ratio of β = 0.5. HDAR generates 5.38 Mbps throughput compared to throughput of 

3.91 Mbps using MHMRC and 3.62 Mbps using MHSC. Since a relaying node using 

MHMRC only relays when the received signal is decoded correctly, the destination node 

can not perform MRC combining when a signal is not relayed. It only receives a weaker 

version of the signal from the source node with small likelihood of being decoded 

correctly. Thus the lack of relayed signals, reducing sources of diversity, seriously 

hampers MHMRC performance particularly when the relaying node is near to the 

destination. Since HDAR relays incorrectly decoded signals in analog form with noise, 
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we have greater sources of diversity. The diversity gain seen by MRC combining, albeit 

with noisier signals, provides greater performance. As seen from Fig. 5.3 only relaying 

with HDAR provides performance greater than SH. If the link SNR between source and 

destination can support r:3/4 16QAM, only HDAR can provide reduced packet error rates 

such that throughput is greater than SH. Other forms of diversity do not reduce packet 

error significantly to overcome the loss of time resources due to frame segmentation. We 

also note that MHMRC performs slightly better than MHSC for 0.26 < β < 0.5. During 

this period the relaying node decodes the signal correctly enough of the time to relay a 

signal allowing for MRC combining at the destination. From 0.5 < β < 0.73 MHMRC 

does not provide a gain compared to MHSC since the limiting factor is the probability of 

decoding error at the relaying node. The worst case of only receiving a single signal at 

the destination dominates performance. A similar conclusion can be drawn from Fig. 5.4 

for β > 0.5 region. We also note that HDAR performs better than MHMRC in this region 

due to analog relaying hence in the worst case we still have two signals to MRC combine. 

 One final observation is the increased performance of MHSC when the relaying 

node is closer to the destination. This can be explained for the general scenario when 

using 2-hop relaying with AMC. 
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Fig. 5.5 – Generic 2-hop relaying using AMC and MHSC diversity. 
 
 Fig. 5.5 illustrates two generic relaying scenarios. In the first scenario relaying 

node r1 is distance d1 from source node r0 and distance d2 from destination node r2. The 

hop distances are switched in the second scenario. In general . We will prove that 

the first scenario where a relaying node is situated nearer to the destination generates an 

increased metric (hence throughput) for the destination. For scenario I we have 
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 Since hops use adaptive modulation and coding (2.6), the mode used for the first 

hop in scenario I is a lower or equal mode used for the first hop in scenario II, m , 

due to decreased SNR of the signal between nodes r

III m11 ≥

), 1
Imγ

0 and r1 (increased distance) in 

scenario I. Considering only distance attenuation, the SNR of the received signal at 

destination r2 is . It is obvious that  or 

. Assuming  we have 
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 This expression can be simplified to  which is true. Thus C  and 

scenario I generates greater metric and throughput than scenario II. We can conclude that 

a 2-hop connection using MHSC diversity and AMC generates increased throughput 

when the second hop distance is less than the first hop distance. A lower mode is selected 

for the first hop when the distance is large. This decreases the error rate of the first hop 

signal received at the destination and reduces the overall packet error rate at the 

destination. 

34 pp ≥ III C22 ≥

 
5.2 2-hop Relaying Networks 
 
 In this section we discuss the network performance of 2-hop relaying systems. We 

can construct 2-hop relaying networks by using our routing algorithms with k(max) = 1 

iteration(s). Fig. 5.6 and 5.7 show the average aggregate throughput as it varies for 

different cell sizes for various diversity and routing schemes. Throughout this chapter we 

will use abbreviations for the various combinations of schemes. In the figures MH and 
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MHAM indicate the use of routing algorithm 3.1 or 3.2 respectively, and AMCM 

indicates the use of algorithm 3.3 after routing. SH is singlehop routing. SC, MRC, 

HDAR indicates the diversity/metric used whether it is selection combining, maximal 

ratio combining using digital relaying, or maximal ratio combining using hybrid digital 

analog relaying respectively. 
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Fig. 5.6 – 2-hop average aggregate throughput as a function of cell radius 
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Fig. 5.7 – 2-hop average aggregate throughput as a function of cell radius 
 
 A summary of the results for 100 m and 200 m cells is given in Table 5.1. 

Table 5.1 – 2-hop throughput performance 
Average (Mbps) Minimum (Mbps) Scheme 
100 m 200 m 100 m 200 m 

SH 13.60 4.16 0 0 
MH 18.88 6.25 5.80 0 
MH SC 18.96 6.29 5.89 0 
MH MRC 18.96 6.29 5.90 0 
MH MRC AMCM 19.01 6.32 5.92 0 
MHAM MRC 19.04 6.36 5.94 0 
MH HDAR 19.45 6.48 6.12 0 
MH HDAR AMCM 19.52 6.53 6.17 0 
MHAM HDAR 19.80 6.71 6.50 0 
 
 MHAM HDAR yields the greatest gains with a throughput 6.20 Mbps greater 

than singlehop in a 100 m cell; however all the relaying schemes are within 1 Mbps of 

each other. We also note that the MHAM network outperforms the MH/AMCM network. 

This implies joint modulation and coding maximization and routing outperforms disjoint 
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routing and maximization. However, the true strength of relaying can be seen if we 

observe the average minimum aggregate throughput. This can be perceived as the 

minimum throughput a user might experience on average. Fig. 5.8 and 5.9 show the 

average minimum throughput as a function of cell radius. 
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Fig. 5.8 – 2-hop minimum aggregate throughput as a function of cell radius 
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Fig. 5.9 – 2-hop minimum aggregate throughput as a function of cell radius 
 
 At 30 m we observe that singlehop can only guarantee a minimum user 

throughput of 5.24 Mbps whereas multihop (MH) and MHAM HDAR guarantee a 

minimum of 20.00 Mbps and 23.93 Mbps respectively. We also note diversity can offer 

gains of almost 4 Mbps over multihop without diversity. By using relaying we can more 

than triple our cell radius to more than 100 m and still guarantee coverage for all users 

with throughput around 5 Mbps as opposed to a singlehop network that can guarantee 5 

Mbps with cell radius of around 30 m. Table 5.1 summarizes the results for 100 m and 

200 m cells. Furthermore, if the network only uses singlehop with cell radius of 85 m or 

greater the minimum guaranteed throughput has dropped to 0 Mbps. Using relaying the 

minimum guaranteed throughput drops to 0 at 200 m and greater. Fig. 5.10 shows outage 

probability versus cell radius where outage probability is the probability that a user’s 

throughput is 0 Mbps (users cannot communicate with the AP). At 100 m singlehop 
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networks experience 17% outage while multihop networks offer full coverage up to 140 

m cell radius (0% outage). Using a cell size of 200 m we have a 23% or lower probability 

of outage using relaying compared to 74% outage when not using relaying. 
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Fig. 5.10 – 2-hop outage probability as a function of cell radius 
 
 The gains obtained by relaying however do incur a cost to the network. Since we 

use mobile nodes, relaying increases the load on wireless terminals and will result in 

faster battery drain. Fig. 5.11 and Fig. 5.12 illustrate the maximum load that nodes may 

experience. Here we define load as the number of connections that a node must provide 

relaying service for. 
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Fig. 5.11 – 2-hop maximum load as a function of cell radius 
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Fig. 5.12 – 2-hop maximum load as a function of cell radius 
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 From the figures we observe that the maximum load may increase to almost 

supporting 10 relaying connections at a cell radius of 180 m. The load decreases for 

larger cells since an increasing number of nodes may be located such that even relaying 

cannot help them. Relaying is used to a lesser extent as more users exist outside the 

relaying coverage region and we observe a decrease in load. 

 
5.3 Multihop Relaying Networks 
 
 In the previous section we observed 2-hop relaying could more than triple our 

coverage area (triple our cell radius) compared to that of singlehop networks yet offer 

equal performance. However the performance degrades the larger the cell becomes due to 

decreased link quality of hops. It may become necessary to use multiple hops when 

relaying to ensure hops maintain sufficient link quality for communication. By changing 

the value for k(max) in our routing algorithm we can create networks of a maximum 

k(max)+1 hops. In Fig. 5.13 and 5.14 we investigate how this parameter affects the average 

minimum throughput for the MH and MHAM HDAR schemes. 
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Fig. 5.13 – The effect of k(max) on avg. min. throughput for MH 
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Fig. 5.14 – The effect of k(max) on avg. min. throughput for MHAM 
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From Fig. 5.13 we can see that by allowing k(max)=2, networks of 3 hops, the 

minimum throughput is increased by more than 1 Mbps for 100 m cells using MH. For 

MHAM, Fig. 5.14, the increase is greater than 2 Mbps when k(max)=2. We also note that 

k(max)=3 offers gains over k(max)=2 in larger cell sizes. Regardless of the scheme used, 

increasing k(max) further to allow for networks with more hops offers diminishing returns. 

Routes with an increased number of hops will increase frame segmentation hence the 

gains are small or nonexistent. 

Throughout the remainder of this section we will evaluate the performance of our 

routing algorithms with k(max) = 15; virtually unlimited hop multihop networks. The avg. 

aggregate throughput for the various schemes is shown in Fig. 5.15 and Fig. 5.16. 

 

0 50 100 150 200 250
0

5

10

15

20

25

30

35

40

A
vg

. A
gg

re
ga

te
 T

hr
ou

gh
pu

t, 
(M

bp
s)

Cell radius, R, (m)

SH
MH
MH SC
MH MRC
MH HDAR

 
Fig. 5.15 – Multihop average aggregate throughput as a function of cell radius 
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Fig. 5.16 – Multihop average aggregate throughput as a function of cell radius 
 
 In order to compare multihop to 2-hop relaying networks we are particularly 

interested in observing the gains multihop offers at cell radius of 100 m and 200 m. Table 

5.2 summarizes the results. 

 
Table 5.2 – Multihop throughput performance 

Average (Mbps) Minimum (Mbps) Scheme 
100 m 200 m 100 m 200 m 

SH 13.60 4.16 0 0 
MH 19.20 7.06 7.23 0.77 
MH SC 19.36 7.72 7.59 1.24 
MH MRC 19.36 7.73 7.59 1.25 
MH MRC AMCM 19.40 7.84 7.76 1.51 
MHAM MRC 19.41 7.86 7.78 1.53 
MH HDAR 20.24 8.25 8.50 1.63 
MH HDAR AMCM 20.25 8.29 8.57 1.72 
MHAM HDAR 20.41 8.58 9.02 2.14 
 
 The average throughput of multihop systems has increased by 0.3 Mbps and 

greater at cell radius of 100 m compared to 2-hop networks (see Table 5.1). More 
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importantly the guaranteed minimum throughput, Fig. 5.17 and Fig. 5.18, has increased 

by more than 1 Mbps. Even using larger 250 m cells the average minimum throughput is 

greater than 0. Using multihop with diversity we can guarantee a minimum throughput of 

5 Mbps using 130 m cells that equals or exceeds the minimum throughput for singlehop 

networks at 30 m; more than quadrupling our cell radius. 
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Fig. 5.17 – Multihop minimum aggregate throughput as a function of cell radius 
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Fig. 5.18 – Multihop minimum aggregate throughput as a function of cell radius 
 
 
 The cumulative distribution functions of throughput at 100 m and 200 m are 

depicted in Fig. 5.19 and Fig. 5.20. We note that the probability of outage is 0 when using 

multihop relaying even for large coverage areas such as 200 m cells. In addition, we can 

conclude from the figures that these relaying schemes only increase the performance of 

users with low data-rates or poor links to the AP. 
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Fig. 5.19 – CDF of throughput for 100 m cells 
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Fig. 5.20 – CDF of throughput for 200 m cells 
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Fig. 5.21 – Multihop maximum load as a function of cell radius 
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Fig. 5.22 – Multihop maximum load as a function of cell radius 
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 However, to offer coverage for extremely large areas requires using many hops 

and results in high loads on wireless nodes, as seen in Fig. 5.21 and Fig. 5.22. At 100 m 

and 200 m we observe that the maximum load exceeds 15 and 22 connections 

respectively as opposed to 2-hop relaying where the load exceeded 8 and 9 connections 

respectively. Fig. 5.23 and Fig. 5.24 show the probability distribution function of the 

number of hops used in routes for 100 m and 200 m cells respectively. 
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Fig. 5.23 – PDF of number of hops for 100 m cells 
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Fig. 5.24 – PDF of number of hops for 200 m cells 
 
 Throughout our results, neither MHAM nor AMCM provide much benefit for 

MRC when only using digital relaying (MHAM MRC or MH MRC AMCM). This is due 

to reduced sources of diversity when using only digital relaying thus altering hop modes 

is not as beneficial. However, MHAM provides a distinct performance advantage when 

used with HDAR. The throughput is increased while connections require a reduced 

number of hops as compared to MH HDAR, as seen in Fig. 5.23 and 5.24. This is due to 

the increased MRC combining when using MHAM therefore less number of hops are 

required to achieve higher throughput. The reduced number of hops may also reduce 

potential delay and overhead associated with relaying. 

 The previous results and figures provide a coarse picture of network performance. 

We can examine the performance for 100 m and 200 m cells in more detail to discern the 

difference between the various schemes. In Table 5.3, results are categorized by the 

 74



singlehop mode, the mode that would be selected by equation (2.6) or Table 4.1 (this 

categorizes nodes by distance from the AP or more specifically the SINR of the link 

between node and AP). Average aggregate throughput, average number of hops in routes, 

and average load is listed in the table. 

 
Table 5.3 – Averages categorized by mode between AP and destination 

Throughput (Mbps) # hops Load Mode Scheme 
100 m 200 m 100 m 200 m 100 m 200 m 

SH 4.21 0.99 1 1 0 0 
MH 13.11 4.26 2.35 3.19 0.24 1.32 
MH SC 13.31 4.86 2.54 4.63 0.40 2.82 
MH MRC 13.31 5.00 2.54 4.65 0.40 2.85 
MH HDAR 14.50 5.56 2.70 4.47 0.51 2.68 
MH HDAR AMCM 14.53 5.61 2.70 4.47 0.51 2.68 

r:1/2 QPSK 

MHAM HDAR 14.77 5.95 2.58 4.12 0.42 2.28 
SH 11.16 11.15 1 1 0 0 
MH 15.87 13.30 1.99 1.54 0.33 2.82 
MH SC 16.16 13.51 2.07 1.65 0.50 2.93 
MH MRC 16.18 13.53 2.08 1.65 0.50 2.89 
MH HDAR 17.31 14.00 2.30 1.77 0.67 2.88 
MH HDAR AMCM 17.33 14.05 2.30 1.77 0.67 2.88 

r:3/4 QPSK 

MHAM HDAR 17.48 14.20 2.26 1.80 0.58 3.25 
SH 18.36 18.44 1 1 0 0 
MH 19.88 19.00 1.41 1.18 0.82 4.45 
MH SC 20.02 19.07 1.49 1.23 1.02 4.40 
MH MRC 20.06 19.08 1.50 1.23 1.02 4.42 
MH HDAR 20.77 19.37 1.62 1.29 0.99 4.60 
MH HDAR AMCM 20.77 19.38 1.62 1.29 0.99 4.60 

r:9/16 16QAM 

MHAM HDAR 20.79 19.40 1.62 1.29 0.95 5.36 
SH 29.01 29.04 1 1 0 0 
MH 29.04 29.04 1.02 1.01 2.13 7.01 
MH SC 29.04 29.04 1.03 1.01 2.23 6.37 
MH MRC 29.04 29.05 1.03 1.01 2.25 6.28 
MH HDAR 29.07 29.06 1.06 1.02 2.36 6.04 
MH HDAR AMCM 29.07 29.06 1.06 1.02 2.36 6.04 

r:3/4 16QAM 

MHAM HDAR 29.07 29.06 1.06 1.02 2.57 6.38 
SH 47.38 47.56 1 1 0 0 
MH 47.38 47.56 1 1 4.37 10.79 
MH SC 47.38 47.56 1 1 4.17 9.30 
MH MRC 47.38 47.56 1 1 4.19 9.08 
MH HDAR 47.38 47.56 1 1 4.75 8.80 
MH HDAR AMCM 47.38 47.56 1 1 4.75 8.80 

r:3/4 64QAM 

MHAM HDAR 47.38 47.56 1 1 4.49 8.43 
 
 We can see that multihop provides significant throughput gains when using lower 

modulation and coding levels. A mobile that would use r:1/2 QPSK for the link between 
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itself and the AP can only average 4.21 Mbps in a singlehop network with 100 m cell 

size, but in a multihop network using HDAR that same user can achieve upwards of 14 

Mbps, more than tripling its throughput. However, throughput gains are not as great for 

users with better quality links to the AP. Users with a r:3/4 64QAM link do not see any 

benefit from relaying; confirming results from section 5.1 where it was shown using 

simple 2-hop relaying that users with better quality links do not benefit from relaying. 

These same nodes with excellent links to the AP also bear the highest loads supporting 

upwards of four wireless terminals with relaying service. The load on nodes reduces as 

the node is situated further from the AP. This indicates a tree-like relaying topology 

where the nodes with the best links to the AP form the roots of the tree and intermediate 

nodes form branches. The nodes furthest away from the AP, benefiting most from 

relaying, form the leaves. Figure 5.25 up to 5.29 shows this topology from simulation 

snapshots for various schemes. It would appear that the schemes presented in this thesis 

are suited for networks using fixed relaying terminals where we can exploit the 

infrastructure to improve network performance. 

 76



-100 -80 -60 -40 -20 0 20 40 60 80 100

-80

-60

-40

-20

0

20

40

60

80

  1

  2

  3

  4

  5

  6

  7

  8

  9

 10

 11

 12 13

 14

 15

 16

 17

 18

 19

 20

 21

 22

 23
 24

 25

 26

 27
 28

 29

 30

 31

 32

 33

 34
 35

 36

 37

 38

 39

 40

 41

 42

 43

 44

 45

 46

 47

 48

 49

 50

 51

 52

 53

 54

 55

 56

 57

 58

 59

 60

 61

 62

 63

 64

 

r:1/2 QPSK 
r:3/4 QPSK 
r:9/16 16QAM 
r:3/4 16QAM 
r:3/4 64QAM 

Fig. 5.25 – Example topology of a MH network 
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Fig. 5.26 – Example topology of a MH SC network 
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Fig. 5.27 – Example topology of a MH MRC network 
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Fig. 5.28 – Example topology of a MH HDAR network 
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Fig. 5.29 – Example topology of a MHAM HDAR network 
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Fig. 5.30 – Example of a cycle in the topology of a MH SC network 
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 In the topology figures where diversity is being used we can also notice “cycles.” 

Fig. 5.31 shows an example of a cycle. The route to a destination node (node 3) may not 

use a relaying node’s (node 2) own relaying route when the relaying node itself is the 

destination (node 2 uses node 1 as a relaying node in its route but node 1 is not used to 

relay to node 3). Here let us denote the routes generating maximum metrics to nodes i 

and j as Ri and Rj respectively. If route Ri includes node j as a relaying node, then Ri = 

(Rj, ..., i) is not certain. When relaying to node i a different route to node j other than Rj 

may be used, Ri = (0, ..., j, ..., i). The nodes selected to relay up to node j are maximized 

for the connection to node i. 

 This concept is clarified from an example using MH SC diversity depicted in Fig. 

5.31. Node 0 is the AP and the other nodes are wireless terminals. Routes for mobile 

nodes, where Ri denotes the route for node i, are R1 = (0, 1), R2 = (0, 1, 2), and R3 = (0, 2, 

3). The modes used on the hops, where Mi denotes the set of hop modes to node i, are M1 

= (r:9/16 16QAM), M2 = (r:9/16 16QAM, r:3/4 16QAM), M3 = (r:1/2 QPSK, r:3/4 

16QAM). These connections (routes and hop modes) generate maximal metrics for all the 

nodes in this example. An alternative (but poorer performing) route to node 3, = (R'
3R 2, 

3) = (0, 1, 2, 3) and  = (M'
3M 2, r:3/4 16QAM) = (r:9/16 16QAM, r:3/4 16QAM, r:3/4 

16QAM), uses the route to node 2 using R2 and M2 to relay to node 3. In comparison R3 

uses node 2 as a relaying node but does not use R2 when relaying to node 3. 

 From the example we have: 

1508.0)16_16/9(
1,0 =QAMP

7284.0)_2/1(
3,0 =QPSKP

, , , , 

, 

8368.0)16_16/9(
2,0 =QAMP 2421.0)_2/1(

2,0 =QPSKP 1)16_16/9(
3,0 =QAMP

1524.0)16_4/3(
2,1 =QAMP , , 1)16_4/3(

3,1 =QAMP
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and . 3054.0)16_4/3(
3,2 =QAMP

 
Using R3 and M3 to relay to node 3 we have: 

00 =PER , 
2421.0])1([ )_2/1(

2,0002 =−+= QPSKPPERPERPER , 

and . 3450.0])1(][)1([ )16_4/3(
3,222

)_2/1(
3,0003 =−+−+= QAMQPSK PPERPERPPERPERPER

 
The metric to node 3 is 

58.23

144
1

48
1

)3450.01(
11

)1(
),(

3,22,0

3
33 =
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For the alternative connection using  and  we have: '
3R '

3M

0'
0 =PER , 

1508.0])1([ )16_16/9(
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'
0

'
0

'
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'
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'
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'
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Then the metric to node 3 is 
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1

)4683.01(
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In this example R3 generates a metric greater than , . While 

 uses a route to node 2 maximizing the metric to node 2, it is not the route to node 3 

generating the maximum metric. Using  incurs loss of time resources due to an 

additional hop to node 1 and does not provide a reduction in PER since the signal from 

node 1 to node 3 has a high error rate. By using route R

'
3R ),(),( '

3
'
333 MRCMRC >

'
3R

'
3R

3 to relay to node 3 and route R2 to 
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relay to node 2 it would appear there is a “cycle” however, as we can see from this 

example, the throughputs are maximized.  
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Chapter 6 

Discussion and Conclusions 
 
 
6.1 Summary 
 
 In this thesis we presented various multihop diversity schemes and multihop 

algorithms and investigated potential benefits to infrastructure based networks. Results 

show significant benefits in high data rate coverage can be achieved by multihop relaying 

algorithms using multihop diversity. The following conclusions may be drawn from our 

results: 

• 2-hop relaying (with or without diversity) significantly benefits the wireless 

terminals with low quality links to the access point significantly. The benefits due 

to relaying are less for the terminals with better quality links. Terminals able to 

use the highest modulation and coding level do not benefit. 

• Multihop maximal ratio combining using digital relaying has little gains 

compared to multihop selection combining due to two main reasons: (1) the high 

packet error rates at relaying terminals reduces the number of signals available for 

MRC combining and (2) the links between terminals which are further apart will 

have very weak SNR compared to those terminals close by and will not contribute 

significantly to reduce packet error rate. 

• Multihop maximal ratio combining does provide gains in a hybrid digital and 

analog relaying network where incorrectly detected signals are relayed in analog 

form. 
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• Multihop selection combining was also shown to perform better when the 

relaying terminal is located closer to the destination in a TDMA system using 

adaptive modulation and coding. 

• 2-hop relaying networks can extend coverage of networks to twice that of a 

singlehop network. This implies substantially increased throughput performance 

for users at the edges of the network. 

• Multihop relaying networks can extend coverage to nearly triple that of singlehop 

networks. They can also significantly reduce the probability of outage even for 

larger cell sizes. 

• The majority of performance gain can be achieved with networks of only 2 or 3 

hops (k(max)=1 and k(max)=2) depending on the size of the cell. 

• Advanced joint routing and modulation and coding maximization was found to 

benefit HDAR systems. Disjoint algorithms were less effective. Joint routing and 

modulation & coding maximization improves throughput gains and reduces the 

number of hops and load. 

• The heavy load characteristics of the networks and the tree-like topology suit 

these schemes for relaying using fixed terminals. 

 
6.2 Further Discussions 
 
 According to our results, 2-hop and multihop relaying can appreciably increase 

system throughput and extend coverage in the downlink scenario. However before the 

network can offer relaying service for users, they must register and enter the network. 

Terminals located beyond the communication range of the access point will require the 
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assistance of intermediate wireless routers in order to initially enter the network and to 

establish uplink as well as downlink routes. 

 While relaying showed great benefits in our simple indoor environment, it would 

be interesting to see how our system performs in a more advanced propagation 

environment using different environmental parameters. For example, we assumed similar 

channel characteristics for all hops but this may not be the case in practice as a multitude 

of factors in an indoor environment results in very different channels between terminals. 

For example, at times we may have Ricean channels when relaying terminals have a 

LOS. This may result in improved error rates when using relaying. Furthermore, when 

using multihop diversity the channels between the previous terminals in a route and the 

receiving terminal may have different multipath characteristics. Additional packet error 

rate models for these channel models need to be investigated and included in routing 

calculations to more accurately select optimal routes. 

 One other issue is that our throughput evaluation was based on a continuous 

traffic model. The traffic model itself does not affect routing calculations since frame 

segmentation is orthogonal in the coverage region of an access point. While the traffic 

model will not affect the aggregate throughput, it will affect individual terminal 

throughput performance. Given a particular traffic model there will exist an optimal 

number of terminals where we see gains from relaying yet do not generate too much 

traffic which the network cannot support. In our thesis, coverage extension and 

throughput enhancement was obtained by using 64 wireless terminals in the cell. 

Reduced numbers of terminals in a cell may allow higher throughput per terminal 

(resources are divided for a smaller number of users) but relaying may suffer due to the 
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potential lack of candidate relaying terminals and reduce the aggregate throughput and 

the coverage area. In contrast, having increased number of terminals may increase 

aggregate throughput and coverage up to a limit since additional hops in routes will 

reduce the amount of information we can transmit due to frame segmentation. 

 We also note that our relaying schemes used “best-effort” relaying where 

transmissions on hops occur regardless if terminals following a transmission have already 

correctly detected a packet. A further improvement to the scheme would be to include 

some form of signaling to abort transmission of a packet if a terminal downstream in the 

route has already received it. For example, if the destination is able to decode a packet 

after only the first hop transmission, subsequent relaying terminals need not relay the 

packet. This may reduce power consumption and potentially increase capacity. However, 

the benefits of an early abort scheme may be minimal as the probability of a terminal 

correctly decoding the packet earlier than intended may be insignificant (high modulation 

and coding level and/or poor link). The signaling overhead and complexity of such an 

early abort scheme may outweigh the benefits. 

 Another closely related issue to traffic models and scheduling is frame 

scheduling. Using proper scheduling it will be possible to support increasing number of 

users at their requested traffic loads. Scheduling may also reduce relaying overhead due 

to processing of hops (see section 2.4). These issues need to be investigated in more 

detail for networks using mobile relaying. 

 Finally we note that our relaying schemes created tree-like topologies and as such 

would be well suited for fixed relaying networks. It is perceived that networks using 

wireless terminals would subject users to faster battery drain due to increased relaying 
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loads; particularly affecting users with good links to the access point. However, we did 

not consider the fact that as more hops are used the modes used per hop may be more 

spectrally efficient thus terminals may not be required to transmit for as long thereby 

conserving battery power. It is also worth noting that transmission using multihop 

relaying will use the same energy as singlehop relaying due to frame segmentation. 

Multihop relaying will only distribute transmission energy requirements from the access 

point to wireless terminals. Nevertheless, using fixed terminals for the sole purpose of 

relaying (does not generate own traffic) could alleviate load from wireless terminals and 

ensure we have a sufficient number of terminals to maximize the benefits of relaying. 

Furthermore if power control were used, particularly for links between terminals that 

have excellent channel conditions, power conservation and reuse of the channel may be 

possible which may improve the capacity dramatically. 

 
6.3 Thesis Contributions 
 

The major contributions of this thesis can be summarized as follows: 

• Diversity schemes and the corresponding packet error rate expressions. 

• A novel multihop routing scheme that factors multihop diversity and adaptive 

modulation & coding in calculations. 

• A novel adaptive modulation & coding maximization algorithm that selects 

modulation & coding on hops to maximize throughput. 

• A simulation analysis of multihop diversity in 2-hop relaying showing increased 

gains for wireless terminals with poor links to the access point. 
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• A simple analytical proof verifying that multihop selection combining provides 

increased throughput when the relaying node is located nearer to the destination 

rather than the source. 

• A simulation analysis of 2-hop and multihop networks using the various routing 

schemes showing significantly increased throughput and coverage. 

 
6.4 Future Work 
 
 This thesis raises a number of interesting issues and ideas that may warrant 

further investigation including: 

• Evaluation of more powerful diversity combining techniques such as Chase code 

combining of packets [4]. 

• Investigation of combining schemes for dissimilar modulation and coding levels 

(i.e. combining r:1/2 QAM and r:9/16 16QAM) to increase performance. In this 

thesis we only investigated maximal ratio combining signals of the same mode. 

• Evaluation of multiroute diversity and performance comparison to multihop 

diversity. Multiroute diversity occurs when the copy of data reaches the 

destination through concurrent parallel relaying routes (as opposed to multihop 

diversity where there is one relaying route but we benefit from leakage of the 

signal to all following nodes in the route). 

• Combination of multiroute and multihop relaying to create maximum flow routing 

schemes 

• Inclusion of antenna directivity in routing calculations and evaluation of 

performance 
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• Investigation of smart channel allocation schemes to allow for concurrent relaying 

possibly increasing capacity dramatically. 

• Investigation of joint power control and adaptive modulation and coding schemes 

for relaying. 

• Topology-independent scheduling of frames for relaying and evaluation of 

reduction in packet delay. Topology-independent scheduling is especially 

desirable in mobile networks and can also increase the minimum throughput [5, 

15]. 

• Investigation of mobility in relaying. 

• Realistic traffic models and performance evaluation of the network using varying 

number of relaying nodes. 

• Extension of routing to fixed terminal relaying and comparison of performance to 

wireless terminal relaying networks. 

• Investigation of routing in a mobile environment and effects on performance. 
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