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 I 

 
ABSTRACT 

 
 
 
 
 
Broadband wireless access systems such as Local Multipoint Communications Services 

(LMCS) is aiming to provide multimedia communication services to subscribers in fixed 

locations via millimeter wave transmissions at 28 GHz. In LMCS the total allocated 

frequency band is reused in each cell/sector through the use of highly directional 

antennas and polarization reuse in adjacent sectors.  Some of the key issues in LMCS 

systems are the coverage and the cochannel interference. These problems have to be 

resolved before a successful deployment of such services.  

 

In this thesis, we implement two techniques that are known to combat co-channel 

interference; these techniques are power control and macrodiversity. The objective of this 

research is to analyze the system performance of LMCS system using these techniques 

and under different scenarios. We will provide system designers with the appropriate 

power control command rate and power control step size. Furthermore, the effect of 

macrodiversity on system availability is investigated. 

 
A computer simulation program was developed and used to determine the system 

performance of the LMCS network model. The results of the simulation are obtained and 

presented for different propagation environment and system parameters. The investigated 

parameters include the propagation exponent, lognormal deviation, Rician K factor, 

correlation factor of fading channel, power control rate and step size. 
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Chapter 1 
 

INTRODUCTION 
 
 
 
 
 
The increasing demand for multimedia type, high bit rate services motivated researchers 

to develop broadband wireless access technologies. The delivered services are 

broadcasting TV, video on demand, high speed internet access etc…  

Broadband access systems will serve both residential and business customers in fixed 

networks. 

 

One of the promising broadband access technologies is the local multipoint distribution 

services (LMDS) or local multipoint communication systems (LMCS), which has been 

introduced to deliver a wide variety of broadband services. This wireless technology is 

competing against wireline broadband systems such as Fiber-to-the-home (FTTH), 

hybrid-fiber-coax (HFC), and Asynchronous Digital Subscriber Loop (ADSL) on copper 

wires [6]. 

 

The main advantages of LMDS/LMCS over wireline technologies are easy operation and 

deployment, flexibilit y in on-demand capacity allocation and potential support for a 

broad spectrum of applications, allowing for future development, in addition to, its lower 

initial infrastructure and gradual increment in subscriber cost. The proposed system is a 

bi-directional broadband wireless system to fixed networks at millimeter wave 

frequencies. 

 

The problem that developers and operators are facing is the eff icient utili zation of the 

spectrum (1.3 GHz) for LMCS. It is due to the nature of challenging propagation 

environment at such high frequency. Hence, the coverage is an important issue, which 

needs to be resolved before taking full advantage of this application.  
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1.1 Thesis Objective 

 

The main objective of this thesis is to study the effect of transmit power control on the 

performance of fixed broadband wireless systems in the frequency range of 28 GHz, 

which is known as LMCS/LMDS.  

 

Outage performance and coverage of LMCS system are to be investigated and analyzed 

under different conditions and scenarios with regard to a number of system parameters of 

interest.  

 

These parameters include propagation-environment-related parameters such as 

propagation exponent, standard deviation of lognormal shadowing, Rician fading K 

factor, and time correlation factor for fading channel. The other set of parameters related 

to the implementation of power control schemes is power control command rate, power 

control step size, transmitted power dynamic range and outer loop threshold. In this 

study, we will analyze the influence that each parameter has on the overall performance 

and availability of the service for fixed subscribers in the LMCS system.  

 

The objectives of this research can be summarized as follows: 

 

1. To study the effect of propagation environment parameters on power control 

effectiveness. 

2. To examine the influence of power control parameters on system performance. 

3. Exploit the macrodiversity technique to mitigate cochannel interference.  

 

The thesis objective is achieved by simulating LMCS system model with parameter 

values that make the model as realistic as possible. In simulation, only uplink direction 

(fixed subscriber to base) is considered.  

 
Propagation measurements conducted to date indicate that coverage in suburban areas 

depending primarily on the cell size, antenna heights, and the density of trees and 
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buildings in the area. At carrier frequencies of 28 GHz or higher, the wavelength is in the 

range of 1 cm; for this reason buildings and trees which obstruct the line of sight (LOS) 

typically result in very high signal attenuation. Therefore, one of the main issues that 

have to be resolved is the coverage. 

 

1.2 Thesis Motivation 
 

Power control and macrodiversity have shown promising results in a previous study, 

where a coarse power control scheme is employed [9]. The proposed research aims to 

address the coverage problem and to manage co-channel interference with the 

implementation of power control and macro diversity techniques. 

 

In this thesis, we will employ a finer closed loop power control scheme with macro 

diversity to mitigate co-channel interference and multipath fading. The target is to 

enhance the outage probability and service availability for fixed subscribers, thus 

increasing the service coverage area. 

 

1.3 Thesis Organization 

 

This document is organized into six chapters. Chapter 1 describes the thesis objective, 

motivation and contributions. Chapter 2 provides a brief review of LMCS systems. Its 

applications and system design issues such as error control coding, equalization and 

interleaving. 

 

 In Chapter 3 we will review some of the communication theory and the propagation 

characteristics of the channel. Directional antennas are also described. A survey for 

power control theory and diversity techniques is discussed as well in this chapter.  

 

Chapter 4 introduces the LMCS system model along with the assumptions that were used 

in this study.  
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Chapter 5 gives a summary of the simulation results.  

Finally, in chapter 6 a conclusion of our discussion and recommendation for further 

studies are present. 

 
1.4 Thesis Contributions 
 
 
This thesis contains a performance analysis of LMCS system employing power control 

and macrodiversity in different conditions with regard to some system parameters of 

special interest as mentioned earlier.  

 

A simulation tool was developed to evaluate the performance of the LMCS model under 

consideration. As far as it can be determined based on a review of the literature, this 

research has some general contributions that can be summarized as follows: 

 

1. Analyzing the performance of the LMCS system with respect to the environment 

parameters such as the propagation exponent, Rician K factor, standard deviation of 

log normal shadowing. 

 

2. Studying the effect of the power control parameters on the system performance for 

LMCS network. These parameters are the power command update rate, power control 

step size, transmitted power dynamic range and outer loop threshold.. 

 

3. Observing the impact of macrodiversity technique on system performance.  
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Chapter 2  
 

LOCAL MULTIPOINT COMMUNICATION 

SYSTEM 
 
 
This chapter describes the local multipoint communication systems LMCS architecture.  

LMCS system is the fixed broadband wireless access in the range of 28 GHz. It is very 

attractive because it provides broadband services to residential and business customers. 

Although there are promising applications, there exist some issues to be solved before 

utilizing the potential of this band. These issues include coverage and co-channel 

interference. These problems arise because of the hostile propagation environment. 

 

2.1 Introduction 
 
Recently local Multipoint Communication System (LMCS) or local Multipoint 

Distribution System (LMDS) has been proposed in Canada and the United states for 

wireless access to broadband services. 

 

LMCS is a broadband wireless access technology that is intended to provide broadband 

services to fixed subscribers in small cells. LMCS systems are designed to have cellular 

layout. They attempt to completely reuse the frequency band in each cell through the use 

of highly directional subscriber antenna and polarization reuse in adjacent cells, so that 

the interference from co-channel subscribers in adjacent cells can be significantly 

reduced [6]. 

 

The acronym LMDS or LMCS is derived from the following: 

• L (local) denotes that propagation characteristics of signal in this frequency range 

limit the potential coverage area of a single cell site; ongoing field trials conducted in 

metropolitan centers place the range of an LMDS transmitter at up to 5 miles. 
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• M (multipoint) indicates that signals are transmitted in a point-to-multipoint or 

broadcast method; the wireless return path, from subscriber to the base station, is a 

point-to-point transmission. 

• D (distribution) or C (communication) refers to the distribution of signals, which may 

consist of simultaneous voice, data, Internet and video traff ic. 

• S (service) implies the subscriber nature of the relationship between the operator and 

the customer; the service offered through an LMDS network is entirely dependent on 

the operator’s choice of business. 

 

The advantages of the LMCS over the competitive access technologies such as Hybrid 

Fiber Coax (HFC) and Passive Optical Networks (PONs) are as follows  

• Low entry and deployment cost  

• Ease and speed of deployment: deployment of cable and fiber systems is diff icult in 

certain areas where installi ng in-ground infrastructure is undesirable. LMCS can 

provide similar access bandwidths and a two way capabilit y without trenching streets 

and yards. 

•  Faster realization of revenues as a result of rapid deployment. 

• Quick response to growing market.  

• Bandwidth on demand: Any or all the bandwidth is available to all subscribers within 

the range of the hub. 

 

LMDS provides a wireless alternative to fiber, coax, and asynchronous/very high–rate 

digital subscriber line (ADSL/VDSL) and offers a high capacity locally compared with 

other radio solutions like interactive satellit e systems [31]. 

 

Despite the above mentioned advantages, there are few disadvantages as well which can 

be stated as follows: 

• Because of the nature of frequency reuse there is always the possibilit y of co-channel 

interference 
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• In the frequency range of 28 GHz and above the wavelength is of the order of 

millimeter. This poses the problem of coverage. With such a small size of 

wavelength, tree buildings, terrain and even rain drops cause a high attenuation. 

 

It has been demonstrated by field measurements that signal attenuation due to obstructing 

trees is the most serious propagation impairment [13]. The system performance is limited 

by the abilit y of the system in providing suff icient signal strength over radio links. 

Propagation characteristics of millimeter waves require that transmission should be line –

of-sight; this means small coverage cells. Consequently we have a larger number of cells 

for a given area and therefore an increased number of base stations and distribution 

infrastructure.  

 

2.2 Applications and Service Performance 
 
LMCS and LMDS are wireless terrestrial bi-directional communication systems that are 

intended to provide broadband services to home and business subscribers within covered 

service areas. The targeted services range from one-way video distribution and voice 

telephony to fully interactive switched broadband multimedia applications. Some of these 

applications are as follows: 

 

• Video on demand application 

• Broadband Internet access 

• Interactive multimedia 

• Home off ice  

• Distance education 

• Voice and Video Telephony 

• Entertainment TV 

• Interactive video games 

• Home shopping 

 

The required service performance for LMCS can be summarized as follows [7]: 
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• Call set up < 10 sec. 

• Isochronous cell loss rate <10-3, asynchronous cell loss rate <10-4. 

• Maximum delay < 50 ms. 

 

2.3 Frequency Band and Spectrum Allocation 

 
Regulatory agencies such as the U.S. Federal Communications Commission (FCC) are 

authorizing point-to-multipoint radio systems to operate over a block of spectrum and 

throughout a large geographical area. 

 

FCC has proposed two separate licenses, one license for a bandwidth of 1150 MHz, 

which includes the spectrum from 27.5 to 28.35 GHz, 29.1 to 29.25 GHz and 31.075 to 

31.225 GHz. This spectrum is referred as Block A. The second license, referred as Block 

B, includes the spectrum from 31 to 31.075 GHz and 31.225 to 31.3 GHz, a total of 150 

MHz [5]. 

 

Industry Canada granted two blocks of 500 MHz in the 27.35 to 28.35 GHz ranges. 

Additional spectrum from 25.35 to 27.35 GHz has been designated for LMCS future use. 

Frequency bands in US is shown in Fig.2.1 

 

The segment beginning at 29.1 GHz is shared with the mobile satellite service (MSS) and 

has several restrictions. The restrictions include: [32] 

 

1. Subscriber stations may not transmit. 

2. LMDS hub antennas are restricted as to upper elevation gain. 

3. The aggregate radiated power per square kilometer is restricted. 

4. In some cases coordination is required with MSS earth stations.   

These restrictions limit the distance between hub and subscriber sites and increase system 

design and administration cost. 
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Licensing and deployment in Europe now indicate that there will be systems in different 

frequency bands from 24 GHz up to 43.5GHz. The frequency band 24.5-26.6 GHz with 

sub-bands of 56 MHz has been opened for point-to-multipoint applications in many 

European countries. These bands may then be used for LMDS. 

 

 

 
 
 

Figure 2.1 LMCS/LMDS band Allocation in USA 
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2.4 Cell Architecture 

 

The LMCS system is designed to have a cellular architecture and attempts to reuse the 

total allocated frequency in each sector. This essentially means that frequency will be 

reused 4 times in each cell. The transmitter site should be on top of a tall building or on a 

high pole overlooking the service area. A typical configuration is a four-sector cell site 

using 90-degree beamwidth antennas to provide service to the subscribers. Each of these 

sectorized antennas can support the full bandwidth of the allocated spectrum. The 

isolation between adjacent sectors can be maximized through the use of antenna 

polarization as shown in Fig 2.2. 

 

LMDS has a point-to-multipoint downlink and a point-to-point uplink. In order to 

provide good coverage, fixed subscribers should have LOS path with the hub. In many 

locations, this may not be the case due to blockage from buildings and trees. Low power 

repeaters and reflectors can be used to fill in the areas where there is no available LOS 

path between the hub and the fixed subscriber. The repeater would amplify and redirect 

the signal in the direction of the coverage hole. The use of repeaters to extend coverage 

was studied in [12] and provides an improvement of 6% coverage with macrodiversity.  

 

The maximum cell size for the service area is related to the desired system availability 

obtained from the link budget. Cell size can vary due to the type of antenna, its height, 

and signal loss. Operation in the millimeter range imposes some restrictions. Precipitation 

effects lead to severe attenuation and limit the reliable range of operation to 3-5 km 

depending on the climatic zone and the frequency of operation. 
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V: Vertical polarization 

H: Horizontal polarization 

    Figure 2.2 LMCS Cell Layout 

 

2.5 Propagation Impairments 

 

The propagation environment at millimeter wave frequencies is one of the major 

challenges in delivering LMCS services to fixed subscribers. At such high frequencies 

the signal is attenuated by the obstacles in the radio path between the subscriber and the 

hub, such as buildings, trees and vehicles. Measurement study for LMCS at 28 GHz, in 

Ottawa shows that foliage cause signal attenuation of more than 20 dB in some locations. 

Rain and snow could cause more signal loss [11]. This makes it necessary to provide a 

line-of-sight path from the hub to subscriber for maintaining sufficient signal strength. In 

[30] it was shown that even when line-of-sight paths are available, excess loss due to rain 

attenuation must be accounted for in the link budget. The requirement of line-of-sight for 

reliable communication at these frequencies is presenting a big challenge for system 

designers who try to maximize coverage at minimum cost. 

 

Significant difficulty is expected in providing service to residential subscribers, due to a 

lack of coverage, which, in this situation, results from insufficient relieved power. This 

Fixed 
Subscriber 

Hub 

Directional 
Antenna 

V 

V 
V 

V 

H 

H 

H 
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coverage problem is brought by the use of mm-wave frequencies in combination with the 

assumption that a subscriber will typically be equipped with a small antenna, mounted on 

or near the subscriber roof level, which is typically below the level of obstructing trees. 

 

Coverage studies for LMCS system indicate that coverage in suburban areas can vary 

from nearly 100% down to 50% or less, depending primarily on cell size, antenna 

heights, and the density of trees and buildings in the coverage area.  

 

2.6 Equalization 
 
Intersymbol interference (ISI) caused by multipath in bandlimited (frequency selective) 

time dispersive channels distorts the transmitted signal, causing bit errors at the receiver. 

ISI has been recognized as the major obstacle to high speed data transmissions over radio 

channels. Equalization compensates for intersymbol interference [18]. 

 

Decision feedback equalization (DFE) has been evaluated in [10] for various data rates 

based on the multipath spread present in the measured impulse response data from 

residential area in Ottawa.  

 

The study showed that for data rates of 10 mega symbols per second (Msps) using QPSK 

modulation and with narrow beamwidth directional antenna at the subscriber, it is 

possible to avoid equalizer techniques. However, an equalizer is needed with 3 taps for 

forward filter and 1 tap for the feedback filter for data rates of 25 Msps. The equalization 

requirements for 50 Msps are 4 or 5 forward filter taps and 1 tap for feedback filter. 

 

2.7 Error Control Coding 
 
Error control coding techniques rely on the systematic addition of redundant symbols to 

the transmitted information to facilitate two basic objectives at the receiver, which are 

error detection and error correction. The redundant bits lower the raw data rate through 

the channel. Hence, the spectral efficiency is reduced. 
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The study in [11] shows the Reed Solomon code and the convolutional code performance 

based on the temporal variation of the narrow band LMCS channel studies. The 

parameters for RS codes are length of code word n=255 symbols, packet length=53 bytes 

(1 ATM cell) and error correction capability t= 0 to 10. The probability of symbol error 

as function of link margin for QPSK modulation is shown in Fig. 2.3(a). 

 

Convolutional coding is very popular because of its simplicity in terms of hardware 

implementation. For a constraint length of 7 and code rate =1/2, the probability of bit 

error for different link margin is shown in Fig 2.3(b)  

 

 

     Figure 2.3 (a) [11] 
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     Figure 2.3 (b) [11] 

 

2.8 Interleaving 
 
Interleaving is a form of time diversity that is employed to disperse bursts of errors in 

time. A sequence of data symbols is interleaved before transmission over a bursty 

channel. If errors occur during transmission, restoring the original sequence to its original 

ordering has the effect of spreading the error over time. By spreading the data symbols 

over time, it is possible to use channel coding which protects the data symbols from 

corruption by channel. 

 

The interleaving techniques can be divided into two categories: 

• Block Interleaving 

• Convolutional Interleaving 

 

The interleaver performance depends on memory required for data storage and the delay 

in interleaving and deinterleaving, which should be kept as small as possible. The 
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performance of both interleavers was evaluated in [11] using the following parameters 

with RS codes. 

1. Interleaving length =
t

3000
 where t is the error correcting capability (t=2). 

2. Data rate = 40 Mb/s. 

 

The delay with convolutional interleaver is 40 msec and using block interleaver is 80 

mseconds. Efficiency can be defined as the ratio of the length of the smallest burst of 

errors that can cause the errors correcting capability of the code to be exceeded to the 

number of memory element used in the interleaver. An efficiency of 14.2% for block 

interleaver and 64% for convolutional interleaver has been shown in [11]. 
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Chapter 3  
 

 RELEVANT COMMUNICATION THEORY 

 

 
 

In this chapter we will discuss the propagation and multipath characteristics of the radio 

channel such as path loss, fast fading, and shadowing. The concepts of frequency reuse 

and directional antennas will also be discussed. Power control and diversity that are used 

to combat cochannel interference and multipath fading will be discussed as well. 

 

3.1 Propagation in a Mobile Communication Environment 
 

In a mobile radio environment the propagation phenomena can be characterized using 

different propagation models. These models can be divided into two groups, namely 

theoretical and empirical models. 

 

 Modeling the radio channel has been one of the most difficult parts of mobile 

communication systems design. Thus the stochastic behavior of the mobile radio signal 

may be described by means of statistical distributions. Three distributions are closely 

related to the mobile radio channel statistics: lognormal, Rayleigh and Rician. The 

lognormal distribution describes the envelope of the received signal power shadowed by 

obstructions such as buildings and hills. The Rayleigh distribution describes the envelope 

of the received signal resulting from multipath propagation. The Rician distribution 

considers the envelope of the received signal with multipath propagation plus a line-of-

sight component. Propagation models are required to quantify two variables: 

 

 1- Average signal strength at any distance from the transmitter. 

 2- Signal variability which characterizes the fading nature of the channel. 
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Fixed broadband wireless systems such as LMCS/LMDS operating at mm-wave 

frequencies requires a LOS between the hub and the fixed subscriber. Residential 

subscribers that are fixed in location are highly affected by signal attenuation due to 

foliage movement obstructing the link especially in windy environment. The distance 

path loss and shadowing do not change in BWA. But multipath fading is existed in the 

channel due to foliage and rain attenuation. 

 

3.1.1 Propagation Path Loss 

 

Path Loss can be defined as the difference between the transmitted power and the  

received power. An exact estimate of the path loss in mobile communications is not 

available. There are many path loss models but we will discuss only the free space path 

loss model. In the free space model, the ratio between the received power Pr and the 

transmitted power Pt is given by the Friis free-space transmission formula as follows [18]  

 

 
t

r

P

dP )(
= 

2

2

)4( d
GG rt

π
λ                                                                             (3.1)       

where d is the distance, Gt  and Gr are the transmitter and receiver gains respectively, and 

λ is the wavelength. 

 

Accordingly, the path loss (in decibels) is 

 

  L(dB) =  -10 Log Gt –10 Log Gr + 20 Log(4πd) – 20 Log(λ)           (3.2) 

 

Assuming unity antenna gains Gt  and Gr , the path loss in dB is given by 

 

 L(dB) =  20 Log(4πd) – 20 Log(c/f)                                                     (3.3)   

                                  

Where f is the frequency in hertz, d is the distance in m and c is the speed of light ( 8103×  

m/s). 
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A large-scale propagation model use a close-in distance do, as a known receiver power 

reference point. The received power at any distance d (d > do), may be related to the 

received power at distance do. Thus received power can be given for free space model by  

 

2

)()( 

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
×=

d

d
dPdP o

orr                   d > do                                            (3.4) 

 

The reference distance do must be chosen such that it lies in the far-field region (i.e. do > 

df ) . 

λ
22Dd f =  where D is the largest dimension of the antenna aperture. 

 

3.2 Small Scale Fading 

 

Small Scale fading refers to the fluctuation of the amplitude of the signal over a short 

period of time or travel distance. The received signal is usually a superposition of two or 

more reflected signals. These signals can be called multipath signals, which combine at 

the receiver antenna and can cause the received signal to distort or fade. The effects of 

the small scale fading or simply fading can be summarized in the following: 

 

a- Rapid changes of signal amplitude over a small distance or short period of time. 

 

b- Random frequency modulation caused by the Doppler shift. 

 

c- Time dispersion by the multi-path delays. 

 

Different channel conditions produce different types of small-scale fading. The type of 

fading depends on the following factors : 
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• Speed of the mobile: the relative motion between the mobile and the base station 

results in random frequency modulation due to different doppler shift on different 

multipath components. 

 

• Speed of surrounding objects: the movement of objects in radio channel induces a 

time varying doppler shift on multipath component. Their effect dominates the small-

scale fading if they have a higher speed compared to the mobile speed. 

 

• Transmission bandwidth of the signal: if the transmitted signal bandwidth is greater 

than the channel coherence bandwidth, the received signal suffers multipath distortion 

(ISI)  

 

A. Rayleigh Fading  

 

It is well known that the envelope of the sum of two quadrature Gaussian noise signals 

obeys a Rayleigh distribution. The Rayleigh distribution has the following probability 

density function (pdf) [18] 

 

 P ( r ) = 
2σ

r
 exp )2(

2

2

σ
r−               0 ≤  r  ≤  ∞                     (3.5)                                          

Where  σ is the rms value of the received signal power before envelope detection, σ2 is 

the variance of the received signal, and r2 is the instantaneous power. Rayleigh fading 

usually applies to scenario where there is no LOS path between the transmitter and the 

receiver. The corresponding cumulative distribution function (CDF) is given by 

 

           P (R) = Pr ( r ≤  R )= ∫
R

drrP
0

.)(  = 1 - exp )2(
2

2

σ
R−                   (3.6)     

The mean value of r, σπ
2

)( =rE , the mean squared value of r 22 2)( σ=rE  and the 

variance of r = 2)
2

2( σπ− . 
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B. Rician Fading 

 

The Rayleigh fading holds only in the case where there is no LOS path. However, when 

there is a dominant signal component such as line of sight propagation path; the small-

scale fading envelope is Rician. As the dominant signal component becomes weaker, the 

composite signal envelope becomes Rayleigh fading. The Rician distribution is given by 

 

P ( r ) = 
2σ

r
 exp )2(

2

22

σ
Ar +−    







20 σ
Ar

I            for 0,0 ≥≥ rA              (3.7)   

 

Where A denotes the LOS dominant signal component and I0 is the modified Bessel 

function of the first kind and zero-order. The Rician distribution is often described in 

terms of the K factor ratio, which is defined as the ratio between the dominant signal 

component and the scattered power. It is given by  
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2
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K =  

 

It is obvious that when A goes to zero (i.e. the dominant path signal component fades 

away) the K will go to zero and the Rician distribution degenerates to the Rayleigh 

distribution. 

 

3.3 Large Scale Fading (Shadowing) 

 

Large scale fading is so called because it characterizes signal strength over a large 

variations in T-R separation distance. It also describes the variation in the mean signal 

strength due to the diffraction of the signal caused by the obstacles in the physical 

channel. Thus, it is also referred to as shadowing.  
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As opposed to the rapidly changing small scale fading, shadowing is more or less a local 

change in the average signal strength because it has a much slower variation around its 

mean value. Shadowing was found to have a log-normal distribution, which implies that, 

the measured signal level in dB, at specific T-R separation has a normal distribution 

about a distance dependent mean mr [18]. The pdf of the log normal distribution is   

 

             P(r) = 
r

r

r

mr
2

2

2 2
)][

exp
2

1
σπσ

−−                                       (3.8)     

 

where σr is the standard deviation of the random variable r (signal level) in dB. The 

probability of the received signal level exceeding some threshold ro is given by the 

following 
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r
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 )      (3.9)              

where   

 

           Q( zo ) = ∫ −∞

oz drr )2exp(
2
1 2

π                                          (3.10)                                                                    

               

3.4 Frequency Reuse and Interference 
 

Frequency reuse refers to the use of radio channels on the same carrier frequency to cover 

different areas that are separated from one another by sufficient distances. The service 

area, can be divided into cells in a regular fashion, therefore, cells can be represented by a 

regular polygon. The Hexagon was found to serve a given coverage area with the fewest 

base stations; therefore it can be an ideal choice.  

 

Each cell is assigned a group of radio channels, which is different from those of the 

neighboring cells. 
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                              Fig 3.1 Frequency Reuse Concept When N = 7. 

 

The number of cells per cluster N is a parameter of major interest, since in a practical 

system this number determines how many different channel sets must be formed out of 

the total allocated spectrum [27]. The frequency reuse factor is defined as N
1  . 

 

Interference is one of the major limiting factors in the performance of cellular radio 

systems. The two major Interference problems in mobile communication systems can be 

mainly classified as co-channel or adjacent channel. 

 

3.4.1 Co-channel Interference 

 

Co-channel interference is a complication that arises in mobile systems because channels 

are used simultaneously in as many cells as possible, with the minimum acceptable 

distance, in order to increase the frequency reuse efficiency. This type of interference 

plays a significant role in determining the capacity of the cellular system. Unlike thermal 

noise, which can be overcome by increasing the transmitted power, increasing the 

transmitted power cannot combat co-channel interference. This is because increasing the 

subscriber transmit power will increase the interference to other co-channel cells.  

 

Reducing the co-channel interference by increasing the co-channel reuse ratio results is a 

smaller number of cells per cluster, i.e. smaller capacity. A trade-off must be made 

between co-channel interference and system capacity.  
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3.4.2 Adjacent Channel Interference 

 

Adjacent channel interference occurrence is basically due to equipment limitations such 

as receiver bandwidth and filtering. A better control of the adjacent channel interference 

is possible with the careful filtering and channel assignments by avoiding assigning 

channels that are all adjacent in frequency to the same cell .  

 

In LMCS systems, each cell attempts to reuse the total allocated frequency band of the 

system, which makes the co-channel interference significantly high. In our model, we’ve 

assumed a well -filtered receiver. Hence, the adjacent channel interference can be ignored. 

 

3.5 Directional Antennas 

 

The Directional Antenna is capable of transmitting, or receiving, radio signals with 

greater power in certain directions and lesser power in other directions.  It is also called 

narrow-beam antenna when its radiated energy is confined to a small solid angle and thus 

has a narrow-beam main lobe. The gain of the antenna is inversely proportional to the 

beamwidth; thus a highly directional antenna could have quite high antenna gain in its 

main lobe.  

 

For LMCS systems which work in the vicinity of 28 GHz, it is quite diff icult to design 

the transceiver to provide high transmitting power. By using a highly directional antenna, 

the transmitted power can be concentrated by the high antenna gain, which is a result of 

the narrow beamwidth of the directional antenna. The study in [9] finds that highly 

directional antennas at the subscriber in fixed location can provide large improvements in 

system performance and could support system design of frequency reuse of one in LMCS 

systems. A highly directional antenna with small sidelobe can null out interference 

outside of the mainlobe and therefore improve system performance.  
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3.6 Power Control 
 

The high demand for wireless communication services shows the need for technology to 

further increase the capacity of cellular communication systems. Increasing the capacity 

can be done in many ways, one of them is to reuse the frequency band available for the 

system in the best manner. The capacity of the system is maximized if the transmitter’s 

power is controlled so that its signal arrives at the base station with minimum required 

signal-to-interference ratio. If the received signal at the cell site from a subscriber is low, 

the bit error rate will be too high for that user. On the other hand, if the received signal 

from a subscriber is too high, the performance for that user will be acceptable, but 

interference to other users will be increased, which will l ower their performance.  

 

Power control schemes must operate rapidly enough to track the changes in path loss, 

which arises due to mobile movement. If the mobile is moving closer to the base station it 

will have higher received power at the base from another mobile near the cell border. The 

closer mobile will capture the base station and this is known as near/far problem. 

 

Power control schemes can be divided based on measurement criteria into the following 

categories: 

1. Signal based power control is based on the original idea of power control to keep the 

power of all signals received at the base station from all transmitters as nearly as 

possible equal so as to mitigate the effect of near/far problem. This process is done in 

a certain step size for each power control command. 

2. Signal-to-interference (SIR) based power control relies on the fact that SIR received 

by base station from all subscribers should be the same. 

3. Power balancing power control scheme equalizes the subscriber’s signal power to the 

same level at the base station by adjusting the power by the amount required to 

achieve the required threshold in one step. 

4. SIR balancing power control was proposed to adjust the transmitted power of all 

mobiles in order to achieve a certain achievable SIR. This algorithm should find 
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exactly the transmitted power that each subscriber should transmit with in order to 

satisfy the required SIR level by the receiver. 

 

Another factor that affects the signal is rapid change in signal level due to mobile 

movement or scatterers i.e. multipath fading. When the mobile is hidden behind an 

obstacle like a building it receives a low signal level. If the mobile passes the corner of 

the building and has a better line-of-sight to the base station it will have a better signal 

and the mobile should immediately reduce its transmitted power in order to avoid 

unnecessary interference to other mobiles. Therefore power control must track multipath 

fading.  

In broadband wireless access systems BWA adaptive transmit power control is required 

to equalize near/far and rain fading effects so that the received powers at the hub from 

multiple subscribers arrive at almost the same power level. An equal received power level 

is desirable for three reasons: 

 

• For TDMA systems, equal power allows burst receivers to more easily recover 

successive signals from different subscribers. 

 

• For FDMA systems, equal power minimizes the required adjacent-channel rejection 

of the hub receiver and minimizes the required adjacent-channel spurious emission 

suppression required of the upstream transmitters. 

 

• For systems that employ intensive frequency re-use, such that the upstream channel is 

spatially reused at the same hub in another sector, equal received power minimizes 

the required hub antenna out-of-sector rejection required to ensure adequate C/I. 

 

Many authors have studied power control issues so far. A variety of power control 

schemes have been put forward based on different criteria. Power control schemes have 

two loops, inner loop and outer loop. Furthermore, the inner loop can be classified as 

open loop control and closed loop as shown in Figure 3.2. 
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                     Figure 3.2 Power control loops 

 

 

3.6.1 Inner Loop Power Control 

 

Inner loop power control can be divided into two categories: the open loop and the closed 

loop power control methods. In the following subsection we will explain the difference 

between them. 

 

3.6.1.1 Open Loop Power Control 

 

In open loop power control, the transmitter attempts to estimate the path loss based on the 

measurement of the receiving power. It adjusts the transmitted power according to the 

received forward link signal strength. Reception of a strong signal indicates that the 

transmitter and receiver are either very close or there is a good propagation path between 

transmitter and receiver, hence a relatively low power is needed for acceptable reception.  

 

The open loop power control is based on the assumption that the path losses on both 

forward link and reverse link are the same. Hence, it mainly compensates for the path 

loss and shadowing. However, due to the discrepancy between the carrier frequency 

bands for each link, although lognormal shadowing normally exhibits reciprocity, the 

fading is independent for the reverse link and forward link, and the path losses will not be 
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the same for each link. The coarse adjustment of the transmitting power needs to be 

further refined. This is accomplished by closed loop power control. 

 

3.6.1.2 Closed Loop Power Control 

 

Closed loop power control is a sort of fine-tuning on the open loop power control. In 

cellular systems, taking the reverse link power control as an example, the mobile 

transmitted power is controlled by a signal from the base station. According to the power 

level assigned by system controller, each base station controller maintains the desired 

power level for each mobile that is active within that cell. 

 

The subscriber uses two frequencies, one for transmission and one for receiving. The 

frequency separation has very important implications for the power control process. It 

causes the multipath fading to be independent in both links, due to the frequency 

separation, i.e. the mobile can not measure the path loss of a received signal and assume 

that the same instantaneous path loss is present on the reverse link. To account for the 

independence of multipath fading on the forward link and the reverse link, the mobile 

will be controlled by power adjustment commands from the base station. The base station 

measures the received signal level from each mobile. The measured signal is compared 

with a desired signal level and a power command Cp is sent through feedback channel to 

that mobile to adjust its transmitted power. In reality, it is often desired to combine the 

open loop and closed loop power control techniques [29]. 
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The rate of the power command must be high enough to track the multipath fading. It is 

important that the latency in determining the power control command and the 

transmission process time should kept small so that the channel conditions will not 

change significantly before the power command can be received and executed. 

 

While the closed loop control may not be fast enough to quite keep up with fast fading, it 

is at those higher fading rates that coding and interleaving are most effective. At lower 

fade rates the interleaving may be less effective, but then power control is extremely 

robust. 

 

3.6.2 Outer Loop Power Control 

 

The closed loop power control also employs what is termed an outer loop power control. 

This mechanism ensures that the power control strategy is operating correctly. The frame 

error rate at the base station is measured and compared with the desired error rate. If the 

difference between error rates is large, then the outer loop power command threshold is 

adjusted to yield the desired FER. Increasing the threshold reduces the frame error rate, 

thereby improving the quality of the received signal. Reducing the threshold tends to 

increase the frame error rate. 

 

3.7. Diversity       

 

Fading is considered to be one of the main causes of performance degradation in a mobile 

radio system [17]. Fading counteraction is usually carried out by means of diversity 

methods. Diversity is a powerful communication receiver technique that exploits the 

random nature of radio propagation to find independent or at least highly uncorrelated 

signal paths for communication. If one path undergoes a deep fade, another path may 

have a strong signal. By having more than one path to select from, both the instantaneous 



 29 

and average SNRs at the receiver may be improved, often by as much as 20 dB to 30 dB. 

[18]. 

 

3.7.1 Long term fading counteraction 

 

The methods of counteracting the lognormal shadowing use macroscopic diversity. 

Macroscopic diversity is simply implemented by providing more than one base station so 

that the mobile always have a clear radio path to one base station. This type of diversity 

can be considered as a kind of space diversity. 

 

3.7.2 Short term fading counteraction 

 

Methods of counteracting fast fading use microscopic diversity. Microscopic diversity 

relies on the fact that independent signals have a low probability of experiencing deep 

fades at the same time. 

Diversity techniques can be divided into: 

 

• Space or antenna diversity is one of the most popular forms of diversity used in 

wireless communications. Antennas separated by half wavelength or more will have 

uncorrelated envelopes. While one antenna sees a signal null, another antenna may 

see a good signal. One of the advantages is that it does not need more frequency 

spectrum. On the other hand, its drawback is that it needs a sufficient space separation 

between antennas. 

 

• Polarization diversity takes advantage of the orthogonality of the polarized wave 

components of the travelling wave. Although the two components of the polarized 

wave travel through similar paths, the obstacles encountered by these waves scatter 

each one in a different way. It has been primarily used for fixed radio links, which 

vary slowly in time. For example, in line-of-sight microwave links it can support two 

simultaneous users on the same radio channel. 
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Note that with the polarization only two antenna branches are available, as opposed to 

space diversity where several branches can be obtained using multiple antennas. 

 

• Frequency diversity transmits information on more than one carrier frequency. The 

frequency separation between carriers should be larger than the coherence bandwidth. 

This technique has the disadvantage that it requires large bandwidth. 

 

• Time diversity transmits information at time spacing that exceeds the coherence time 

of the channel, so that multiple repetitions of the signal will be received with 

independent fading conditions. Time diversity is usually exploited via interleaving 

and FEC. One drawback with time diversity is the delay which arise due to time 

needed to collect the repeated transmission. Also, increased bandwidth is required. 

 

• Angle diversity is used where two or more directional antennas can be pointed at 

different directions at the receiving site. For example, an adaptive antenna tracks the 

best signal by adaptively positioning itself to the best angle. 

 

 

3.8 Outage Probability and System Availability 

 

Outage probability is a useful performance measure, expressing the fraction of time that 

the signal-to-interference ratio is below a certain threshold, due to fading, for a given 

desired user in a given position. If noise is also significant, an outage occurs when the 

signal-to-interference-plus-noise ratio (SINR) drops below the threshold. 

 

The receiver threshold can be called protection ratio or target SINR as well. Its value 

depends on the required bit error probability (BER) for a specific modulation. 

 

The outage probability for a particular subscriber can be expressed by 
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( ) { }γγ <= SINRPoutage Pr  for that subscriber, 

 

where γ is the threshold. 

 

System availability can be defined as the percentage of subscribers position having less 

than 1% outage. 
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Chapter 4 

LMCS SIMULATION MODEL 

 
In this chapter, the LMCS system model to be implemented is thoroughly described and 

all related assumptions are clearly stated and justified. The objective of this simulation is 

to investigate the system availability for fixed users by implementing power control in 

LMCS. The effects of system parameters such as the characteristics of propagation 

environment, power control command rate and power control step sizes are considered. 

Simulation is conducted for reverse link (up link) only. 

 

4.1 Simulation Model 

 

Observations from [8] and [30] indicate that strong signals are received only at locations 

where a LOS path was available between the transmitter and receiver. Both studies 

concluded that a LOS path is required to provide reliable LMCS service. Line of sight 

(LOS) system performance will be investigated through simulations. LMCS systems 

attempt to reuse the allocated frequency band in each cell by means of directional 

antennas and polarization reuse in adjacent sectors. Perfect orthogonal polarization is 

assumed which means perfect isolation between horizontal and vertical polarization. 

 

4.1.1 System Model 

 

The LMCS simulation model is designed to have a cellular layout with frequency reuse 

factor of 4 (i.e. total frequency band is reused in each of 4 sectors). We assume that 9 

cells with square grid cover the service area; each hub consists of 4 sectors. 

 

Highly directional subscriber antennas and perfect orthogonal polarization are used to 

reduce the cochannel interference and to provide high coverage. As we can see from 

Figure 4.1, V and H refer to vertical and horizontal frequency polarization, respectively. 



 33 

Therefore, two of the sectors in each cell will have horizontal polarization and the other 

two sectors will have vertical polarization. Cells are assumed to be square and the base 

station of each cell is located at the center of the cell. 

 

The cell radius is 2 2  km; i.e. the distance between base stations is 4 km. This gives a 

total coverage area of 144 km2. Subscribers will be uniformly distributed in each sector 

of the cell. For every subscriber signal received at the base station, there will be up to 17 

interferers. In order to neglect the border effect we collect data for users in the central 

cell. As part of an overall program to evaluate power control, we have developed a 

simulation model. 
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                         Figure 4.1 LMCS System Model 
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4.1.2 Propagation Model 

 

As mentioned in chapter 3, a transmitted signal in radio channel is subjected to a 

propagation path loss directly proportional to the propagation exponent, shadowing and 

multipath fading. The effect of propagation environment parameters such as Rician K 

factor, propagation exponent and shadowing standard deviation on system availability 

will be studied. Based on propagation studies in the LMCS project, simple but realistic 

assumptions are made. 

 

4.1.2.1 Path Loss Model 

 

In mobile communication systems a reference distance is used to represent the minimum 

distance allowed between the transmitter and the receiver. Here we are going to denote 

this distance by do and assume it to be 20 meters. See equation (3.4) 

 

Now, we can calculate the average received power at a base station with distance d from 

the fixed subscriber  (d > do) by the following equation     

   

 

where PT is the transmitted power of subscriber, f is the carrier frequency in Hz, n is the 

propagation exponent, GT and GR are the gains of the transmit and receive antennas, 

respectively, and c is the speed of light (3∗108 m/sec). For directional antennas the gain 

could be the main lobe gain or the side lobe gain based on the location of the subscriber 

location within the cell. 

 

One of the simulation parameters is the path loss exponent. Typically, the path loss 

exponent for free space propagation is 2 and for shadowing urban areas it is 3 to 5. The 

likelihood that a channel link between a fixed subscriber and its base station to have a 
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path loss exponent equal to 2 is higher in comparison to that between a fixed subscriber 

and other base stations.  

 

4.1.2.2 Large Scale Fading (Shadowing) 

 

As we noticed from chapter 3, the received power for fixed users at the same distance 

from the transmitter but at different locations will be different. This phenomenon is 

known as shadowing. Large-scale fading or shadowing is considered in this model as 

another channel impairment that affects the transmitted signal and can be represented by 

a lognormal distribution with distance dependent mean as in equation (4.1) and a certain 

standard deviation σ. 

 

4.1.2.4 Small Scale Fading 

 

In our simulation model, we included the multipath fading. Different statistical 

distributions are used in mobile communications to represent such channel impairments. 

Results in [11] study indicate that the existence of a LOS path is crucial to alleviate the 

coverage problem and reduce outage probability for LMCS systems. 

 

The existence of a LOS path plus the scatter component can be represented by a Rician 

distribution. Referring to what we discussed in chapter 3, Rician distributions 

can be represented by a Rician K factor, which is the ratio of the deterministic LOS 

component to the scattered component. It can be represented by the following equation 

 

 

When K= 0 the deterministic component (LOS power) goes to zero and the distribution 

becomes Rayleigh fading.  In our simulation we will study the effect of the Rician K 

factor on the outage performance. We will assume different propagation environments for 

the desired subscriber and the interferers. The user of interest will have a better link to its 
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base station, so a higher value of K is used to simulate this situation. On the other hand, 

links between the user and other cells will have lower K values. 

 

In order to generate a Rician fading channel we have to generate two independent normal 

distribution samples with zero mean, a certain standard deviation, and a LOS component 

A as shown in the following equation; for β, the envelope of the Rician faded signal: 

 

 

In the above, UX and UY are Gaussian r.v’s with zero mean and standard deviation σU. We 

will assume a certain value for the subscriber Rician K factor, then we calculate the LOS 

component by solving eq 4.2 and the mean squared value of β, which is 

222 2)( AE += σβ . The average received power is set to 1(i.e. unit average received 

power). The solution for the two equations will give  
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Substituting in equation 4.3 gives the Rician parameter. 

 

Propagation studies in [11] show that the channel will remain approximately time 

invariant or time flat for 0.01 sec to 0.05 sec. As the expected data rate for LMCS is 20-

40 Mbps it is obvious that the signal will undergo slow fading relative to the bit rate. The 

slow fading environment allows a closed loop transmit power control system to operate 

accurately and track multipath fading. 

 

A channel model that is time correlated is developed to provide a more realistic 

performance analysis compared to independent fading assumptions. The samples can be 

made correlated in time by passing the independent Gaussian distributed samples X and 

( ) 22
YX UUA ++=β (4.3) 

(4.4) 



 37 

Y through the low pass filter shown in Fig 4.2. The time correlated samples can be 

calculated as follows:  

 

 

 

 

Where X and Y are two independent Gaussian distributions with zero mean and standard 

deviation σ and Ux and Uy are the time correlated samples. Also, α denotes the 

correlation factor. If  α = 0 then the samples are uncorrelated and thus independent and 

when α= 1 the time samples are identical. 

 

In order to avoid the transient response of the low pass filter, we start collecting time 

correlated samples after the steady state is reached. The number of independent samples 

that we need to generate before it reaches steady state depends on the ratio between the 

time correlated variance and the independent variance. If we denote the time correlated 

variance as 2
Uσ and the independent samples variance as 2σ , then we can define the ratio 

between these variances at steady state as follows 

 

α
α

σ
σ

+
−==

1

1
2

2
Uu    (4.7) 

 

The time constant of the filter is α−1
1 , and it is assumed that the steady state is achieved 

within 3 time constants (this would correspond to 30 samples for α =0.9). 

At the steady state, the independent X and Y samples variance has to be modified in 

order to satisfy the unit average received power constraint : 

 
22

112

+
=

Ku
σ , while the correlated samples UX and UY will have a variance of  
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+
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( ) XUU XoldXnew ∗−+∗= αα 1 (4.5) 

( ) YUU YoldYnew ∗−+∗= αα 1 (4.6) 
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  Fig 4.2 Time correlated Rician Fading  

 

Referring to Figure 4.3, we plot the average received power ( 2
nβ ) in linear and dB scale 

for different values of α . It can be seen that the channel is slowly varying in time with a 

correlation factorα =0.9 (i.e. high correlation between samples) compared to the channel 

with no correlation (α =0). 
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     (a) α =0 [dB] 

 

     (b) α =0.2 [dB] 
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    (c) α =0.9 [dB] 

   

  (d) α =0.0 [Linear scale] 
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   (e) α =0.2 [Linear scale] 

   

 (f) α =0.9 [Linear scale] 

Figure 4.3  Envelope power of a Rician channel with different correlation factors. 
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Now the received power by the base station, which was given by equation (4.1), can be 

modified to include the impact of shadowing and multipath fading as follows: 

 

 

 

 

4.2 System Parameters 

 

It has been shown that directional antennas can improve the performance of LMDS 

systems [9]. In this section we’ ll review some of the system parameters such as the 

dynamic range of the transmitted power and thermal noise. The first two parameters can 

be controlled, whereas the last one depends on the channel bandwidth. In the previous 

work [9], the gain ratio of the directional antenna has been established. So, in this work 

we’ ll use the same value. 

 

4.2.1 Directional Antennas 

 

Directional antennas or sectored antennas are used to reduce the received interference 

through the antenna main lobe by attenuating out-of-beam interferers. Unlike mobile 

cellular systems, in LMDS/LMCS the subscriber antennas are highly directional and 

point toward one specific base station. It is shown in [9] that LMCS system outage 

performance is much better with directional antennas compared to the case of 

omnidirectional antennas. The LOS system performance is more sensitive to the hub 

antenna gain ratio and could be dramatically improved when using a directional antenna 

of high gain ratio at the subscriber. Therefore, in our simulation directional antennas were 

used at both subscriber and base station.  

 

The main lobe gain is uniform and has a certain value; the side lobe gain will have a 

uniform gain but with a lower value than the main lobe gain value. The difference (in dB) 

between these values is the gain ratio of the antenna.  It is fixed for both the base and the 

user at 25 dB. The main lobe gain of the base station is assumed to be 25 dB and the 
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sidelobe gain is 0 dB. On the other hand, the subscriber main lobe is 35 dB and the 

sidelobe is 10 dB. Each cell will have 4 base station antennas with beamwidth of 90 

degree. Each user will have a highly directional antenna with beamwidth of 3 degrees.  

 

4.2.2 Dynamic Range 

 

The range of transmitted powers limits power controls. Dynamic range may be limited 

further by terminal capabiliti es and need to accommodate thermal noise. We assumed 

different scenarios for the subscriber’s dynamic range. The transmitted power is either 

bounded by upper and lower limits, or it could be bounded by just one of the limits. The 

value of the upper and lower bounds are chosen to be –10 dBw and –50 dBw. The upper 

bound for the transmitted power is a very important factor. For example, a user which has 

a high outage probabilit y (i.e. low received SINR) will t ry to increase its transmitted 

power in order to satisfy the base station requirement and will cause severe interference 

to the other subscribers. Furthermore, the upper bound reflects the fact that the maximum 

power output from any practical transmitter is limited. Therefore the upper bound is 

crucial for satisfactory performance. 

 

4.2.3 Thermal Noise 
 

The receiver thermal noise power assumed here to be additive white Gaussian noise 

(AWGN) and can be calculated from the following equation 

 

  N = K T B F                                 

 

Where K is Boltzmann’s constant (1.38×10-23Joules/Kelvin), T is the system temperature 

(290 K), B is the channel bandwidth in Hz and F is the noise figure. The noise figure is 

assumed to be 8 dB in this study [9]. 

 

It is suggested that the uplink channel is 2 MHz and the downlink channel is 40 MHz [7]. 

 

(4.9) 
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4.3 Binary SINR-Based Power Control 

 

SINR-based power control model was investigated in [1,2]. It is an example of the closed 

loop technique. In chapter 3, we discussed different power control approaches. Measuring 

the received signal or SINR can implement these algorithms. It is obvious that SINR-

based power control is more realistic and is actually desirable from the radio link 

performance perspective, since it is SINR that determines the received bit error 

probabilit y. This power control algorithm allows the power commands to be updated at a 

higher rate than the multipath fading rate. This type of power control can partially 

accommodate the effects of fast fading [1].  

 

The performance of the reverse link (uplink) will be simulated. The base station measures 

the received SINR from desired user and compares it with a SINR threshold. The 

difference between received SINR and the outer loop SINR threshold can be defined as 

follows 

 

                   e = γreceived – γth        

 

If the error is greater than zero, a power command is issued by base station for the 

transmitter to decrease its power by a predetermined amount, we refer to this amount as 

the step size. Otherwise an up command is sent to increase the transmitted power. 

 

The user’s transmitted signal power Pi (dBw) is updated by fixed step size of ∆  (dB). 

During ith period, the signal power received at the base station is Pi  +G, where G is the 

channel gain in dB. The interference from co-channel users are added linearly to thermal 

noise, converted to dB, and then subtracted from the received signal’s power in dB to 

give the measured SINR at the base station: 
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  Figure 4.4 SINR-based power control 

 

 

The measured SINR is compared with the desired level (γth) e.g. 15 dB. The difference 

between these two values is quantized by the power command decision and a power 

command is transmitted to the user through the feedback channel. 

 

Pi+1 = Pi  - C(e) . ∆  

 

 

 

 

where C(e) is the power control command. 
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The performance of the system depends greatly on how the power control threshold (γth) 

is set. We have assumed a fixed outer loop power control threshold for all users; this 

value can be adjusted according to the frame error rate FER. The effect of power control 

command error is not included in this study. 

 

In our simulations, power control is applied for the entire system. However, the data are 

collected only for users within the first sector of cell 5 (refer to figure 4.1). This is due to 

the fact that the interference for radio links of the user at the edge cells of our system 

model is different from those at the central cell.  

 

The system stability was carefully studied, and tests were applied to confirm whether the 

system becomes stable or not. We noticed that the system always reached steady state 

and remained stable after the initial startup period, which was always less than 40 power 

control sampling periods. The startup period data is excluded from our results. 

 

Imposing an upper bound in the transmitted power by each user, i.e. setting the dynamic 

range is very important. Thus, we study the effect of the dynamic range. The upper bound 

will force the user not to go beyond a maximum value in order to prevent causing more 

interference to other users. For example, a user who has poor quality (i.e. low SINR) will 

try to transmit with a higher power level in order to be received at the corresponding base 

station, and this yield more interference to other users, which in turn will increase their 

power in order to maintain their quality. This positive feedback can be reduced by 

imposing maximum transmitted power. 

 

Simulation results presented in [ 1,2] indicates that, for feedback SINR based power 

control to work effectively against fast multipath fading with diversity, the power 

command updating rate must be significantly higher than 10 times the multipath fading 

rate. At the same time power command rate must be slow compared to data bit rate so 

that power command bits do not consume much available bandwidth. 
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4.4 Multi-step SINR-based Power Control  

 

A multistep power control mechanism for uplink communications to improve the system 

performance was first suggested in [3]. In the multi -step power control algorithm, the 

receiver, which is the base station in the case of up link, issues its power control 

command to the subscriber to update the transmitted power. The power control command 

quantizes the difference between the received SINR and the desired level set at the base 

station into multiple levels. 

 

The functional block diagram of the multi -step SINR based power control method is 

shown in Fig. 4.5, and we can describe its operation as follows: 

 
1. The power control of each uplink is assumed to operate synchronously and 

periodically with power control sampling period Tp. 

2. At the beginning of a control sampling period, each base station measures the 

received SINR (dB) and compares with a pre-defined desired level ( thγ ). The 

difference is denoted by error. 

3. The base station encodes the difference error into a power control command cmd in 

the block of the power control command decision and sends cmd to the subscriber. 

The cmd is a multiple-level coded command. The power control method is said to be 

in mode-n if cmd has the range of { -n , -(n-1),…, -1, 0, 1… n-1, n} and in mode-0 if 

cmd is either 1 or –1. Note that mode-0 is the SINR based power control scheme. 

4. The subscriber performs the cmd by the power control command received. 

5. The subscriber updates the transmitted power by an amount of cmd * ∆  at the 

beginning of the next sampling period. 

 

The encoding of the error into power control command cmd can be explained as follows; 

we define ∆−= errorkey  (dB), then the cmd command can be related to key according 

to the following equation. 
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It is found in [3] that there is an appropriate control mode for a given step size, and a high 

power control mode is unnecessary since sending more power control bits will consume 

too much available bandwidth. Another important result is the existence of an optimal 

step size. The desired level ( thγ ) should be selected carefully. Setting the desired level too 

high or too low will significantly degrade the system performance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4.5 Block diagram of the multi-step power control  
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4.5 Simulation Algorithm 

 

The flow diagram of the simulation program is shown in Fig 4.6 and the framework of 

the simulation program is given below: 

 

Step 0: Set up system parameters 

• Set up system parameters such as cell radius, uplink/downlink channel 

bandwidth, and antenna gains and beamwidth. 

• Set up the environment parameters such as propagation exponent n for 

the desired subscriber and interferer, the Rician K factor for intercell 

users and intracell user, lognormal shadowing mean and standard 

deviation values and the correlation factor α. 

• Set up the power control parameters such as SINR outer loop 

threshold, and number of samples per location, dynamic range, PC 

step size and number of cycles (i.e. number of subscribers). 

• Set up the system threshold for the outage probabilit y calculation for 

the subscriber of interest. 

 

Step 1: Initialization 

 

• Randomly generate users with uniform distribution within each sector, 

one user per sector. This represents desired and interfering users on a 

given frequency channel, and assumes that this channel is occupied in 

all cells at all times. 

• Set an initial transmitted power for each user, all users will start 

simulation with PT = - 20 dBw. In fact, it doesn’ t matter to which 

value we set the initial transmitted power since we will wait till system 

reaches steady state before collecting data. 

• For each user, set up an independent lognormal distributed shadowing. 

Each subscriber is assigned to the base station with the best SINR (i.e. 

Macrodiversity). 
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Step 2: Simulation over an observation period for specific user 

 

• For each user, after a warming up period, set up Rician fading channel 

link between the fixed subscriber and the chosen base station. We 

generate samples of faded signal that is correlated in time. Then, the 

system is frozen (i.e. we have one snapshot per time). A snapshot 

represents an interval of time short enough that the channel’s path loss 

can be considered constant. 

• Measure the received SINR at the base station, compare it with the 

preset outer loop threshold (γth ) and generate up/down power control 

commands. Note that all subscribers are synchronized together, that is, 

perform the measurements and the power updates at the same time. 

• Perform the power control command, i.e. change the transmitted 

power of the user in the next sampling period by PC step size ( ∆ ). If 

the transmitted power value exceeds the upper bound (-10 dBw) set it 

to –10 dBw. On the other hand, if it goes below the lower bound (-50 

dBw) then set the updated transmitter value to –50 dBw. In the case of 

higher PC/snapshot rate, for example 10, we execute 10 power 

commands in one snapshot. 

• Collect a preset number of fading samples. In order to avoid the border 

effect, we collect data only for the subscriber in the central cell . 

• Calculate the outage probabilit y for the desired user, defined as the 

fraction of received SINR samples for that user less than the threshold. 

The system threshold in our simulation is varied from 8 to 12 dB. 

 

Step 3: Repeat the simulation cycle 

 

• Go to step 1 unless number of cycles (subscribers) exceeds preset 

value chosen as 1000 cycles. 

• Calculate the system availabilit y, which is the fraction of desired 

subscriber positions having less than 1 % outage. 
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4.5.1 Description of the Simulation Software 

 

MODSIM III has been used to write the computer program designed to simulate the 

LMCS model. MODSIM III is a general-purpose, modular, block-structured high level 

programming language, which provides direct support for object-oriented programming 

and discrete event simulation. The decision to use MODSIM III was mainly because of 

two features, first of which is the existence of a library module that contains objects and 

support procedures. The second feature is that all objects can perform actions that elapse 

simulation time. 

 

An object represents every entity in the model (e.g. subscribers, cells, sectors, carrier 

frequencies, and channels), and each entity contains a number of fields (variables) used to 

describe the status of its parameters. The subscriber object carries all the information of 

the subscriber station such as geographical location, cell number, sector type, distance to 

other cells, measured SINR. 

 

4.5.2 Collecting Data 

 

In order to avoid the impact of the warming up period (initialization), we excluded the 

results from the initialization stage. We found that excluding 40 samples of SINR were 

enough before the SINR reaches steady state. For example, the number of excluded 

samples for the case with power control step size of 0.5 dB was found to be 40, since it 

will need more time to reach steady state compared to the case of power control step of 1 

dB and higher. Therefore, this number of samples is excluded from the outage probability 

calculation for each user.  

 

Based on a specified SINR target, we wrote a MATLAB program to calculate the outage 

probability for that user from the collected samples of SINR. Then we run for another 

cycle and collect the outage probability for the desired subscriber. After that the system 

availability can be calculated as the percentage of desired subscribers that have an outage 

probability less than or equal to1%. 
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Fig. 4.6 Flow Diagram for the Simulation Program 
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4.6 Issues to be simulated 

 

In previous chapters, many parameters that can affect the system availability were 

described. Outage probability is the fraction of time that the signal-to-interference-plus 

noise ratio is below a certain threshold, due to fading, for a given desired user in a given 

position. Also, system availability was defined as the percentage of subscribers position 

having less than 1% outage. We will investigate the effects of these parameters through 

simulations. The simulations focus on the implementation of power control techniques in 

LMCS systems and the impact of different parameters on system availability. The factors, 

which have been investigated, are listed in Table 4.1. The parameters can be explained as 

follows: 

 

1.  The effect of the propagation environment parameters (such as the propagation 

exponent, standard deviation of lognormal shadowing, Rician K factor and correlation 

factor of fading channel ) on system availability is investigated thoroughly by 

simulation. 

2. The effect of fixed step and multistep power control schemes on system performance.  

3. Different sets of parameters are investigated such as power control updating rate 

compared, power control step size, dynamic range of transmitted power and power 

control threshold. 

4. The influence of the macrodiversity technique in system performance is also 

considered. 
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Issues to be simulated Investigation scope 

Propagation Exponent 

         (n) 
            2 - 4 

    Rician K factor              0 - 10 

   Correlation factor 

            α 
     0, 0.2, 0.5 and  0.9 

Propagation Environment 

Standard deviation of 

lognormal shadowing 

(dB) 

     6, 8, 10, 12 

Step size (dB)     0  -  4 

Power control per 

snapshot  

   10, 30, 50, 100 

 

Outer loop power control 

threshold  ( γth)    

   15,17,19, 30  Power control 

   

     Dynamic Range 

              (dB) 

40 dB 

No upper bound for Pt 

No lower bound for Pt 

Macrodiversity Selection diversity 
Select the base station 

that gives the best SINR 

Outage probability 
system threshold in     

           dB 
           8-12 

 

    

 

 

 

 

 

TABLE 4.1 
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Chapter 5 

SIMULATION RESULTS 
 

In this chapter, we will present the simulation results for the LMCS system. The objective 

of these simulations is to investigate the effect of closed loop power control schemes on 

system availability, which is related to a number of system parameters. These parameters 

are related to propagation environment and system design.  

 

Cochannel interference is one of the main issues that need careful study in LMDS 

systems. This is due to the fact that a LMDS system can reuse the total allocated 

frequency band in each sector. Transmit power control and macrodiversity are well 

known techniques in cellular communications to mitigate cochannel interference. These 

techniques will be considered in our simulation. The simulation results are for the uplink 

(subscriber to base) only, since power control is most critical for it. 

 

5.1 Binary SINR-based Power Control 

 

Transmit power control has been proven in literature to be a very effective technique 

against near/far problem and shadowing and multipath fading. In chapter 4, we explained 

the SINR based and the multistep power control algorithms. In this section, we will 

investigate the system availability with the implementation of the uplink SINR based 

power control. 

 

The task of a system designer is to maximize the system availability by implementing 

different techniques; power control is one of those. The different parameters that describe 

the effectiveness of power control are power control command update rate, power control 

step size, transmitted power dynamic range and outer loop threshold (γth). The algorithm 

was explained in detail in chapter 4.  
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5.1.1 Power control command Rate and Step Size 

 

Fast transmit power control is studied in [1-3] and it is shown that the SINR based power 

control is able to track multipath fading which gives a lower outage probability. In the 

fixed broadband wireless system, we will implement this scheme to overcome the 

multipath fading and improve the overall system availability. 

 

The effect of the power control rate and step size on the system availability is shown in 

Figure 5.1. The propagation exponent for the desired subscriber (nd) (i.e. the subscriber in 

cell 5, sector 1) and the interferer in the opposite sector of the same cell is chosen to be 2. 

The interferers coming from other cells will have a propagation exponent (ni) that is 

chosen to be 4. We assume a fading channel that is highly correlated with the correlation 

factor (α) of 0.9. iK and dK  refer to the interferer and the desired user Rician K factor, 

respectively. 

 

Figure 5.1 shows the effect of the SINR based power control on system availability. It is 

shown that a power control per snapshot rate of 1 will degrade the system availability 

even more when we increase the step size. Transmitting with a PC/snapshot of 10 will 

slightly improve the system availability with a step size of 2-3 dB, achieving 0.714 

system availability. Further increase of the power control step size will degrade the 

system performance. This is due to the fact that when the received SINR is slightly larger 

than the desired threshold, the base station issues a down command. Therefore, the SINR 

will degrade and the outage probability becomes worse, for example with a step size of 4 

the system availability is 0.554. 

 

The higher the power control command per snapshot rate the better the system 

performance will be. This can be observed for the cases of PC/snapshots of 30, 50 and 

100. Further increase of the power command rate per snapshot is not beneficial for the 

system availability especially in the case of higher power control step size. We should 

also take into consideration not to send too many power commands that would consume 

too much of the available bandwidth. 
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We can conclude from this figure, that in order to track multipath fading, we need to send 

power control commands as fast as we can in order to compensate for multipath fading.  

 

In propagation environments where the fading rate of the channel is slow we can reduce 

the power control command rate. On the other hand, for a higher fading rate we need a 

higher rate of power control commands. A trade off between power command rate and 

available resources must be taken into consideration. Since sending more power 

command than the required level will reduce the channel resources while they may be 

used for other vital system transmissions. 
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Figure 5.1 The effect of power command rate and step size on system availability, with nd =2, ni= 4, 

correlation factor αα =0.9, iK =4, dK =10, dynamic range= 40dBw. 
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Another important parameter that affects the system availability is the power control step 

size. We will try to give the optimum power control step size for the SINR based power 

control scheme that provides the best system availability. The power control step size 

should be carefully selected, since a power control with small step size needs more time 

to compensate deep fades of the signal. On the other hand, sending power commands 

with a higher step size may disturb the system when the fading signal improves. 

 

System stability is very important as we mentioned in chapter 4, so we excluded the 

received SINR data during the transit response. Since the system will take some time 

before it reaches steady state. The number of excluded samples depends on the power 

control step size, since higher step sizes will reach the steady state before small step 

sizes.  

 

In this simulation, we will suggest an optimum step size for the SINR based power 

control for each of the power control update rates. Figure 5.1 shows the effect of different 

step size on system availability. It is observed from Figure 5.1 that a power control per 

snapshot of 10 with a power control step size of 2 dB slightly improves the system 

availability among the other values of step size.  

 

Increasing the PC/snapshot ratio to 30 or even 50, indicates that the optimum power 

control step size is 2 dB. Furthermore, a PC/snapshot ratio of 100 with power control step 

of 0.5 dB shows the best system availability of 0.86. We also noticed that if we send 

power commands with a higher step size for example 4 dB, the system availability would 

degrade. This can be explained as follows: in the case of high power control commands 

rate, the higher step size increases the interference, which consequently causes the higher 

outage probability. Therefore, for higher power control update rates smaller step size is 

more desirable. 

 

In the case of no power control (i.e. power control step size of 0 dB), it is shown that 

system availability in all cases started from the same point and then diverged. For the 

case of no fading and no power control, the system achieves a higher availability, since 
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there is no multipath fading and the subscriber will face only shadowing. Hence, the 

system availability is improved. Note that the upper curve in Figure 5.1 represent the 

system availability solely due to the shadowing and path loss.  

 

The previous discussion of the results indicates that there is a trade-off between the 

optimum power control command rate and the optimum step size. In order to achieve the 

best system availability we need to take into consideration both parameters. 

 

5.1.2 Effect of Dynamic Range 

 

The effect of the transmitted power dynamic range on system availability is shown in 

Figure 5.2. It is observed from this figure that the value of the upper bound of the 

transmitted power is fairly important. This is due to the fact that, no upper bound for Pt, 

will allow subscribers with high outage probability to increase their transmitted power in 

order to satisfy the SINR requirement by the base station, which in turn causes severe 

interference to other subscribers. At the same time, other subscribers will increase their 

transmitted power to keep the quality of signal at a certain acceptable level and this 

positive feedback will worsen the overall performance.  

 

In Figure 5.2, it is observed that removing the lower bound restriction on the subscriber-

transmitted power will give a slight further improvement in the system availability. Since 

no lower bound condition on the transmitted power allow subscribers to reduce their 

transmitted power if the service requirement by the hub is satisfied, this reduction in 

transmitted power will reduce the interference to other subscribers and enhance the 

overall system performance. On the other hand, if the upper bound condition on the 

transmitted power is released, the system availability will be slightly degraded to 0.79 at 

an outage probability of 1%. Setting the transmitted power dynamic range to 40 dBw 

gives a system availability, which is approximately equivalent to the case of no lower 

bound. 
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It is the task of the system designer to assure that the transmitter has the suitable dynamic 

range to compensate for the distance path loss, rain and multipath fading. 
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Figure 5.2 Effect of transmit power dynamic range on system availability, PC/snapshot = 50, power 

control step =2 dB, iK =4 and dK =10. 

 

5.1.3 Outer loop threshold 

 

The effect of the outer loop threshold (γth) on system availability is simulated and shown 

by Figure 5.3. The outer loop threshold can be defined as the required SINR value to 

satisfy a desired error rate. We assume a fixed value (γth) for all subscribers. The 

performance is highly dependent on the value of γth. This value can be adjusted according 

to the frame error rate (FER). If the FER is satisfactory the γth can be reduced, otherwise 

it is increased. 
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Fig. 5.3 shows that a system availability of 0.714 can be achieved with the outer loop 

threshold γth=15 dB. Increasing the threshold to 17 dB gives system availability of 0.83. 

Further improvement on the availability can be achieved with the power control threshold 

=19 dB that is 0.872. More subscribers can achieve the required outer loop threshold, 

which leads to a lower outage probability and improve the system availability. Notice the 

diminishing return that happens when we set the threshold to a high value of 30 dB. The 

system availability will be degraded, because at such high threshold value the subscribers 

will be forced to increase their transmitted power in order to satisfy the required signal 

quality at the hub. This causes more interference to the subscribers with a good quality 

and will not benefit the subscribers with a poor quality. In order to avoid this we can set 

an upper bound on the transmitted power in addition to choosing a reasonable value for 

the outer loop threshold. 
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Figure 5.3 Effect of outer loop threshold γγth on the system availability, PC/snapshot=10, PC step= 2 

dB, (nd,nI) = (2,4), modem threshold 10 dB, iK =4 and dK =10. 
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5.1.4 Modem Threshold  

 

The modem threshold is defined as the minimum required SINR to achieve a certain 

BER. At this given value the outage probability for a given subscriber can be calculated 

as the probability that the received SINR is less than the modem threshold or target 

SINR.  

 

For 4-QAM modulation, a bit error rate (BER) of 10-3 requires a target SINR of 10 dB, 

which might be suitable for voice communications. But broadband service system 

requirements might need a lower BER, which can be satisfied using the same target 

SINR, but with the implementation of error control coding. 

 

Figure 5.4 shows the results of a simulation of the effect of the modem threshold on the 

system availability. It is observed that at a higher ratio of PC/snapshot (i.e. PC/snapshot 

=50) a modem threshold of 8 dB that is 4 dB lower than the outer loop PC threshold 

shows a system availability of 0.859. On the other hand, at PC/snapshot of 10, the 

modem threshold of 8 dB shows a system availability of 0.849  

 

In digital communications, it might be advantageous to employ some coding schemes 

that will lower the modem threshold, and therefore enhance the outage probability of the 

system. The value of the required modem threshold can be traded with a better BER. 
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Figure 5.4 System availability as function of modem threshold for PC step ∆∆=2 dB, (nd,nI) = (2,4), 

outer loop PC threshold = 15 dB, iK =4 and dK =10. 

 

5.2  Effects of Propagation Environment 

 

We study the effect of the propagation environment parameters on the system availability 

for cellular fixed broadband wireless systems such as LMCS. As we described in chapter 

4, these parameters are the propagation exponent, the standard deviation of lognormal 

shadowing, the Rician K factor for the desired subscriber and interferers and time 

correlation factor of fading channel. In the next subsection, we will discuss the effect of 

these parameters on system performance in conjunction with uplink SINR based power 

control algorithm. 
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5.2.1 The Effect of Propagation Exponent 

 

The effect of propagation exponent n on system availability for LMCS is simulated and 

the results are shown in Figure 5.5 and Figure 5.6. In this simulation we fixed either the 

interferers or the desired subscriber propagation exponent and changed the others 

propagation exponent for values of 2, 3 and 4. 

 

It is observed in Figure 5.5 that a small propagation exponent for the desired subscriber 

yields a lower outage probability and thus a significant increase in system availability, 

e.g. using power control per snapshot of 10 and PC step size of 2 dB, the system 

availability of 0.714 can be achieved with desired subscriber propagation exponent (nd) 

equal to 2. If the desired propagation exponent is increased to 3 and 4, system availability 

is reduced to 0.461 and 0.312, respectively. 

 

The reason of reduced system availability is as follows: In the case of small propagation 

exponent, the received signal is less attenuated in comparison to the case of high 

propagation exponent. So, the received SINR for the desired subscriber is better 

compared to the case when it has a higher propagation exponent. The same conclusion 

can be drawn from Figure 5.5 for the case of a higher PC/snapshot rate of 50. 

 

The results for the case of the desired subscriber propagation exponent (nd =2) shows that 

the system availability is improved from 0.714 and 0.859 for PC/snapshot rate of 10 and 

50, respectively.  Refer to the case of no fading in Figure 5.1; we observed that for the 

same nd and a step size of 2 dB, the achieved system availability is improved to 0.984. 

We conclude from this that the effect of multipath fading is significant on the system 

availability. 

 

In Figure 5.6, we show the system availability as function of propagation exponent of 

interferers (ni). Here, we fix the desired subscriber propagation exponent to 2. It is 

observed that the system availability increases significantly from 0.47 to 0.714 when the 

propagation exponent of interferers increases from 2 to 4. These results are for the case of 
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PC/snapshot =10. Since higher values of propagation exponent for out of cell i nterferers 

leads to more attenuation to their signal which gives a higher SINR at the hub. Thus, the 

outage probabilit y for the desired subscriber would benefit from the high attenuation of 

the interfering signals, and will be reduced, which enhances the system availabilit y. The 

same conclusion can be drawn for the case of PC/snapshot =50, where the system 

availabilit y increases from 0.58 to 0.859 when the interferer’s propagation exponent are 

increased from 2 to 4. 
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Figure 5.5 System availability versus propagation exponent of desired subscriber (nd), ni=4, 

PC/snapshot=10, PC step ∆∆ = 2 dB, correlation factor αα = 0.9, iK =4 and dK =10. 
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Figure 5.6 System availability versus propagation exponent of interferers subscriber (ni ), nd =2, PC 

step ∆∆ = 2 dB, and correlation factor αα = 0.9, iK =4 and dK =10. 

 

5.2.2 Standard Deviation of Shadowing 

 

The drastic effect of lognormal shadowing standard deviation on the system availability 

is illustrated in Figure 5.7. The system availability for PC/snapshot =10 decreases from 

0.9 to 0.52 as the lognormal shadowing standard deviation σ increases from 6 dB to 12 

dB. At higher power control command to snapshot ratio such as 50, the degradation in the 

system availability is lower than that for PC/snapshot =10. It can be noticed that standard 

deviation of 12 dB (at PC/snapshot= 50) almost gives the same system availability for a 

shadowing standard deviation σ= 8 dB (for a PC/snapshot rate=10). 
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This is because a higher standard deviation for lognormal shadowing means more 

variations in the signal level. In order to provide a good quality of service and high 

coverage in a downtown area with heavy shadowing effect, smaller cells should be used 

that gives a higher chance for a LOS path between the subscriber and the hub. 
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Figure 5.7 System availability versus standard deviation of lognormal shadowing, PC step ∆∆= 2 dB, 

correlation factor αα=0.9, nd=2, ni=4., iK =4 and dK =10. 

 

5.2.3 Effect of Rician K factor 

 

As we previously discussed in chapter 3, Rician fading can be represented by the Rician 

K factor which is the ratio of the LOS power component to the power of the scatter 

component. Higher values of K mean a stronger LOS path between the hub and the 

subscriber. 
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Adequate coverage in fixed broadband wireless system requires a direct LOS between the 

hub and subscriber. 

 

In this section, we simulate the effect of Rician K factor for the desired subscriber on 

system availability. We assume that the interferes have a Rician K factor of 4.  

Figure 5.8 show that higher values of Rician K factor for the desired subscriber yields a 

better system availability. At PC/snapshot=10, if we increase the Kd factor from zero (i.e. 

Rayleigh fading) to 10, it will significantly increase the system availability from 0.169 to 

0.714, respectively. This is due to the fact that a better LOS link between the hub and the 

desired subscriber improves the received SINR and lowers the outage probability. 

Furthermore, increasing the power control command rate per snapshot to 50 improves the 

system availability even more. For example, at Kd=10 and PC/snapshot =10, the achieved 

system availability is 0.714 while for PC/snapshot=50, it will increase to 0.859. 
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Figure 5.8 The effect of desired subscriber Rician K factor on system availability, PC step =2 dB, (nd, 

ni) = (2,4), and correlation factor αα =0.9  

 

5.2.4 Effect of Correlation factor 

 

A fading signal that is correlated in time may be tracked more accurately compared to the 

case of independent fading channel. The time correlation is implemented using a first-

order autoregressive process, by passing the Gaussian r.v’s that generate the Rician r.v 

through a low pass filter with a correlation factor α, as explained in chapter 4. 

 

The Rician fading has been considered for both the desired subscriber channel li nk and 

interferers links. Figure 5.9 shows the effect of the correlation factor on the system 

availabilit y for the LMCS system using the SINR based power control with PC step ∆=2 

dB and propagation exponent (nd,ni ) of 2 and 4.  
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Figure 5.9 shows a significant increase in system availability, as the fading channel 

becomes highly correlated (i.e. 0.9); the system availability is 0.714 at PC/snapshot=10. 

Reducing the correlation factor to 0.2 will degrade the availability to 0.64, independent 

fading channel (i.e. correlation factor of zero) shows a system availability of 0.4. This 

essentially means that for the propagation channels with low correlation factor the 

variations in the channel is more frequent and a low power control update rate is not able 

to track the channel changes. Therefore, the system availability is decreased.  

 

In the case of a highly correlated fading signal, the signal variations are small, and power 

control will be able to track the multipath fading, whereas for the case of low correlation 

(i.e. almost independent) the power control update rate must be high enough to be able to 

track the changes in the channel. 

 

If we have the resources to send a higher number of power control commands per 

snapshot we can observe that PC/snapshot of 50 can track the multipath fading even for a 

lower correlation factor of 0.2. 
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Figure 5.9 System availability vs. correlation factor αα, ∆∆= 2 dB, (nd, ni)= (2,4), iK =4 and dK =10. 
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5.3  Multistep SINR-based Power control 

 

In chapter 4, we described the multistep SINR-based power control scheme. The effect of 

system parameters such as power control quantization mode-n, optimum step size and the 

optimum power control threshold are investigated in this section. 

 

5.3.1 Effect of Quantization Mode 

 

The error defined as the difference between the received SINR and a desired level is fed 

into the power command decision block for the multistep power control scheme. This 

block sends a power control command denoted by cmd, which is the quantization value 

of the error, to the subscriber via a feedback channel.  

 

Figure 5.10 shows the system availability as function of different power control mode. It 

is clear that a lower mode value in this case mode 1 ({-1,0,1} steps) will give the best 

system availability, since transmitting with a higher power steps will disturb the system 

performance and degrade the availability for the subscribers. Increasing the power control 

mode from 1 to 3 will degrade the system availability from 0.793 to 0.544. Furthermore, 

mode 3 has to send 3 bits for each power control command that will limits the available 

bandwidth. Thus we recommend using multistep power control with mode 1. 

 

There is a relation between quantization level L and the number of power control 

command bits n. It can be described by n= log2 L. For example, mode-1 will send a 2 

bits/command. Choosing a higher power control mode means transmitting more bits per 

power control command, which consumes the available bandwidth. It is shown in [3] that 

multistep power control scheme with higher mode improves the outage performance 

compared to lower mode. Setting the power control mode beyond a certain value will 

worsen the system outage. 
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Figure 5.10 system availability versus mode-n multistep power control, with PC/snapshot ratio = 10, 

power control step= 1 dB, (nd,nI) = (2,4), iK =4 and dK =10. 

 

5.3.2 Optimum step size 

 

The system availability as function of the initial power control step size for multistep 

power control scheme with mode-1 is shown in Figure 5.11. It is obvious for this choice 

of parameters that a step size of 1 dB gives the best performance compared to other 

values of power control step. We further observe that if power control step ∆ is either too 

small or too large, the system availability decreases. Therefore, there exists an optimum 

power control step size, which is 1 dB. 
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Figure 5.11 System availability versus power control step size for multistep power control of mode-1, 

correlation factor=0.9, iK =4 and dK =10. 

 

5.4  Binary SINR based vs. Multi-step SINR-based Power control 

 

In chapter 4 of this thesis, we describe two schemes that are the binary SINR-based 

power control and the multistep SINR-based power control. Furthermore, in previous 

sections of this chapter, we investigate the system availability for both schemes. Here, we 

will compare both schemes in terms of system availability. 

 

In order to make a fair comparison between both schemes, all the assumptions for both 

schemes should be the same. For example, we assume that the binary SINR-based power 

control scheme has a power control update rate of 20 in one snapshot and the desired and 

interferers subscribers will have a propagation exponent of 2 and 4, respectively. 
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Furthermore, we consider a multistep power control scheme with mode 1 (-1,0 and +1) 

and power control per snapshot rate of 10. Since each command consists of 2 bits we will 

have a total of 20 bit/snapshot, which is equivalent to the binary SINR based power 

control rate. 

 

It is shown in Figure 5.12 that the system availability for the binary SINR based power 

control is 0.77 and for the multistep SINR-based power control is 0.793. It can be 

concluded that the multistep SINR-based power control scheme gives a better availability 

than the binary SINR based power control although the difference is not significant. 

Since for the same power control per snapshot we have to send more bits per snapshot, 

which consumes more of the available bandwidth, it is recommended to use the binary 

SINR based power control scheme instead of the multistep SINR-based power control. 
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Figure 5.12  Binary SINR based vs. multistep  SINR-based PC, for PC/snapshot=20, PC step = 1 dB 

and (nd,ni)=(2,4). 
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5.5  Effect of Macrodiversity 

 

The effect of power control techniques on the performance of fixed subscribers in fixed 

broadband wireless systems (LMCS) has been investigated in previous sections of this 

chapter. Another important technique that is used to mitigate the multipath fading and the 

large-scale fading (shadowing) in mobile communications is macrodiversity. 

 

Site macrodiversity allows a subscriber to select to communicate with the base station in 

the system based on the best-received SINR. The study in [15] shows that using 

macrodiversity with overlapping cells, can significantly enhance the outage performance 

and increase the system coverage. The results indicate that 20% coverage improvement is 

possible when using 4 hubs instead of 1 in typical suburban area. 

 

In our simulation, we assumed that there is no overlap between cells. The results in 

Figure 5.13 show that employing macrodiversity enhances system availability. Using 

power control will significantly improve the system performance, with a smaller effect on 

system availability when we employ macrodiversity. Figure 5.13 shows that the best 

performance can be achieved when both power control and macrodiversity are used. 
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Figure 5.13 The effect of both power control and macrodiversity on system performance for 

PC/snapshot=30, power control step =2 dB, and (nd,ni)=(2,4). 

 

5.6 Autocorrelation function and power spectral density 

 
In this section, we will try to relate the power control per snapshot rate to the power 

control per 3-dB fading bandwidth. Power control updates are issued once per simulation 

sample, and the channel fading is unchanged during the number of samples in a 

snapshot.In order to be able to study the relation we are going to exploit the 

autocorrelation function of the Rician channel and the power spectral density function. 

 

The time autocorrelation function for the Rician r.v β is shown in Fig. 5.14. The power 

spectral density function of the fading signal is calculated from the Fourier transform of 

the autocorrelation function as shown in Fig. 5.15. The 3-dB fading bandwidth can be 

defined as the bandwidth required for the power spectrum to drop by 3 dB from the 
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maximum value. It is shown in Fig. 5.15 that the 3 dB fading bandwidth is 10 (the units 

are inverse sample times). Then, for example if we were to use a PC/snapshot of 30, the 

PC update rate would be 30/10 = 3 times the 3 dB fading bandwidth. 
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Figure 5.14 Autocorrelation function for Rician channel. 
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Figure 5.15 Power spectral density of the fading signal 
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Chapter 6 

CONCLUSIONS 

 

6.1 Results Summary 

 

The simulation results in chapter 5 show that the propagation environment affects the 

LMCS/LMDS system availability. Transmitter power control and macrodiversity 

techniques have been implemented in this study. The LMCS/LMDS system availability is 

affected by the setting of the power control parameters such as the power control update 

rate, step size, transmitted dynamic range and the outer loop threshold. In this thesis, we 

also studied the effect of propagation parameters on system availability, some of these 

parameters such as path loss exponent, standard deviation of lognormal shadowing, 

Rician K factor and the correlation factor between fading samples.  

 

The simulation results were shown in chapter 5 and can be summarized as follows: 

 

The main focus of this study is to establish the optimum power control command update 

rate and the optimum power control step size. The simulation results in Fig. 5.1 shows 

that the binary SINR based power control with power control per snapshot of 100 and 

power control step of 0.5 dB gives the best system availability. However, if the 

PC/snapshot ratio is decreased to 50 we can achieve almost the same system availability 

but with a step size of 2 dB. So, there is a trade-off relation between the power command 

rate and the optimum step size. 

 

The transmitter dynamic range was also investigated in Fig. 5.2, we found that a 

constraint must be placed on the transmitted power. This constraint is essential to prevent 

the subscriber with the high outage probability from adding more interference to other 

subscribers in the system. Another important parameter is the power control outer loop 

threshold that depends on the required FER has been studied. This value can be changed 
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according to the FER, if the FER is high we have to increase the outer loop threshold. 

Otherwise, the outer loop threshold should be lowered. Also, the modem threshold effect 

on system availability was shown in Fig 5.4. 

 

For a fixed interferer propagation exponent of two, if the desired subscriber path loss 

exponent is increased from two to four the system availability will be degraded from 

0.714 to 0.312 as can be shown in Fig. 5.5. On the other hand, referring to Fig 5.6 fixing 

the desired subscriber path loss exponent to two and increasing the interferer propagation 

exponent from 2 to 4 will improve the system availability. Therefore, the received 

interference will be attenuated more with a high path loss exponent. 

 

The effect of the standard deviation of the log normal shadowing is also shown in Fig.5.7. 

We found that a higher value of standard deviation leads to more signal variations around 

the path loss distance, which causes more interference, and degrade the system 

availability. 

 

The impact of a higher signal power on the LOS component of the desired subscriber 

signal, i.e. a higher value of Rician K factor will enhance the system availability as 

shown in Fig. 5.8. 

 

If the fading channel is highly correlated in time the system availability is better than the 

case with low correlation. This can be explained as the power control update rate 

increased it will be able to track the multipath fading as shown in Fig 5.9. 

 

Multistep SINR-based power control scheme depends on the power control mode, desired 

level (i.e. threshold), and the power control step size. These parameters have been 

investigated in this study. We found that power control with mode 1 will give the best 

system availability of 0.793. Also, we show that in Figure 5.10, a power control step size 

of 1 dB gives the best system availability for mode 1. This value must be carefully 

chosen, since choosing too small or too large value will degrade the system availability. 
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A comparison between two power control algorithms namely binary SINR based PC and 

multistep SINR-based PC is shown in Fig 5.12. The difference between the two schemes 

is small i n terms of system availabilit y. But the multistep power control scheme is 

transmitting more bits per commands. Therefore, the SINR based power control scheme 

is recommended. 

 

Fig 5.13 shows that employing macrodiversity has a significant effect on system 

availabilit y for LMCS/LMDS system in the range of 5-10 %. Since the link between the 

subscriber and the base station is obstructed by buildings, trees, etc… 

Macrodiversity helps to reduce the effect of these obstructions. 

 

In our study, we define the system availabilit y as the percentage of subscriber locations 

that have an outage probabilit y of 1 % or less. Also, we used a frequency reuse of 1 in 

each sector, which means there will be cochannel interference coming from all the sectors 

using the same polarization. In order to control the interference we can sacrifice some of 

the frequency band and forbidden some of the channels in each sector. This is referred to 

as the frequency reuse. Reducing the interference levels will enhance the received SINR 

at the base station and improves the outage probabilit y. 

 

6.2 Future Research 

 

1. Study the effect of SINR balancing power control scheme on mitigating cochannel 

interference and enhancing the system coverage. This algorithm shows a promising 

improvement in minimizing the outage probabilit y in mobile communications [19, 20, 

21]. 

 

2. Simulation study of adaptive modulation. Adaptive modulation has the advantage that 

it does not affect the interference. If the system is operating at maximum power level 

and required bit error rate is not achieved then a hybrid of adaptive modulation and 

power control scheme could be used. 
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3. Simulation study for error control coding. It is well known that error control coding 

improves the performance by adding redundant bits in the transmitted bit stream that 

are used by the receiver to correct errors introduced by the channel, thus reducing the 

average bit error rate. This approach enables a reduction in the transmit power 

required to achieve a target bit error rate. 

 

4.  A study of the usage of repeaters to eliminate coverage holes and enhances the 

coverage. On the other hand, caution should be exercised and the interference that 

will be created by the repeaters should be investigated. 

 

5. Rain fading is very critical problem in designing broadband wireless access systems 

operating at frequencies above 20 GHz. At such high frequencies the wavelength is in 

the order of 1 cm and even at low rain rates signal attenuation is very high, which has 

a severe effect on the area coverage. 

 

6. The simulation is conducted based on the assumption of ideal polarization 

transmissions, which isolate the adjacent sectors completely. Actually, this is not 

practical and further investigation need to be conducted based on a more realistic 

assumption of polarization reuse. 
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