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Abstract 
 
Due to the increased energy consumption of cellular access networks, energy efficiency of cellular systems 

should be considered jointly with spectral efficiency to obtain the overall performance metrics and trade-offs. 

Downlink coordinated multipoint (CoMP) joint transmission aided cell switch off schemes mitigate inter-cell 

interference and create an energy efficient system by eliminating the need to increase the transmit antenna 

powers of the active cells serving the users in the switched off cell. However, the performance of this newly 

proposed scheme is heavily dependent on the accuracy of the selected CoMP joint transmission set. We model 

the multi-point channel estimation enabled via channel state information reference symbols (CSI-RS) 

introduced in 3GPP release 10 systems and simulate possible scenarios that would lead to inaccurate 

transmission set clustering: multi-point channel estimation errors and possible CoMP system delays due to CSI 

transfers, node processing delays and network topology limitations. Individual and joint impacts of system 

delays and estimation errors on energy efficiency and capacity performance degradations for various mobility 

conditions are demonstrated. These technical challenges and the clustering accuracy bottleneck are overcome by 

users performing multi-point channel estimation and serving eNB performing channel prediction procedures. 

                    Simulations are performed according to realistic large and small scale fading models for multi-

point radio links. It is demonstrated that the users being served by larger joint transmission clusters are more 

vulnerable to performance degradation. Novel multi-point channel estimation schemes are proposed and 

discussed, where the users with higher clustering degrees enlarge the channel estimation filter lengths for a 

certain subset of the CoMP measurement set which has high chance of being included in the joint transmission 

cluster. Multi-point channel estimation accuracy can be maximized when users track each multipath component 

of channel impulse responses (CIRs) separately, however computation complexity of such schemes are 

significantly high compared to the methods which just track the superimposed CIRs. Serving eNB can avoid 

clustering decisions based on outdated CSI feedbacks by predicting the channel conditions on upcoming 

transmission time intervals (TTIs). To reduce the CoMP clustering accuracy responsibility of the serving eNBs, 

users can take initiative to influence the clustering decisions by sending selective CSI feedbacks. This novel 

CSI feedback reporting scheme not only reduces the possible CoMP access network system delays but also 

reduces the serving eNB processing time for clustering decisions. 
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Chapter 1 

Introduction 
 
1.1   Thesis Problem Statement and Motivation 

Exponential rise in cellular device usage in the recent years along with the increase in the minimum required 

received quality of service lead the innovation in the direction of cellular enhancements enabling spectrally 

efficient systems. Future wireless standards like LTE-A (Long Term Evolution Advanced) and beyond are 

making significant changes to the overall system architecture, air interface and quality of service offered to the 

users. Increased complexity of these cellular features and the rising mobile usage rates create a major power 

consumption burden on the overall systems. As a result, all the key features considered by future wireless 

technologies should be jointly reviewed under the “green radio” umbrella to check for possibilities of energy 

saving implementations and increased total system capacity concurrently. Recent development and 

enhancements in wireless communications do not only focus on increasing the data rates, capacity or spectral 

efficiency, but also on implementing energy saving methods. This is mostly due to the observation of high 

energy consumption resulting from information and communications technologies and mainly wireless access 

networks. The information and communications technology (ICT) is responsible for 2-10% of the global energy 

consumption and the access networks (GERAN for GPRS, UTRAN for UMTS and e-UTRAN for LTE) are 

responsible for 60-80% of the whole cellular network energy consumption as mentioned in [1] - [3]. As a 

consequence, optimizing the wireless access stratum plays a more important role in overall energy savings in 

cellular architectures compared to the core network energy efficiency. 

                  Fourth generation wireless standards pioneered by LTE (Long Term Evolution) technology utilize 

adaptive modulation, OFDMA (Orthogonal Frequency Division Multiple Access), and HARQ (Hybrid 

Automatic Repeat Request) schemes to maximize the observed capacity limits. However, Coordinated Multi-

Point (CoMP) transmission technology, which is listed as one of the key features for LTE-Advanced, aims on 

decreasing the inter-cell interference via coordination among different transmission points to further increase 

the achieved cell edge data rates. Users will receive data transmission from multiple cells with better SINR 

(Signal-to-Interference-plus-Noise Ratio) values. This makes CoMP a potential candidate to deliver green radio 

solutions by decreasing the energy cost per bit, if used correctly.  
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                  The thesis aims on performing thorough analysis of CoMP performance in terms of energy 

efficiency and capacity, investigating joint use of CoMP with existing energy efficient cell switch off scheme, 

identifying technical challenges and performance bottlenecks for CoMP schemes, creating a framework for 

time-varying CoMP joint transmission scheme, and developing CoMP adaptive channel estimation and 

prediction schemes to tackle possible system delays and multi-point channel estimation errors. 

1.2   Thesis Contributions 

Novel contributions of the thesis which have not been analyzed or proposed in any existing literature, to the best 

of our knowledge, are listed as follows:  

• Individual and joint impacts of channel estimation errors and system delays on DL CoMP performance 

metrics are evaluated. Impacts of inaccurate CoMP active set clustering due to the multi-point faulty 

time-varying channel feedbacks on overall system bits/Joule energy efficiency and downlink capacity 

rates are analyzed. It is shown that the accuracy of the time-varying joint transmission set clustering 

decisions, in terms of both the member choices and the clustering degrees, is the major performance 

determining factor for CoMP systems. 
• Performance degradation sensitivities of various user locations in the cellular layout are characterized 

both for low and high mobility conditions. It is demonstrated that the users being served with higher 

CoMP clustering degrees get affected more severely due to inaccurate joint transmission sets.  

• Novel CoMP adaptive multi-point channel estimation filter designs are proposed, where the user 

equipments (UEs) dynamically change the estimation filter lengths according to the observed CoMP 

clustering degrees and the probability of each measured point being an active member of the joint 

transmission set on the upcoming TTI, unlike the single point channel estimation techniques which 

adapt the filter lengths solely based on the coherence time of the channel and the UE receiver velocity. 

This method both improves the CoMP clustering accuracy and reduces the channel estimation 

computation complexity by making sure only the UEs observing higher clustering degrees utilize 

enlarged estimation filters for points that are more likely to take active role in joint PDSCH transmission. 

• A novel multi-point channel feedback reporting method is proposed, where the UE performs down-

selection on the joint transmission set for the upcoming TTI to reduce the clustering accuracy burden 

on the serving eNB. UE performs received power thresholding technique using the estimated multi-
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point channel impulse responses and reports CSI feedback only for the points that are likely to be a 

part of the joint transmission cluster. This scheme reduces the uplink payload required to report multi-

point feedbacks, avoids the unnecessary feedbacks to be transferred within the CoMP access network 

nodes, minimizes CSI processing time at the serving eNB, and yields more up-to-date CSI feedbacks 

to be used for CoMP clustering decisions.  

Additional contributions of the thesis, which can be used to enhance the existing literature, are listed as follows: 

• Joint use of the LTE-A feature, CoMP, with the traditional cell switch off scheme is analyzed.  

Increasing the transmit power method in the remaining active cells during the energy saving period is 

replaced by the remaining active cells using CoMP joint transmission technique in the downlink to 

jointly serve the users in the switched off cell. Realistic wireless channel and propagation models are 

used in accordance to 3GPP specifications and the simulation results demonstrate that the CoMP aided 

cell switch off schemes not only improve the energy efficiency of the radio access networks, but also 

increase the user perceived quality of service in terms of received downlink capacity rates with respect 

to the traditional cell switch off schemes.  
• A study on optimal CoMP joint transmission clustering degree choices have been conducted, and it is 

demonstrated that the serving eNB has to perform threshold-based clustering decisions based on the 

received DL power values every TTI to balance the trade-off between the capacity and the energy 

efficiency of the access networks. This technique prevents energy efficiency degradations in the CoMP 

access network by avoiding inclusion of unnecessary points in the joint transmission cluster, which 

would lead to additional backhauling and signal processing power consumption that cannot be 

compensated by enough capacity gains.  
• Various multi-point channel estimation/prediction schemes are analyzed to improve the joint 

transmission set clustering accuracy. Multi-point channel impulse responses can be tracked either by 

superimposed or decomposed format. Latter mentioned scheme tracks each multipath component of 

every CoMP measurement set member and yields more accurate estimates, however leads to 

significantly higher computation times as opposed to the superimposed tracking. It is also 

demonstrated that the serving eNB can maximize the performance gains by setting the channel 

prediction range equal to observed system delay between the CSI reports and the PDSCH transmission. 
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1.3   Publications, Patent Filings and Thesis Organization 

The research work presented in this thesis has been published, accepted, submitted, or is in progress for 

submission. Produced articles are referenced across the chapters according to the following organization: 

• Chapter 2 serves as a literature survey and tutorial. Introduction to green radio is presented and 

existing energy efficient cell switch off schemes are analyzed according to possible trade-offs. 

Architecture of downlink LTE transmission is explained thoroughly and CoMP joint transmission 

standardization process is described with respect to the newly introduced radio procedures. Existing 

CoMP literature is discussed and the technical challenges are identified.  

• Chapter 3 describes the cellular system model used in our study, formulates the downlink CoMP 

performance metrics and presents a performance comparison of the traditional versus CoMP aided cell 

switch off schemes in terms of energy efficiency and capacity metrics assuming stationary channel 

conditions. Proof of concept is provided for the serving eNB to form the CoMP joint transmission 

clusters by thresholding the downlink received powers. Contents of the chapter are published in the 

following conference paper: 

 

- G. Cili, H. Yanikomeroglu, and F. R. Yu, “Cell switch off technique combined with coordinated 

multi-point (CoMP) transmission for energy efficiency in beyond-LTE cellular networks,” in 

Proc. IEEE ICC’12 Workshops, Ottawa, ON, Canada, June 2012. 

 

• Chapter 4 describes the small scale fading model used in our study, formulates the time-varying CoMP 

performance metrics, and analyzes the performance sensitivity of the proposed scheme for various 

users under different channel conditions by taking multi-point channel estimation errors and system 

delays into consideration. Impacts of the joint transmission clustering accuracy on the achieved CoMP 

performance gains are discussed. Contents of the chapter are presented in the following conference 

paper submission: 

- G. Cili, H. Yanikomeroglu, and F. R. Yu, “Energy efficiency and capacity evaluation of LTE-

Advanced downlink CoMP schemes subject to channel estimation errors and system delay,” 

submitted to IEEE ICC’13, Budapest, Hungary, June 2013. 
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• Chapter 5 describes the stochastic modeling of the channel impulse response and channel transfer 

function along with possible time-varying channel estimation/prediction schemes. Performance gains 

due to multi-point channel estimation/prediction procedures are analyzed with respect to energy 

efficiency and capacity performance metrics. Novel CoMP adaptive channel estimation filter designs 

and UE aided joint transmission set clustering methods are discussed. Contents of the chapter are 

presented in the following invention disclosures:  

 

- G. Cili, H. Yanikomeroglu, and F. R. Yu, “UE anchored down-selection for CoMP joint 

transmission cluster,” Filed by Apple Inc., U.S. Patent Application No: 61/674,854 (filing date: 

July 24, 2012). 

- G. Cili, H. Yanikomeroglu, and F. R. Yu, “CoMP adaptive channel estimation prediction filter 

design,” Filed by Apple Inc., U.S. Patent Application No: 61/674,852 (filing date: July 23, 2012). 

 

A journal paper with the following title is being prepared for submission: 

 

- G. Cili, H. Yanikomeroglu, and F. R. Yu, “Coordinated multi-point adaptive channel estimation 

and prediction schemes for accurate joint transmission clustering,” to be submitted to an IEEE 

journal, Sept. 2012. 

 

• Chapter 6 highlights the conclusions of the thesis and explains the possible enhancements for future 

work. 
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Chapter 2 

Overview on Cell Switch Off Methods and CoMP Enhancements 

2.1   Analysis of Existing Energy Efficient Cellular Schemes 

Recent market innovations for “green radio” are pioneered by EARTH (Energy Aware Radio and Network 

Technologies) and C2POWER (Cognitive Radio and Cooperative Strategies for POWER saving in multi-

standard wireless devices) projects which have strong partners in both academia and the industry. The goal of 

both projects explained in [4] and [5] can be listed as follows: 

• Develop energy saving methods for wireless mobile devices and energy efficient mobile 

communication systems using cognitive and cooperative radio to decrease the 𝐶𝑂2 emission by the 

ICT (Information and Communications Technology) industry. 

• Propose energy efficient network deployment and resource management schemes without sacrificing 

the quality of service perceived by the users and the total system capacity. 

These innovations lead to new technology requirements for upcoming wireless technologies. Energy saving and 

low CAPEX/OPEX for the networks are now considered as future technology requirements for 3GPP release 11 

and beyond standards by Docomo as mentioned in [6]. As a result, all the key features considered by future 

wireless technologies should be reviewed under the “green radio” umbrella to check for possibilities of energy 

saving implementations and design. 

2.1.1   Enabling Methods for Green Radio 

Various system level approaches are possible to obtain energy efficiency in cellular networks. A detailed survey 

on motivations for green cellular networks and different methods for energy savings are presented in [7] and 

categorized under energy savings via cooperative networks, renewable energy resources, heterogonous 

networks and cognitive radio. Core network operation, sustaining backhaul data traffic, access networks 

providing radio interface both for user and control planes, and mobile handsets contribute to the overall power 

consumption of the cellular systems. Energy efficiency approaches were categorized in [8] as: component level, 

radio interface, and network deployment methodologies. 
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Figure 2.1: Power consumption distribution of radio access networks, adapted from [8] and [9]. 

  

        Component level energy savings are obtained by focusing on the various power consuming parts of a base 

station. Figure 2.1 shows that the power amplifiers, air conditioners, power supply and signal processing all 

consume energy to operate a base station. Component level energy saving focuses on the PA (power amplifier) 

efficiency to draw less current during operation since the PA consumes between 50-80% of the overall base 

station power [9]. This is because the power amplification at the base station is essential while serving users 

facing major path losses. Methods like peak-to-average power ratio reduction, linearity increase, dynamic 

frequency and voltage scaling according to traffic load, component deactivation for digital/analog inactive base 

station components, digitally flexible drivers and PAs to control the output power, DC power consumption and 

linearity are some of the suggested methods. Power amplifier efficiency, the ratio of the input AC power to the 

downlink transmitted output power, degrades from 50% to 5% as the served number of users in the network 

decreases [10]. Hence, switching off the base station during low traffic loads can be favorable for overall energy 

consumption. It is mentioned in [11] that 80-90% of the energy consumed by the power amplifiers are wasted as 

heat which increases the power consumption of the air conditioning components as well. Power consumption of 

the signal processors are directly related to the used transmission and modulation schemes. Advanced spectrally 

efficient modulation schemes lead to higher signal processing powers. It should be noted that even when there is 

no load in the network, access network still consumes 50% of the peak DC power due to the power supply 

operating the base station and active air cooling as mentioned in [12] which is shown in Figure 2.1 where the 

base station still consumes an input power even when the downlink transmitted output antenna power is zero. 

As a result, main energy saving potentials at the component level are deactivating inactive parts of the 

digital/analogue circuits, implementing sleep modes during downlink transmission or switching off the base 

stations completely during the low traffic periods.  
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     Link level energy saving methods contains all the air interface strategies and protocols that can be 

implemented to save power. Reduced control plane RRC and NAS signaling, MIB (Master Information Block) 

and SIBs (System Information Blocks) transmission, and synchronization signals will help the network save 

power during downlink operation. However, this method comes with the risk of bringing the overall network 

performance down for cell selection, cell acquisition and RRM procedures. Another link level solution to shift 

the focus from spectral efficiency to energy efficiency is to create micro-sleep modes for discontinuous 

transmission (DTX) on the downlinks. These deep/micro sleep modes for the base stations are enabled for 

3GPP release 8 and further since LTE does not need to transmit the reference symbols continuously unlike 

UMTS/HSPA protocols where pilot symbols had to be continuously transmitted on the downlink. 

Discontinuous reception (DRX) operation is already enabled in 3GPP release 8 both for UEs in RRC idle and 

connected modes. Mobile units monitor paging messages and UL (Uplink)/DL (Downlink) scheduling grants on 

pre-configured cycles to save power. Same logic can be applied to the base stations where control and user 

plane data are transmitted on specific periods enabling the transmit circuits to be powered off during sleep modes.  

     Network level energy savings methods can be applied by deploying heterogonous networks, enabling 

coordination among the nodes, cooperative relaying and cognitive radio to dynamically adapt to changing 

traffic loads. Hierarchical deployment of networks via macro, micro, pico and femto cells decrease the 

propagation distance between the transmit and receive antennas, hence, reduce the required transmit power. 

Wireless relays, which are cheaper to deploy compared to base stations, do not require any backhaul links or 

complex routing schemes, create an in-direct multi-hop transmission environment with shorter propagation 

distances and decrease the burden on the power amplifier components. The challenge for HetNet and wireless 

relaying schemes is the optimal deployment strategy to balance the trade-off between increasing the outdoor 

coverage areas via small cells and still keeping the traffic load of the macro-cells at a certain level. As 

mentioned earlier, if majority of the coverage is sustained by the small cells, the traffic loads and the power 

amplifier efficiencies of the macro cells reduce and the overall deployment becomes more expensive due to the 

short range coverages of the small cells and relays. Cooperation among base stations can also help save energy 

in the cellular system either by load balancing options to decrease the transmission power in the cells with high 

traffic loads and increasing the transmission power of low traffic cells or by completely shutting of base stations 

under low traffic conditions and increasing the coverage area of the neighbor cells not to create any coverage  
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Figure 2.2: Deployment and spectrum efficiency versus energy efficiency trade-off, adapted from [14]. 

 

holes. A more environmentalist solution is proposed in [7] to save energy resources and decrease carbon 

emission is achieved by using alternative “green” resources such as biofuels, solar and wind energy in cellular 

networks.  

Cell switch off scheme is the most promising candidate for energy savings in cellular networks since it 

provides a holistic approach by combining link, component and network level power saving methodologies. 

Cell with the low traffic conditions is switched off completely to maximize the component level power savings, 

and remaining active cells in the network coordinate to serve the users located in the switched off region. 

Various existing cell zooming strategies are analyzed and discussed in Section 2.1.3. Cell switch off schemes 

aided with downlink CoMP transmission will be discussed in Chapter 3, which enable the users in the switched 

off cell to be served simultaneously by multiple radio links.  

2.1.2   Energy Efficient Resource Utilization and Performance Trade-offs 

Energy efficient cellular methodologies are being standardized by major standardization bodies like 3GPP and 

ITU and existing key performance indicators like spectral efficiency and deployment efficiency should be 

jointly considered with the energy efficiency metrics. Standalone methods that aim on improving a certain 

performance metric and ignoring the remaining metrics are not of interest. Green radio implemented in any 

aspect of the wireless communication including access network enhancements, core network improvements, 

protocol stack changes, scheduling implementations or cooperating networks have to be re-considered 

according to deployment efficiency (DE) versus energy efficiency (EE) and spectral efficiency (SE) versus 

energy efficiency (EE) trade-offs. Deployment efficiency is considered as system throughput per unit 

deployment cost which can be simply improved by enlarging the cellular coverage of the existing base stations. 
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Increasing the downlink transmit powers decreases the total number of base stations deployed in the network 

and save unit cost for both capital expenditure (CapEx) and operational expenditure (OpEx). However, the 

implementation should be the exact opposite for systems aiming energy efficiency since denser base station 

deployments correspond to lower transmit powers due to shorter radio links [13]. At first, energy efficiency of 

the cellular network seems to decrease with lower deployment costs as shown in Figure 2.2a; however the 

relation between the access network power consumption and the deployment cost should be modeled 

realistically. Energy consumption and the deployment cost of the networks do not only depend on the transmit 

power of the base station, 𝑃𝑇𝑋, but also on the operational power consumption, 𝑃𝑂𝑃 , such as the air cooling, 

signal processing and the power supply as explained in Section 2.1.1. As a result, increased cell sizes do not 

always yield energy inefficient solutions. Evaluating 𝐸𝐸 − 𝐷𝐸 trade-off according to the realistic power 

consumption models shows that there exists an optimum solution which improves both the performance metrics 

as shown in Figure 2.2b. 

 Another performance indicator for cellular systems is the spectral efficiency measured in bits sec⁄
Hz

, which 

has always been the main focus of improvement during the wireless evolution. Expressing energy efficiency of 

the system in bits Joule⁄ , the theoretical relation between spectral and energy efficiency is derived by authors of 

[14] using Shannon’s capacity formula for additive white Gaussian noise (AWGN) channels explained in [15] as: 

𝑆𝐸 = 𝑙𝑜𝑔2(1 + 𝑃𝑇𝑋𝑔
𝑊∗𝑁𝑜

) ;                                                                         (2.1) 

    𝐸𝐸 = 𝑊𝑙𝑜𝑔2(1 + 𝑃𝑇𝑋𝑔
𝑊∗𝑁𝑜

) 𝑃𝑇𝑋𝑔�  ;                                                               (2.2) 

𝐸𝐸 = 𝑆𝐸
�2𝑆𝐸−1�∗𝑁𝑜

 .                                                                             (2.3) 

Total bandwidth assigned to the user is expressed as 𝑊, channel gain is denoted as 𝑔, and noise spectral density 

is represented by 𝑁𝑜. Theoretical derivation for 𝐸𝐸 − 𝑆𝐸 trade-off for an AWGN channel shown in (2.3), which 

ignored the transmission independent contributors to the overall power consumption in (2.1) and (2.2), suggests 

monotonically decreasing relation between spectral and energy efficiency performance metrics. In fact, under 

practical considerations for realistic access network power consumption model in [16], pathloss and propagation 

schemes, modulation/coding schemes, resource management algorithms, power amplifier linearity/efficiency 

and multi-user/multi-cell scenarios, 𝐸𝐸 − 𝑆𝐸 trade-off leads to a non-monotonic relation shown in Figure 2.2.b.  
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Figure 2.3: Energy efficient wireless resource utilization, taken from [17]. 

 

This is the fundamental motivation for developing energy efficient frameworks without sacrificing the user 

perceived quality of service (QoS) in terms of spectral efficiency and achieved data rates.  

         Bottleneck for the performance metrics mentioned above is the limitation of wireless resources like time, 

frequency, space, energy and code.  Utilization ratio of these wireless resources can be optimized in favor of 

certain performance metrics, where Figure 2.3 shows an example green resource trading scheme that improves  

the energy efficiency by over utilizing the remaining wireless resources. A preliminary framework have been 

proposed by authors of [17] to find the optimal bandwidth and time resource utilization which results in 

minimal energy consumption to transmit one bit, 𝐸𝐽𝑜𝑢𝑙𝑒/𝑏𝑖𝑡 . Capacity of the AWGN channel, 𝐶, measured in 

bits/sec is expressed as the inverse of the time it takes to transmit one bit, 𝑡𝑏𝑖𝑡, as 

𝐶 =  1
𝑡𝑏𝑖𝑡

= 𝑊𝑙𝑜𝑔2(1 + 𝑃𝑇𝑋𝑔
𝑊∗𝑁𝑜

).                                                             (2.4) 

Energy consumption of the access network due to the downlink transmit power consumption of the base station 

is derived using (2.4) as 

𝐸𝑇𝑋 = 𝑃𝑇𝑋𝑡𝑏𝑖𝑡 =  (2
1

𝑊∗𝑡𝑏𝑖𝑡−1)∗𝑊∗𝑁0∗𝑡𝑏𝑖𝑡
𝑔

 ,                                                    (2.5) 

and the overall energy consumption of the access network is represented as the sum of energy spent for 

transmission and the energy spent due to the circuitry of the base station, 𝐸𝑐𝑖𝑟 , as 

𝐸𝐽𝑜𝑢𝑙𝑒/𝑏𝑖𝑡 =  𝐸𝑇𝑋 + 𝐸𝑐𝑖𝑟 = (2
1

𝑊∗𝑡𝑏𝑖𝑡−1)∗𝑊∗𝑁0∗𝑡𝑏𝑖𝑡
𝑔

 +  𝑊𝑃𝑐𝑖𝑟𝑐𝑡𝑏𝑖𝑡 + 𝑃𝑠𝑏𝑡𝑏𝑖𝑡,                         (2.6) 

where 𝑃𝑐𝑖𝑟𝑐 is the transmission independent operational power consumption which scales proportionally with 

the used frequency bandwidth and 𝑃𝑠𝑏  denotes the operational power consumption which is independent of the 

transmission and the utilized bandwidth. It is clear from (2.6) that the operational energy consumption of the 
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system increases with increasing bandwidth and time resources while the transmitting energy consumption of 

the system monotonically decreases. As a result there exists an optimum bandwidth and time resource allocation 

in the system which minimizes the energy consumption depending on the observed channel gain, 𝑔. The system 

implemented in [17] finds the optimum W for a fixed t and vice versa by using the convex energy consumption 

functions resulting from (2.6) for different channel gains by making sure the user still receives the minimum 

QoS required in terms of assigned frequency range and the delay observed during transmission. Proposed 

scheme can be further improved by simulating the large scale pathloss with realistic propagation models instead 

of the simplistic free space propagation model, including small scale fading in the system and arranging the 

media access control (MAC) scheduling decisions every TTI according to the green resource trading function.   

2.1.3   Analysis and Discussion of Existing Cell Switch-Off Techniques 

Various green techniques have been proposed by academia and industry recently for the wireless access 

networks with different optimization methods using various energy efficiency and trade-off metrics. Although 

there are methods to sustain long term energy savings by reducing peak user demand as proposed by authors of 

[18], access network energy savings are mostly implemented by cell size adjustments according to traffic load 

fluctuations. 

            An example of energy saving with cooperated base stations scheme is demonstrated in [19] that aims to 

find which cells in the network should be switched off so that the traffic load is concentrated around the base 

stations providing highest spectral efficiencies to the served users. The cell sizes in the network are dynamically 

adapted according to the traffic load fluctuations in the network. A load concentration approach is shown where 

the cells with the low traffic zoom into zero and the neighbor cells zoom out by using CoMP, relaying 

approaches or physical adjustment methods including antenna tilts and increased transmit powers to sustain the 

traffic as shown in Figure 2.4. This is the exact opposite approach compared to the load balancing approach 

where the high traffic cells used to zoom in to disperse the total traffic in the network. The proposed system 

comes along with many challenges such as short term traffic fluctuations, risk of coverage holes in the network, 

and special control channels needed for cooperated signaling and the compatibility limitations due to cells 

which are incapable of cell zooming. A centralized approach is proposed where the virtual cell zooming server 

collects all the channel conditions and rate requirements from the users assuming each user can only be served 

by one base station.  The  algorithm  in  the  central  server loops through all the mobile users, 𝑖 ∈ 𝐼, and assigns  
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Figure 2.4: Low traffic cells switching off fully or zooming in while neighbor cells zoom out by antenna tilts, CoMP, or 

relaying approaches to serve the users located in the switched off cells as shown in [19]. 
 

them to the base stations, 𝑛 ∈ 𝑁, such that the highest spectral efficiency can be offered by base station n to the 

user i, 𝑆𝐸𝑛,𝑖. After all the 𝑖 − 𝑛 assignments, the base stations with the lowest traffic load are turned off and the 

users in those cells are assigned to the remaining neighbor cells. Load of the base station n, 𝐿𝑛, is defined as the 

ratio of utilized bandwidth, 𝑊𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 , to the overall bandwidth of the network, 𝑊𝑡𝑜𝑡𝑎𝑙, as 

𝐿𝑛 =  
∑ 𝑤𝑖,𝑛𝑖∊𝐼𝑛
𝑊𝑡𝑜𝑡𝑎𝑙

=  
𝑊𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑

𝑊𝑡𝑜𝑡𝑎𝑙
 ,                                                             (2.7) 

where 𝐼𝑛 represents the set of users that are served by the base station n, and 𝑤𝑖,𝑛 represents the allocated 

bandwidth by the base station n to the user i. This algorithm repeats until the load is fully concentrated over the 

active serving cells with the highest traffic loads that yield the best spectral efficiencies, and creates major 

energy saving in the access network compared to fixed cell size planning and static cell switch off/on 

algorithms. A distributed approach is mentioned in [20] without the involvement of a centralized server so that 

the information flow and the signaling overhead in the system is decreased. Each mobile user chooses the base 

station with the highest 𝐿𝑛𝑆𝐸𝑛,𝑖 product as the serving cell while making sure the user does not drain the idle 

bandwidth of the base station:  

𝑊𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 + 𝑤𝑖,𝑛 ≤ 𝑊𝑡𝑜𝑡𝑎𝑙  .                                                             (2.8) 

This algorithm also converges to mobile 𝑖 − 𝑛 pairs that improve the energy savings in the network. Distributed 

cell zooming approach yields lower energy saving in the access network due to the lack of the centralized 

server; however, it creates a more energy saving environment in terms of reduced control plane and backbone  
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Figure 2.5: Daily traffic distribution and energy saving regions during night zones with low traffic periods shown in [21].   

 

signalling. It should be noted that the granularity of the bandwidth assignments 𝑤𝑖 ,𝑛 should be chosen according 

to the subcarrier spacing and resource block formats in LTE and beyond technologies which is described 

thoroughly in Section 2.2.1. These constraints have not been modeled in [19] and [20] and may lead to 

unrealistic scheduling decisions. Existing challenges in both of the algorithms are finding the optimum outage 

probability versus energy saving trade-off and dynamically configuring the network to maximize the energy 

saving performance according to the changing traffic load conditions in the network and expected quality of 

service by the users. The model also needs to be extended to take user mobility scenarios into consideration. 

       Adapting the cell switch off schemes to the daily traffic load has been investigated by [21] and [22], where 

a 24-hour traffic routine that monotonically decreases half of the day and symmetric around mid-day is 

analyzed to find the optimum time to start and stop the energy saving cell switch off period. Cellular access 

networks are usually statically configured to meet the peak traffic capacity constraints; however, there are 

significant traffic load reductions in office areas during night time and residential areas during day time. This 

makes the static cellular deployment schemes energy inefficient due to the redundant number of active base 

stations during low traffic periods. A basic traffic intensity distribution that is identical among all the cells in the 

network is assumed in [21] where the traffic load, denoted by 𝑓(𝑡) such that 𝑡 ∊ [0,𝑇] and 𝑇 = 24 h, is 

normalized with respect to the highest traffic load such that 𝑓(0) = 1. The paper suggests that the initial system 

which is configured with N cells to support the QoS at full load only needs xN cells to support the traffic when 

the traffic intensity declines by a factor of  𝑥 ∈ [0,1] while switching off the remaining (1 − 𝑥)𝑁 cells. The 

proposed scheme consists of two states where the network operates with N cells switched on during the day 

zone, 𝑡 ∊ [0, 𝜏] and 𝑡 ∊ [𝑇 − 𝜏, 𝑇], and with xN cells switched on during the energy saving zone, 𝑡 ∊ [𝜏, 𝑇 − 𝜏]. 
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Average daily energy consumption per cell in a network that uses the aforementioned two state cell switch off 

scheme is expressed as 

𝐸𝑆𝑤𝑖𝑡𝑐ℎ−𝑜𝑓𝑓 = 2𝑃𝑎𝑣𝑒[τ +  f(τ) �T
2
− τ�] ,                                                       (2.9)                        

where 𝑃𝑎𝑣𝑒  represents the average power consumption of a cell, and  τ is the time when the network enters the 

energy saving period. Energy consumption during the night zone is reduced by f(τ) since only 𝑥𝑁 cells are 

actively operating and 𝑥 = f(τ). The optimum τ is found simply by taking the derivate of 𝐸𝑆𝑤𝑖𝑡𝑐ℎ−𝑜𝑓𝑓 to find 

the local minima for the daily energy consumption function as 

𝑑𝐸𝑆𝑤𝑖𝑡𝑐ℎ−𝑜𝑓𝑓
𝑑τ

= 2𝑃𝑎𝑣𝑒 ∗ �1 + 𝑓′(τ) �𝑇
2
− τ� − 𝑓(τ)� = 0,                                     (2.10) 

1 + 𝑓′(τ𝑚𝑖𝑛) �𝑇
2
− τ𝑚𝑖𝑛� − 𝑓(τ𝑚𝑖𝑛) = 0,                                                  (2.11) 

which is same as maximizing the un-shaded area 𝐴 in Figure 2.5 denoted derived as 

𝐸𝑛𝑒𝑟𝑔𝑦 𝑆𝑎𝑣𝑖𝑛𝑔 𝐴𝑟𝑒𝑎 = 𝐴 = �𝑇
2
− τ𝑚𝑖𝑛� ∗ (1 − 𝑓(τ𝑚𝑖𝑛)) .                                     (2.12) 

The advantages of the proposed scheme are not only increasing the energy saving of the access network and 

finding the optimum time to start the energy saving period but also the flexibility of implementation since the 

same energy saving can be obtained by either more number of switched off cells during a short period of time or 

by switching off small number of cells for a longer period of time which can be concluded from (2.12) and 

shown in Figure 2.5b. The choice of implementation can be done according to the slope of daily traffic 

distribution in which the choice of turning off small number of cells for a long period of time makes more sense 

if the traffic intensity 𝑓(𝑡) decays slowly, so that the time to wait to start the energy saving period is not too 

long. The major drawback for the scheme is the lack of cellular geometry constraints in the model since xN cells 

may not be able to serve the users in the network when the coverage areas of the cells are taken into 

consideration. The model can be enhanced by introducing a multi-state cell switch off model instead of the two 

state day/night scheme, and modeling accurate traffic distributions for each cell distinctly which do not 

necessarily decay monotonically but instead fluctuate over time.  

           An alternative way of energy saving via cooperation in cellular networks in demonstrated in [22], which 

extends the cooperation between access network components of the same provider mentioned in [21] to 

cooperation between multiple cellular network operators that are able to provide full service to a certain spatial  
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Figure 2.6: Cell switch off scheme enabled via cooperation among multiple network service providers shown in [22].   
 

region. Proposed scheme suggests that network provider, 𝑛 ∊ 𝑁, switches off completely at the optimal energy 

saving time 𝜏𝑛 derived as 

𝜏𝑛 = 𝑓−1(𝑓𝑚𝑎𝑥 ∑ 𝛼𝑛𝑛∈𝑁𝑜𝑛
∑ 𝛼𝑛𝑛∈𝑁

) ,                                                                  (2.13) 

where 𝑁𝑜𝑛 is the set of the active operators remaining after operator 𝑛 switches off and 𝛼𝑛 is the scaling factor 

for the number of users in each operator 𝑛 ∈ 𝑁 as shown in Figure 2.6. The traffic load in the switched off 

operator n is transferred to the remaining active network providers 𝑁𝑜𝑛 as roaming subscribers. It can be seen 

from (2.13) that the operators’ switch off order follows an increasing traffic load pattern and the network 

operator with the highest traffic load is always on. The total energy consumption in the considered region that 

supports network operator coordination can be formulated as 

𝐸𝑂𝑝𝑒𝑟𝑎𝑡𝑜𝑟−𝐶𝑜𝑜𝑝 = ∑ 𝑓−1(𝑓𝑚𝑎𝑥 ∑ 𝛼𝑛𝑛∈𝑁𝑜𝑛
∑ 𝛼𝑛𝑛∈𝑁

)𝑁
𝑛=1 𝑃𝑎𝑣𝑒(𝑛)  + 𝑇𝑃𝑎𝑣𝑒(𝑛) ,                        (2.14) 

where 𝑃𝑎𝑣𝑒(𝑛) represents the average daily power consumption of an operator that does not use any switch off 

scheme. The clear advantages of network operators cooperating throughout the daily traffic are decreased 

OPEX for the networks and reduced carbon emission due to redundant resources being used by all the network 

operators that are statically configured to provide power according to peak traffic. The drawbacks of the scheme 

are the challenges of traffic transfers from one network operator to another such as extra signaling and forced 

handovers which can cause call drops and overload on the network, and the unfairness of the system for the 

network provider that has to always stay on and accept roaming subscribers. Energy saving advantage also 
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comes with a financial tradeoff where the network operators should accept the roaming subscribers without any 

extra cost to make the transitions in the network transparent, but this can create a significant decrease in 

network provider’s profits. The system also requires updates for the core network (CN) components like the 

home location register (HLR), visiting location register (VLR), and billing center (BC), which need to be 

updated to only allow the roaming subscribers from the cooperated networks for no additional monetary cost.  

Unlike the cell switch off methods mentioned in [21] and [22] which used simplistic monotonically 

decreasing traffic intensity functions to find the optimal periods to enter the energy saving mode, [23] tries to 

maximize the ratio of the switched off cells to the remaining active cells, 
𝑁𝑜𝑓𝑓
𝑁𝑜𝑛

, using a traffic model across the 

cellular system based on an M/M/N/0 queue having an arrival rate of 𝜆𝑘 and incoming handover arrival rate of 

𝜆ℎ,𝑘  modeled as a Poisson process, service time 1/𝜇𝑖 and time spent by users 1/𝜇ℎ modeled with an 

exponential pdf in a single cell for class k calls. Different classes 𝑘 ∊ 𝐾 represent different services offered in 

mobile networks such as voice, video call and packet data traffic in circuit switched (CS) and packet switched 

(PS) cores. The overall state space for K different classes offered is given as: 

𝑆 = {𝑠̅ = (𝑛1,𝑛2, . . ,𝑛𝐾)|∑ 𝐶𝑘𝑛𝑘 ≤ 𝐶𝑇𝐾
𝑘=1 } ,                                                (2.15) 

where 𝑛𝑘 represents the number of active class k calls, 𝐶𝑘 represents the amount of bandwidth required by class 

k calls and 𝐶𝑇 represents the total available traffic rate capacity supported in the access network. The proposed 

scheme focuses on the outage probability calculation using the service blockage in M/M/N queue to decide on 

the feasibility of the switch off ratio rather than taking into consideration the signal strength outage as well. 

Therefore, the blocking probability for class k calls is defined as the state when no more class k calls can be 

accepted due to the bandwidth constraint as  

𝑆𝐵𝑙𝑜𝑐𝑘𝑎𝑔𝑒 = {(𝑛1,𝑛2, . . ,𝑛𝐾)|𝐶𝑇 − 𝐶𝑘 < ∑ 𝐶𝑘𝑛𝑘 ≤ 𝐶𝑇𝐾
𝑘=1 } .                                (2.16) 

Maximum feasible switch off ratio, 
𝑁𝑜𝑓𝑓
𝑁𝑜𝑛

, in the access network is targeted to achieve optimum energy savings 

by switching off as many as redundant base stations as possible. The algorithm loops through different values of 

𝑁𝑜𝑓𝑓
𝑁𝑜𝑛

  and calculates the new values for 𝜆𝑘, 𝜆ℎ,𝑘, 1/𝜇𝑖 and 1/𝜇ℎ. Assuming that each class k has a different QoS 

constraint in terms of maximum service blockage probabilities, algorithm makes sure the new service blockage 

probabilities are within the constraints for each class after the new cell switch off ratio. Received power 

required for each active call in the system is calculated by dividing the current downlink power of the switched 
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on base stations by the mean number of active calls. Required downlink transmit power of the active base 

stations and the new radius of the cells are found using Cost-231 propagation model. If the new cellular radius 

is not within the cellular geometry constraints, algorithm either increases the downlink transmit powers of the 

switched on base stations or reduces the 
𝑁𝑜𝑓𝑓
𝑁𝑜𝑛

  ratio. The algorithm eventually converges to an optimal switch off 

ratio with the necessary transmission power increase in the remaining cells to obtain the maximum energy 

savings in the access network. Although the proposed scheme assumes a more analytical way to model the 

traffic in the network to decide the switch off scheme, there is still room for improvement for more realistic 

modeling. The system should use a realistic 3GPP pathloss model instead of the theoretical Cost-231 

propagation model and the outage probability calculations should be done by taking the downlink SINR ratios 

into consideration. The suggested schemes just focus on the power received per connection and ignore the inter-

cell interference and the effect of SINR on the QoS provided to the users. Power per connection is assumed to 

be the downlink base station power divided by the mean number of active calls; however this assumption 

ignores the power control and scheduling in cellular networks. 

         The effect of dynamically changing traffic on the optimal base station sleeping strategy in a cellular 

network is studied in [16] and the decision parameter to maximize the energy savings is chosen as the power 

consumption ratio which is defined as the ratio between the dynamic and the fixed power consumption of a base 

station. Dynamic power consumption is defined as the required transmitted power by the base station that 

changes according to the traffic load in the cell, which is modeled as a Poisson process; whereas the fixed 

power consumption is independent of the load and covers the site cooling, power supply and signal processing. 

It is shown that the power ratio increases due to the rise in traffic load make the dynamic power component 

dominate over fixed power consumption, and more base stations should be active to save energy in the system. 

However, for low power ratio scenarios due to low traffic, the constant power dominates over the dynamic 

power component and less base stations should be active to save energy. Adjusting the base station sleep 

strategy according to the power ratio of the system is more realistic compared to the cell switch off/on schemes 

described in [19], [21], [22] and [20], which ignored the impacts of this ratio in the overall energy savings; 

however, the proposed system in [16] still needs some improvement. The downlink power control used for the 

modeling does not take the interference into consideration and aims to keep the received power at the mobiles at 

-110 dBm which might not be enough to sustain a successful radio link if the interference is high. For successful  
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Figure 2.7: LTE cell switch off/on solution suggested in 3GPP release 8 workshops by [24]. 
 

communication in the downlink SINR ratio should be chosen as a reference point. Another assumption used in 

the model is the cells that remain active during the energy saving zone having equal cell radii. However, this 

assumption ignores the cellular geometry constraints completely since the cells that remain active need to be 

adjusted to provide coverage to the overall cellular region.  

Cell switch off/on strategies to save energy has not only been the interest of academia, but have also 

been considered in the industry as part of the 3GPP standardization process. Huawei introduced an LTE energy 

saving solution with cell switch off/on schemes in 3GPP workshops for release 8 in [24]. A hierarchical cellular 

deployment with respect to LTE is assumed with an energy saving (ES) area that is covered by two different 

cells as shown in Figure 2.7. Energy saving scheme can be implemented either with inter-RAT or intra-RAT 

configurations. In the intra-RAT configuration, E-UTRAN macro cell is deployed for continuous coverage of 

the area and the pico/micro or femto cell, which is covered completely by the macro cell, is deployed to 

increase the capacity of special small areas or hotspots. The inter-RAT configuration has a cell using a legacy 

RAT such as UMTS/EDGE/GPRS, which is deployed for basic coverage of voice and medium speed data 

services and the E-UTRAN cell which is covered completely by the legacy RAT is deployed to provide high 

speed data or enhanced multimedia services that are offered by LTE. Proposed scheme only enables the energy 

saving capability in the capacity/data booster cells and the basic coverage supplying cells are prohibited from 

switching off. A pre-defined threshold is set in the network according to the observed traffic load so that the 
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capacity booster cells are deactivated when the observed traffic in the ES area is less than the threshold and re-

activated when the observed traffic in the ES area is more than the set threshold. Proposed solution suggests two 

different implementation options: Operations, Administration and Maintenance (OAM) based and e-NB based. 

The e-NB based solution focuses on the real time traffic to set the threshold. Cell deactivation is initiated by e-

NB’s internal mechanism, whereas the cell activation is initiated by the neighbor eNB’s trigger mechanism 

which keeps monitoring the ES area after the capacity booster cells are switched off. This option requires 

enhancements to the existing X2 interface since it depends heavily on inter e-NB communication to inform each 

other about cell status updates. The OAM based solution, on the other hand, sets the switch off thresholds 

according to observed statistics over time and the cell activation/deactivation procedures are completely 

controlled by the OAM through Itf-N interface. This option depends less on inter e-NB communication, but cell 

status notifications still need to be transmitted over the X2 interface. The OAM based solution is more feasible 

in cases where the capacity of X2 interface limited, however this topic should be considered under Self-

Organizing Networks (SON), where the large scale OAM is done by controlling the element managers via 

network manager over the Itf-N interface as explained in [25]. 

        All the schemes mentioned above focus on access network energy savings via various methods of cell 

switch off mechanisms using theoretical models for radio wave propagation and small scale fading. Authors of 

[26] analyzed the standalone energy efficiency of an upcoming radio technology feature in LTE-A, namely 

CoMP, and authors of [19] mentioned CoMP as an advantageous method for cells to zoom out, however, joint 

use of CoMP feature with traditional cell switch off schemes is not analyzed in any literature, to the best of our 

knowledge. 

 

2.2    LTE – Advanced CoMP System Framework 

2.2.1   Introduction to Downlink LTE Transmission 

Major physical layer changes have been introduced while proceeding from 3GPP release 7 (HSPA+) to 3GPP 

release 8 (LTE). Multiple access technology used until release 7 HSPA+ schemes, CDMA, has been replaced 

with OFDM/OFDMA technology starting from release 8 LTE systems. OFDM takes advantage of both the 

simple receiver architecture of narrowband systems with the high capacity of wideband systems by utilizing 

many narrowband orthogonal  subcarriers [27]. Orthogonal  subcarriers   are   achieved  by   setting   the center  
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Figure 2.8: Time-Frequency domain representation of an OFDM signal shown in [28]. 

 

frequencies of subcarriers, which are also referred to as the frequency tones, to integer multiples of the base 

frequency [28]. It can be seen that the inter-frequency interference in minimized by using OFDM schemes since 

the center frequencies of the subcarriers do not interfere with the sidebands of the adjacent subcarriers as shown 

in Figure 2.8. This yields to spectrally efficient LTE downlink due to OFDMA use. 

               Multipath reception due to small-scale fading conditions for frequency selective channels, where the 

coherence bandwidth of the channel is smaller than the signal bandwidth and the multipath delay spread is 

greater than the symbol period, lead to inter symbol interference (ISI) and distortion in wireless systems as 

shown in Figure 2.9a. LTE OFDM schemes reduce the effects of ISI by utilizing narrow band subcarriers that 

go under flat fading. Symbol period is increased by a factor of the number of subcarriers, 𝑁𝑠𝑐, after the serial to 

parallel conversion for sub-carrier modulation. Period of each OFDM symbol is extended by copying the final 

part of the symbol to the beginning of the OFDM symbol as shown in Figure 2.9b, which is known as the cyclic 

prefix (CP) or time domain guard interval addition. Serial to parallel conversion of the incoming serial bits 

belonging to the transport blocks from the MAC layer and addition of cyclic prefix by copying 𝑁𝐶𝑃 samples to 

do beginning of the OFDM symbol tackles the ISI in time dispersive domain. The length of 𝑁𝐶𝑃 should be 

larger than the length of the multipath delay taps, so that the receiver can just ignore the first 𝑁𝐶𝑃 samples from 

the received signal and eliminate the ISI completely. It should be noted that even for the cases where 𝑁𝐶𝑃 is 

larger than the number of delay taps, receiver still suffers from the intra symbol interference due to multipath. 

Addition of CP to each OFDM symbol not only decreases the inter symbol interference, but also enables the 

conversion of linear convolution to circular convolution so that the receiver can overcome intra symbol 

interference [29]. Due to the circular convolution property, receiver can just perform discrete fourier transform 

(DFT) to the received time samples to obtain the received signal in frequency domain for each subcarrier. These  
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Figure 2.9: Cyclic prefix utilization in LTE systems to reduce ISI due to multipath reception, taken from [27]. 
 

mechanisms decrease the receiver complexity for the equalization procedures for LTE downlink. It should also 

be noted that increasing 𝑁𝐶𝑃 unnecessarily lead to transmission inefficient systems due to the overhead and 

increased symbol period can also lead to distortion due to the frequency dispersive nature of the channel 

resulting from UE mobility. This can be explained by the increased OFDM symbol period being larger than the 

coherence time of the fast fading channel with high Doppler spread. To overcome the signal distortion resulting 

from the time-varying nature of the channel, hybrid automatic repeat request (HARQ), cyclic redundancy 

check (CRC), and channel coding procedures still need to be used in LTE systems.  

                    Block diagram of transmitter/receiver architecture for LTE DL OFDMA system is shown in Figure 

2.10. The incoming bit stream at the transmitter is converted from serial to parallel for subcarrier mapping and 

then modulated accordingly. Serial to parallel conversion of the OFDM symbol in frequency domain makes the 

transmission robust against ISI. It should be noted that different subcarriers can be modulated with different 

schemes QPSK, 16-QAM or 64-QAM depending on the mapping of physical channels to various resource 

elements. For instance, when mapping PBCH channel on resource elements, the corresponding subcarriers 

should be modulated with QPSK whereas when mapping a PDSCH (Physical Downlink Shared Channel) 

channel on a resource element 64-QAM may be used depending on the channel feedback from UE [30]. Serving 

eNB (enhanced Node B) MAC scheduler may also choose different modulation schemes to be used for PDSCH 

to different served users according to received channel feedback from the users. OFDM symbol spanning 𝑁𝑠𝑐 

subcarriers are expressed in complex In-phase and Quadrature (I/Q) plane after the adaptive modulation on each 

orthogonal subcarrier and passed to an N-point IFFT. The number of subcarriers is less than the N-FFT size; as 

a result, the remaining 𝑁𝐹𝐹𝑇 − 𝑁𝑠𝑐  input streams are padded with zero before the N-IFFT block. Orthogonal 

frequency bins are converted to time domain by creating orthogonal sine waves using the IFFT block that yields 
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Figure 2.10: LTE downlink OFDMA transmitter and receiver architecture. 

 

𝑁𝐹𝐹𝑇  samples in time domain. Time domain signal 𝑥(𝑡) containing 𝑁𝐹𝐹𝑇  samples after performing IFFT to the 

modulated subcarriers is represented as 

𝑥(𝑡) =  ∑ 𝐼𝑛(𝑡) sin�2𝜋𝑡 �𝑓−𝑁𝐹𝐹𝑇 
2

+ ∆𝑓 �𝑛 + 𝑁𝐹𝐹𝑇 
2
���  − 𝑗 𝑄𝑛(𝑡) cos�2𝜋𝑡 �𝑓−𝑁𝐹𝐹𝑇 

2
+ ∆𝑓 �𝑛 + 𝑁𝐹𝐹𝑇 

2
��� 

𝑁𝐹𝐹𝑇
2 −1

𝑛=−𝑁𝐹𝐹𝑇2

,        (2.17) 

where 𝑛 denotes the index for the subcarrier frequency tone (𝑁𝐹𝐹𝑇 − 𝑁𝑠𝑐 set to null), 𝐼𝑛(𝑡) and 𝑄𝑛(𝑡) represent 

the modulated I/Q plane representations of the symbols according to the used modulation scheme on the 

corresponding subcarrier frequencies, 𝑓
−𝑁𝐹𝐹𝑇 

2
 represents the base frequency tone and ∆𝑓 represents the 

subcarrier frequency spacing. It should be noted that in Figure 2.10, the input to the IFFT block can come from 

the transport block data intended for different users in case of downlink multiple access, where the data 

intended for each user goes under separate encoding/interleaving/modulation procedures and eventually 

combine parallelly as inputs to the IFFT block. Relations between 𝑁𝐹𝐹𝑇, sampling frequency 𝑓𝑠, FFT duration 

𝑇𝐹𝐹𝑇 , sample period 𝑇𝑠 and subcarrier spacing between different tones ∆𝑓 are expressed below according to the 

downlink OFDM parameters specified in Table 2.1: 

𝑓𝑠 = ∆𝑓 𝑁𝐹𝐹𝑇  ;                                                                       (2.18) 

    𝑇𝐹𝐹𝑇  =  1
∆𝑓�  ;                                                                     (2.19) 

 𝑇𝑠  =  𝑇𝐹𝐹𝑇/𝑁𝐹𝐹𝑇  .                                                                  (2.20) 

Depending on the FFT size and number of OFDM symbols per slot 𝑁𝑠𝑦𝑚𝑏𝑜𝑙/𝑠𝑙𝑜𝑡 , number of samples per cyclic 

prefix 𝑁𝐶𝑃 can be varied to make sure the slot duration is set to 0.5 ms using (2.21) and (2.22): 

𝑇𝑠𝑦𝑚𝑏𝑜𝑙  =  𝑇𝑠 ∗ (𝑁𝐹𝐹𝑇  +  𝑁𝐶𝑃),                                                      (2.21) 

𝑇𝑠𝑦𝑚𝑏𝑜𝑙𝑁𝑠𝑦𝑚𝑏𝑜𝑙/𝑠𝑙𝑜𝑡 = 0.5 𝑚𝑠.                                                       (2.22) 



24 
 

Table 2.1: LTE Downlink OFDM Parameters standardized in [31] assuming 15 kHz subcarrier spacing  

Total Bandwidth Available Bandwidth Available Subcarriers  (𝑁𝑠𝑐) FFT Size (𝑁𝐹𝐹𝑇) Sampling Frequency  (𝑓𝑠) 
5 MHz 4.5 MHz 300 512 7.68 MHz 

10 MHz 9.0 MHz 600 1024 15.36 MHz 
15 MHz 13.5 MHz 900 1536 23.04 MHz 
20 MHz 18 MHz 1200 2048 30.72 MHz 

 

The sampling frequency in LTE FDD systems is set as multiples of 3.84 MHz although it results in FFT sizes 

greater total number of available subcarriers. This is to simplify the implementation of dual stack UEs that 

support both UMTS with WCDMA chip rate set to 3.84 MHz and LTE at the same time as explained in [32].  

             Downlink OFDMA transmission shown in Figure 2.10 in a time-varying multipath channel can be 

formulated in time and frequency domains as  

𝑦𝑁𝑥1 = 𝑥𝑁𝑥𝑁ℎ𝑁𝑥1 + 𝑛𝑁𝑥1 ,                                                              (2.23) 
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𝑛1
⋮
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� ,                                            (2.24) 

where 𝑦𝑁𝑥1 is the received OFDM symbol with 𝑁𝐼𝐹𝐹𝑇  samples after cyclic prefix removal, ℎ𝑁𝑥1 is the multipath 

complex baseband channel impulse response (CIR) with delay tap length L,  𝑛𝑁𝑥1 is the noise observed in the 

channel, first column of 𝑥𝑁𝑥𝑁 matrix corresponds to the samples at the transmitter side shown in (2.17) after the  

𝑁𝐼𝐹𝐹𝑇  block before the CP addition and the remaining columns are due to the multipath channel. It is clear from 

(2.24) that the receiver recovers completely from the inter symbol interference after removing first 𝑁𝐶𝑃 samples, 

assuming 𝑁𝐶𝑃 > 𝐿, but equalization is still needed to tackle the intra-symbol interference.  Multipath CIR ℎ𝑁𝑥1 

has a delay tap length of L, as a result the rows of ℎ𝑁𝑥1 and the columns of 𝑥𝑁𝑥𝑁  are set to zero after ℎ𝐿 and 

𝑥𝑁𝑥𝑁 , respectively. It should be noted that the channel is assumed to be coherent within one OFDM symbol 

period; that is why the convolution of the samples is possible with the CIR. Due to the circular convolution 

property enabled after CP addition explained in [29], received OFDM symbol in time domain can be written as 

𝑦𝑁𝑥1 = 𝐹𝑁𝑥𝑁𝐻𝑋𝑁𝑥𝑁𝐹𝑁𝑥𝑁ℎ𝑁𝑥1 + 𝑛𝑁𝑥1,                                                  (2.25) 

where 𝐹𝑁𝑥𝑁 and 𝐹𝑁𝑥𝑁𝐻 denote the DFT and IFFT matrices, respectively, to represent the symbol in time and 

frequency domains as demonstrated in Figure 2.8, and  𝑋𝑁𝑥𝑁 is a diagonal matrix with rows corresponding to 

the transmitted complex modulated symbols in frequency domain spanning over the orthogonal subcarriers 

before being inputted to the 𝑁𝐼𝐹𝐹𝑇  block. As a result,  receiver  can  perform equalization by performing DFT on  
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Figure 2.11: Frame structure and resource blocks in LTE FDD systems demonstrated in [33], assuming normal CP use. 
 

(2.25). Received OFDM symbol in frequency domain over 𝑁𝐼𝐹𝐹𝑇   frequency tones, 𝑌𝑁𝑥1, can be found after the 

𝑁𝐷𝐹𝑇 block as 

𝑌𝑁𝑥1 = 𝑋𝑁𝑥𝑁𝐹𝑁𝑥𝑁ℎ𝑁𝑥1 + 𝑁𝑁𝑥1,                                                       (2.26) 

𝑌𝑁𝑥1 = 𝑋𝑁𝑥𝑁𝐻𝑁𝑥1 + 𝑁𝑁𝑥1,                                                        (2.27) 

where 𝐻𝑁𝑥1 represents the channel transfer function (CTF) and 𝑁𝑁𝑥1 noise of the channel in frequency domain. 

                Multiple access in LTE is achieved by adaptively assigning predefined time-frequency resources 

called resource blocks (0.5 ms slots spanning over 12 subcarriers) to various UE every TTI according to 

required QoS and reported frequency selective channel feedbacks. Since both the uplink and downlink user 

plane data is carrier over shared physical channels (PDSCH/PUSCH), scheduling decisions are given every 1 

ms at e-NB to meet the QoS requirements of the users in the cell by assigning necessary number of resource 

blocks to the served UEs. LTE downlink radio frame is 10 ms long and consists of 10 subframes that are 1 ms 

TTI each. Every subframe has two slots of 0.5 ms consisting of 6 or 7 OFDM symbols depending on the choice 

of extended or normal CP use, respectively, as formulated in (2.22). Frequency domain consists of narrowband 

subcarriers that are either 15 kHz or 7.5 kHz wide. Depending on the flexible bandwidth choice of 

implementation, 5 MHz, 10 MHz, 15 MHz and 20 MHz, total number of subcarriers available in the system 

varies. It should be noted that regardless of the choice of total bandwidth, 10% of the overall bandwidth is 

allocated as upper and lower guard-bands to avoid the interference between different LTE bands. Instead of 

assigning resources to UEs in time domain as slots or in frequency domain as subcarriers, UEs are assigned 

resource blocks consisting of 12 subcarriers and 1 slot (6 or 7 OFDM symbols). Since the scheduling decisions 
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Figure 2.12: Downlink CoMP schemes demonstrated in [34]. 
 

are made every subframe, resource blocks of the same subframe are allocated in pairs to UEs in each TTI. Each 

subcarrier-OFDM Symbol pair is called a resource element, which is the smallest unit in downlink LTE 

transmission, as shown in Figure 2.11 displaying a 20 MHz FDD LTE system using normal cyclic prefix. Since 

frequency and time resources are scheduled adaptively according to the channel state feedback of various users, 

LTE downlink can be considered as a mixture of FDM and TDM (Time Division Multiplexing).  The number of 

total resource blocks available in an LTE system can be found by taking into consideration the 10% bandwidth 

allocation for upper and lower frequency guardbands. As a result, in a 20 MHz system, only 18 MHz is the 

effective bandwidth which has 100 PRBs if  ∆𝑓 = 15 kHz.  

 

2.2.2   CoMP Definitions and Standardization 

Capacity and spectral efficiency of the cellular systems need to be increased in order to meet the increasing 

mobile data demand from users. Some of the proposed options that increase the capacity of cellular networks 

are listed in [35] as using more spectrum, increasing the number of transmit/receive antennas, using dedicated 

beams to serve the users, and enabling small cell deployment. However, none of these methods address inter- 

cell interference issue, which is the actual bottleneck for spectral efficiency, especially for LTE and beyond 

systems that have full frequency reuse. CoMP is listed as one of the key features and work items for LTE-A 

systems to improve cell edge performance, system throughput, received SINR and spectral efficiency by 

mitigating and exploiting the inter cell interference [6]. Scope of this thesis is limited to downlink CoMP usage 

in cellular networks. Definition of DL CoMP is explained initially in 3GPP 36.814 [36] as dynamic 

coordination among multiple spatially separated transmission points. CoMP coordinating set, 𝑁𝐶𝑜𝑜𝑝, is the 

overall master set of points that have logical/physical links enabling them to exchange channel feedbacks and/or 

user payloads to perform downlink joint transmission or make scheduling decisions in the access network over 

certain time - frequency resources.  CoMP  joint transmission set, 𝑁𝐽𝑇, is a subset of 𝑁𝐶𝑜𝑜𝑝 and  corresponds  the  
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Figure 2.13: User plane data flow for downlink inter-eNB CoMP joint transmission scheme. 
 

points that are directly participating in PDSCH transmission over the same resource blocks to the UE. CoMP 

measurement set, 𝑁𝑚𝑒𝑎𝑠, includes the  points about which the UEs report measured link qualities and CSI 

(Channel State Information) feedback. Downlink CoMP is categorized under two main categories as follows: 

• Joint Processing: Downlink payload and user plane data intended for a UE is available at each point in 

the CoMP cooperating set. It can be implemented as joint transmission (JT), where downlink payload is 

transmitted on PDSCH from multiple points in the CoMP set to the UE by scheduling the same RBs as 

shown in Figure 2.12a. This is referred to as cross-point scheduling in [37], where the UE receives 

PDSCH assignments from multiple points in the same TTI as shown in Figure 2.13. An alternative 

scheme is dynamic point selection (DPS) where PDSCH transmission is done from the best point in the 

CoMP set. For DPS schemes, the transmission point can change every slot since different RBs in a 

certain subframe can be transmitted by different members of the 𝑁𝐶𝑜𝑜𝑝. It should be noted that the muted 

members of the 𝑁𝐶𝑜𝑜𝑝 do not schedule any users over the RB where the best point is performing 

transmission as shown in Figure 2.12b. 

• Coordinated Scheduling/Beamforming (CS/CB): Downlink payload is available at one point in the 

CoMP set, which is the serving eNB, and transmitted from this point. Rest of the points in the CoMP set 

indirectly participate in transmission by assisting the scheduling and beamforming decisions to mitigate 

the interference over the resource blocks where the serving eNB is performing PDSCH transmission as 

shown in Figure 2.12.c. 



28 
 

Serving cell is responsible for anchoring the PDCCH assignments, sending MIB/SIBs (Master Information 

Block/System Information Blocks) to the UE, controlling the resource allocation, HARQ information, transport 

format and power control. Serving cell also coordinates the other participants in the downlink cooperating 

CoMP set by manipulating DL channel feedback. Feedback mechanism in downlink CoMP can be either 

explicit where the UE’s provide a channel information as observed by channel matrix, channel covariance, and 

covariance matrix of noise/interference, or implicit, where the UE reports channel quality indicator (CQI), 

precoding matrix indicator (PMI) and rank indicator (RI) for MIMO using the PUCCH (Physical Uplink 

Control Channel) or PUSCH (Physical Uplink Shared Channel). It should be noted that only the joint 

transmission scheme requires inter-point phase information, to align the phases of the transmitted and received 

signals from multiple points, as part of the CoMP feedback since it is the only scheme that performs coherent 

transmission using cross-point PDSCH scheduling. 

         There have been 5 different CoMP deployment scenarios provided in 3GPP 36.819 [37] as follows: 
 

• Inter-eNB CoMP: Information and data exchange between the eNBs will be performed over the logical 

X2 interface. 

• Intra-site CoMP: Coordination between different sectors of the same eNB in a homogeneous network. 

• Intra RRH (Remote Radio Head) CoMP: Coordination between different RRHs in a homogeneous 

network. 

• Intra cell eNB – RRH CoMP: Coordination between the macro eNBs and the RRH within the same cell. 

• Inter cell eNB – RRH CoMP: Coordination between the macro eNBs and the RRH having different cell 

ids. 

Inter-eNB CoMP deployment with downlink joint transmission is the most promising scheme in terms of 

performance gains, however it has the highest number of challenges to be addressed before commercialization 

due to the complexity of the protocol explained in Section 2.2.5.  

 

2.2.3   Joint Transmission Procedures 

Downlink CoMP joint transmission scheme is defined as multiple geographically separated points coordinating 

in terms of scheduling decisions and performing joint user plane data (payload) transmission to the UE over 

certain time/frequency resources called Resource Blocks for 3GPP Release 11 and beyond technologies.  Inter-

eNB coordination is one of the possible schemes which is heavily dependent on the X2 links between the eNBs.  
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Figure 2.14: DL CoMP procedures for inter-eNB joint transmission schemes. 

Procedures involved for the joint transmission scheme are demonstrated in sequential order in Figure 2.14. 

Serving cell acts as the anchor point of the CoMP transmission and can change with time and location due to 

UE mobility. Serving eNB sends the contents of the CoMP measurement set to the UE via downlink RRC 

signaling along with the measurement IDs (e.g. RSRP, RSRQ), and density/periodicity of the CSI-RS (Channel 

State Information Reference Signal). It should be noted that the CoMP measurement set is a subset of the 

overall CoMP coordinating set and the serving eNB may or may not perform down selection on coordination 

capable points to form the measurement set depending on the location of the UE and the feasibility of 

coordination. CSI-RS inserted into the resource blocks enable the UE to perform multi-point channel estimation 

for the member of the CoMP measurement set, 𝑁𝑚𝑒𝑎𝑠. After performing multi-point channel estimation using 

CSI-RSs, UEs can either provide centralized or decentralized CSI feedback for each point of the CoMP 

measurement set. Channel feedback could either be explicit (complex channel impulse response seen by the 

user and the noise) or implicit (CQI, CSI value which can be used by the serving eNB to map to a certain 

downlink modulation scheme). In centralized multi-point feedback, UEs send the CSI for all the points in 

measurement set to the serving eNB. In decentralized multi-point feedback, user passes the measured/observed 

CSI to each point in CoMP set separately, and the members of the CoMP measurement set are required to 

transfer the received CSI feedback to serving eNB over the X2 link. It should be noted that, if the serving eNB 
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is providing the UL resources, UEs should send aggregate centralized feedback over PUCCH or PUSCH to the 

serving eNB containing measured results for all members of 𝑁𝑚𝑒𝑎𝑠 . A subset of the CoMP measurement set is 

chosen as the CoMP transmission set, 𝑁𝐽𝑇. This decision is given by the RRC/MAC layer of the serving eNB, 

after consolidating the multi-point feedback for each member of the CoMP measurement set and performing a 

threshold-based decision on the approximated downlink received powers of each coordinating point – UE radio 

link. It should be noted that the joint transmission set clustering decision could also be based on the DL RRM 

measurement like RSRP/RSRQ as mentioned in [37]. After the joint transmission set clustering decision by the 

anchor, the downlink user plane payload coming from the PDN-GW targeted for a specific UE is transferred by 

the serving eNB to all the chosen members of the CoMP transmission set over X2 interface. Serving eNB 

transmits the DL CoMP grant allocation to the user over E-PDCCH (Enhanced Physical Downlink Control 

Channel) providing information about the system frame/sub-frames that are chosen for CoMP transmission, 

number of resource blocks assigned to the user and the members of the joint transmission set using a compact 

downlink control information (DCI) format. Then, user plane data is transmitted to the UE over PDSCH via TM 

(transmission mode) – 9 by all the members of the DL CoMP joint transmission set over the specified resource 

blocks. 
 

2.2.4   Downlink Channel Estimation for Beyond LTE Systems 

Both LTE and LTE-A systems use coherent detection and equalization methods to mitigate the ISI caused by 

multipath channel. Reference symbols known at both the transmitter and receiver ends, which do not carry data, 

are inserted to specific resource elements after subcarrier mapping and modulation shown in Figure 2.10. User 

estimates the radio channel and demodulates the data using these pre-known symbols. Release-8 LTE systems 

use the cell specific reference symbols both for demodulation and channel estimation; however these two 

procedures are decoupled in LTE-A schemes where the data demodulation is done using the UE specific RSs 

and complex multi-point channel estimation is done using CSI-RSs as shown in Fig. 2.15. Amplitude and phase 

of both CIR and CTF are estimated at resource elements containing reference symbols and the results are 

interpolated in time and frequency domains to predict the channel at resource elements carrying data. CSI-RS 

transmissions anchored by the serving cell are utilized by the UEs to estimate the channels for different points 

mentioned in the CoMP measurement set. Figure 2.15 shows a resource block pair over 1 TTI (1 sub-frame, 2 

slots, 1 ms) spanning over 12 orthogonal subcarriers with normal cyclic prefix use (7 OFDM symbols per slot). 
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Figure 2.15: Reference symbol mapping in LTE-A DL CoMP systems, adapted from [30]. 

Single point channel estimation in pre-LTE-A networks for the serving eNB is done using cell specific 

reference symbols (CRS) marked in red. Both for normal and cyclic prefix use in single or two antenna port 

supporting eNBs, there are 8 reference symbols per resource block pair for the UE to perform single point 

channel estimation, in which the RS are placed every 6th OFDM symbol in time domain and every 6th subcarrier 

in frequency domain. As a result, UE has enough channel samples to perform both time and frequency domain 

interpolation to estimate and predict the channel samples for the resource elements not containing reference 

symbols. However, multi-point estimation cannot use the same framework in 3GPP release-8 since that would 

decrease the spectral efficiency of the system significantly. The trade-off between more accurate channel 

estimation versus system spectral efficiency according to the chosen density of the reference symbols is more 

crucial for LTE-A systems since UE needs to use CSI-RS to estimate multiple points. For LTE-A systems 

supporting CoMP, there will be 40 resource elements for an RB pair in a specific TTI allocated for multi-point 

channel estimation, so that the UE can perform coherent detection and equalization for each point mentioned in 

the CoMP measurement set. Assuming an inter-eNB CoMP measurement set of 20 eNBs, there will be only 1 

reference symbol for each antenna port of each point of the measurement set assuming each eNB has two 

transmit antenna ports as shown in Figure 2.15. It can be seen that interpolation using the channel auto-
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correlation functions in multiple domains for the serving cell (8 CRSs for each antenna port in each RB pair) 

will yield more accurate results compared to multi-point channel estimation (1 CSI-RS for each antenna port in 

each RB pair) in CoMP due to the scarce nature of reference symbols contained in resource block pairs for a 

particular member of the CoMP measurement set. As a result, multi-point channel estimation is more vulnerable 

to estimation errors due to the lack of reference symbols compared to single point channel estimation. 

2.2.5   Technical Challenges and Discussion of Existing Literature 

Technical challenges for DL CoMP are listed by [37], [35] and [38] as increased backhaul traffic, 

time/frequency synchronization of the cooperating points, multi-point channel estimation/prediction and 

feedback procedures, clustering of CoMP sets, feasibility of various deployment schemes, delays in the overall 

system and cross point scheduling of users. The effect of traffic intensity on the optimum downlink CoMP 

scheduling scheme is analyzed by Orange Labs in [39] where the multi-user joint processing with least 

interfering beams scheme is shown to outperform remaining cross-point scheduling single-user joint processing 

in terms of capacity gains. Assuming two eNBs using CoMP transmission in the downlink with the master and 

slave eNBs represent the eNB that has the served UE in the coverage area, and the eNB that does not have the 

scheduled UE in the ideal coverage region, respectively. The proposed scheme suggests that the slave eNB 

should schedule another UE within its own coverage area over the same RB using the least interfering beam 

with respect to the UE scheduled in the master eNB for CoMP transmission to increase the overall spectral 

efficiency of the system. To decrease the impact of signaling delays between the CoMP active set and the UE 

on UL capacity of the system, a centralized UL scheduling approach was demonstrated in [40] where the 

backhaul usage was tried to be minimized using pre-known statistical channel feedback information. Clustering 

decision delay is characterized as the time difference between the UL scheduling request and the scheduling 

grant provided by the serving e-NB.  A prediction mechanism in implemented in the serving eNB to give UL 

scheduling decisions and cluster formation using the previously stored channel characteristics, so that the 

clustering decisions are not outdated at the time of the scheduling grants. Feasibility of various CoMP 

deployment scenarios is investigated in [41] to find the capacity maximizing clustering scheme and intra-cell 

cooperation is chosen to be a successful candidate for joint processing DL scheme, whereas the inter-eNB 

schemes are shown to require backhaul enhancements like capacity increases and latency reduction before 

commercialization. An energy efficient CoMP network backhaul design was proposed in [42], where the set of 
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points that can be used in the CoMP transmission set were pre-calculated and the remaining points were 

excluded from the CoMP measurement set due to network latency constraints. Proposed scheme minimized the 

unnecessary power consumption and traffic in the CoMP backhaul by taking network topology constraints, 

node processing and line delays into consideration before forming the CoMP measurement set. The scheme 

avoids unnecessary channel estimation at the UE, CSI exchange within the members of 𝑁𝑚𝑒𝑎𝑠  and user/control 

plane data exchange within the members of 𝑁𝐽𝑇. Time and frequency synchronization within the members of 

𝑁𝐽𝑇, is another performance determining factor since unaligned joint transmission causes ISI and ICI (Inter 

carrier interference), respectively.  

2.3    Summary 

Motivations for green radio and the analysis for existing energy efficient schemes are presented in Section 2.1. 

LTE-A evolution for CoMP procedures and the discussion of the existing literature addressing CoMP technical 

challenges were presented in Section 2.2. 

         Although authors of [26] analyzed the standalone energy efficiency of an upcoming radio technology 

feature, namely CoMP, and authors of [19] mentioned CoMP as an advantageous method for cells to zoom out; 

joint use of CoMP feature with traditional cell switch off schemes is not analyzed in any literature, to the best of 

our knowledge. Joint use of traditional cell switch off schemes with CoMP transmission in the downlink is 

described along with the performance analysis in Chapter 3. All of the aforementioned methods explained in 

Section 2.2.5 including the 3GPP release 11 standardization for CoMP, [37] and [36], either focus on the effect 

of system delays, clustering strategies and scheduling schemes on CoMP system capacity or the power 

efficiency of the backhaul network. However, to the best of our knowledge, the impact of channel estimation 

errors and system delays on overall CoMP energy efficiency and capacity gains are not analyzed in existing 

works. The performance of this newly proposed scheme is heavily dependent on the accuracy of the selected 

CoMP joint transmission set. We model the multi-point channel estimation enabled via channel state 

information reference symbols (CSI-RS) introduced in 3GPP release 10 systems and simulate possible scenarios 

that would lead to inaccurate transmission set clustering: multi-point channel estimation errors and possible 

CoMP system delays due to CSI transfers, node processing delays and network topology limitations. Individual 

and joint impacts of system delays and estimation errors on energy efficiency and capacity performance for 

various mobility conditions are demonstrated in Chapter 4. 
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Chapter 3 
 

Coordinated Multi-Point Aided Cell Switch Off Schemes 
 
In recent years, the power consumption and energy efficiency of cellular networks have become important 

performance indicators. Various types of energy saving schemes have been proposed for cellular networks as 

explained in Section 2.1. However, most of these schemes do not take advantage of the advanced features 

offered by the recent cellular standards. CoMP is a key feature in LTE-Advanced and beyond technologies 

which is considered under the distributed antenna systems umbrella that needs to be analyzed for energy saving 

implementations.  One of the recently proposed energy saving schemes in cellular networks is the cell switch 

off technique in which a lightly loaded cell is completely switched off and the traffic in that region is absorbed 

by the nearby cells with increased transmit powers. This chapter describes and analyzes the performance of a 

cell switch off scheme without increasing the transmit powers of the active cells; instead, using CoMP 

transmission to enable a sufficient DL received power levels. Formulation of capacity and energy efficiency 

metrics are presented and these metrics are used to compare the performance of the traditional versus the CoMP 

aided cell switch off schemes. The work explained in this chapter has been presented in the conference paper [43]. 

 

3.1    Cellular System Model 
 

 
3.1.1   Cellular Layout and Uniform User Distribution 

Hexagonal cellular network layout of 19 cells with base stations located in the center of the cells with omni-

directional antennas is considered with a cluster size and frequency re-use factor of one. The center eNB 

represents the original serving cell and 18 remaining eNBs represent 3 tiers of co-channel interferers. According 

to the hexagonal cell geometry with cells having identical cellular radii R, the inter-eNB distance can be 

expressed as 𝑅√3. Inter-BS distance is taken as 500 m using the urban macro cellular layout from [44] and the 

cellular radius can be calculated as 𝑅 = 500
√3

 m. UE location coordinates in the network are generated using polar 

coordinates. Angular coordinate, 𝜃, is formulated by a uniform random variable such that 0 < 𝜃 < 2𝜋  and the 

radial coordinate, R, is generated by modeling 𝑅2 as a uniform random variable such that 0 < 𝑅2 < 500
√3

 . Square 

of the radial coordinate is modeled as a uniform random variable to obtain perfect uniformity in a cellular 

spatial area. Described  cellular  layout  is  simulated  as  shown in  Figure 3.1   with   uniformly  and  randomly  
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Figure 3.1: Uniform user distribution and hexagonal cellular layout. 
 

distributed UE locations in the serving cell. Performance metric calculations are done for the original serving 

cell at the center which is switched off and the remaining 18 active eNBs marked in red have the capability of 

using downlink CoMP to serve the users in the switched off cell. Random user locations simulated in the 

switched off cell are denoted by 𝑖 ∈ 𝐼, and the unique cell IDs of the eNBs are denoted as  𝑛 ∈ 𝑁 = {0, . . ,18}. 

Switched off center cell has the unique cell id 𝑛 = 0 and the remaining eNBs are all part of the CoMP 

cooperating set which is denoted by 𝑛 ∈ 𝑁𝐶𝑜𝑜𝑝 = {1, . . ,18}. Although serving eNB can perform down selection 

on 𝑁𝐶𝑜𝑜𝑝 before configuring the UE for multi-point measurements, we assume 𝑁𝐶𝑜𝑜𝑝 = 𝑁𝑚𝑒𝑎𝑠 for our 

simulations. 

 

3.1.2   Large Scale Propagation and Pathloss Model   

Pathloss in wireless communication is defined as the difference in dB between the transmitted and the received 

signal powers due to the attenuation during the propagation [45]. Most of the existing work explained Section 

2.1.3 used the traditional log-normal shadowing for large scale pathloss modeling formulated as 

𝑃𝑅𝑋  (𝑑𝐵𝑚) = 𝑃𝑇𝑋(𝑑𝐵𝑚)  −  𝑃𝐿(𝑑𝐵),                                                       (3.1) 

where 𝑃𝑅𝑋 represents the received signal power at the UE, 𝑃𝑇𝑋 represents the transmitted signal power at the 

eNB and the observed pathloss is denoted by PL which is derived as 
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Table 3.1: Simulation parameters for UMA pathloss model 

Parameter Value 
Carrier Frequency (𝑓𝑐) 2110 Mhz 

BS (Base Station) Antenna Height (ℎ𝐵𝑆) 24 m 
User Terminal Antenna Height (ℎ𝑈𝑇) 0.5 m 

Average Street Width (L) 20 m 
Average Building Height (ℎ𝐵) 20 m 

LoS Shadowing standard dev.  (𝜎𝐿𝑜𝑆) 4 dB 
NLoS Shadowing  standard dev. (𝜎𝑁𝐿𝑜𝑆) 6 dB 

Break Point Distance (𝑑𝐵𝑃) 337.6 m 
Transmission Power (𝑃𝑇𝑋) 20 W 

 

𝑃𝐿(𝑑𝐵) =  𝑃𝐿(𝑑0) +  10𝑛 log � 𝑑
𝑑0
� +  𝑋𝜎 ,                                             (3.2) 

where 𝑃𝐿(𝑑0) denotes the pathloss at the reference distance, d represents the propagation distance, n is the path 

loss exponent and 𝑋𝜎 is the Gaussian random variable with zero mean and standard deviation 𝜎 modeling the 

shadowing effect of the media. Pathloss models defined in the 3GPP specifications by ITU, which are 

formulated after actual field measurements are used in this thesis according to ITU-R report M.2135 for radio 

interfaces in [44], instead of the classical log-normal shadowing model to have a more realistic model and 

feasible results. Urban Macro (UMa) pathloss model is chosen for our model. Since the mobile antenna height 

is much smaller than the base station antenna height, non-line of sight (NLoS) propagation is also considered 

for realistic simulations along with the line of sight (LoS) model. Pathloss for LoS scenarios, expressed in dB 

scale, are given by  

𝑃𝐿𝐿𝑜𝑆 = 22log10𝑑 + 28 + 20 log10𝑓𝑐 +  𝑋𝜎𝐿𝑜𝑆 ,     10𝑚 < 𝑑 < 𝑑𝐵𝑃;                               (3.3) 
 

𝑃𝐿𝐿𝑜𝑆 = 40log10𝑑 + 7.8 + 2log10𝑓𝑐  − 18log10ℎ𝐵𝑆 − 18𝑙𝑜𝑔10ℎ𝑈𝑇 + 𝑋𝜎𝐿𝑜𝑆,    𝑑𝐵𝑃 < 𝑑 < 5000 m ;        (3.4) 

where the break point distance denoted by  𝑑𝐵𝑃  is calculated as  

 𝑑𝐵𝑃 =  4ℎ𝐵𝑆ℎ𝑈𝑇𝑓𝑐
𝑐

 ,                                                                        (3.5) 

where c represents the speed of light. It should be noted that the carrier frequency 𝑓𝑐 used in (3.3) and (3.4) is 

given in GHz while being given in Hz for (3.5). Pathloss for NLoS propagation is calculated as 

 

𝑃𝐿𝑁𝐿𝑜𝑆  =

161.04 − 7.1 log10 𝐿 + 7.5 log10 ℎ𝐵 − �24.37 − 3.7 � ℎ
ℎ𝐵𝑆

�
2
� log10 ℎ𝐵𝑆 + �43.42 –  3.1 log10 ℎ𝐵𝑆�(log10 𝑑 −

3) + 20 log10 𝑓𝑐 − �3.2(log10 11.75ℎ𝑈𝑇)�2 − 4.97) + 𝑋𝜎𝑁𝐿𝑜𝑆 ,                                                                         (3.6) 
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Figure 3.2: Large scale urban macro spatial pathloss model including both LoS and NLoS probabilities. 

 

and LoS probability is modeled with a Bernoulli random variable as a function of the propagation distance, 

𝑃𝑟𝑜𝑏(𝐿𝑜𝑆) = min �18
𝑑 

 , 1� ∗ �1 − 𝑒−
𝑑
63� + 𝑒−

𝑑
63 .                                         (3.7) 

Received signal power due to spatial pathloss versus propagation distance is obtained in Figure 3.2 using the 

equations (3.3) – (3.7) according to the parameters specified in Table 3.1. The shadowing effect is visible from 

the simulation results, where in some scenarios the UEs that are located further away from the base station have  
 

higher received powers. Received power attenuation after the break point  𝑑𝐵𝑃 has a lower decreasing slope as 

expected from (3.3), (3.4) and (3.5). It is also clear that the Bernoulli line of sight probability decreases with 

increasing propagation distance, d, due to (3.7); and the received signal power spikes due to LoS propagation 

decrease as expected. As a the NLoS probability increases for larger propagation distances, the signal 

fluctuations due to the shadowing effect become more clear since 𝜎𝐿𝑜𝑆 = 4 dB and 𝜎𝑁𝐿𝑜𝑆 = 6 dB. 

 
3.2    Downlink CoMP Performance Metrics Formulation 

3.2.1   Capacity Calculation for CoMP Systems 

The initial motivation for CoMP was to increase the cell edge user throughput/spectral efficiency by making use 

of inter-cell orthogonal resource assignments [34]. Inter-cell orthogonality in LTE-A is a major enhancement 
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compared to the legacy radio technologies to mitigate and exploit the inter cell interference. Received SINR in 

pre-LTE-A radio technologies is calculated as  

 

( )
( )

RX
pre LTE A

RX noise
n N
n j

P n jSINR
P n P− −

∈
≠

=
=

+∑
,                                                             (3.8) 

where ( )RXP n j=  is the received signal power from the serving eNB 𝑛 = 𝑗, the remaining eNBs act as co-

channel interferers and 𝑃𝑛𝑜𝑖𝑠𝑒  represents the received noise power calculated as 

0 10 (dBm) = 10log ( )noiseP N W i+ ,                                                           (3.9) 

where 𝑁0 = −174 dBm/Hz is the noise spectral density and 𝑊(𝑖) is the frequency bandwidth assigned to the 

user i. In a cellular system using CoMP, members of the joint transmission set 𝑁𝐽𝑇 perform joint scheduling on 

PDSCH to transfer the user plane data using TM-9. Assuming the receiver UE performs perfect phase 

adjustment of sinusoidal crests, the received PDSCH power is calculated as 
 

( )
JT

JT RX
n N

P P n
∈

= ∑ ,                                                                  (3.10) 

 

and the received downlink SINR in joint transmission systems is formulized according to [46] as 

 \
( )

JT

JT
CoMP JT

RX noise
n N N

P
SINR

P n P−

∈

=
+∑

,                                                (3.11) 

where only the eNBs that are excluded from the joint transmission set due to measurement reports, 𝑛 ∉ 𝑁𝐽𝑇 act 

as interference. Number of participating points in the joint transmission is called the clustering degree denoted 

by 𝑁𝐶 . It is clear from (3.10) and (3.11) that the inter-cell interference is mitigated more as 𝑁𝐶  increases. 

Downlink capacity perceived in bits/sec at each user location, i, is then derived as 

2

 \ ( )

( )
( ) ( ) log (1 )

( , )
JT

JT

RX noise
n N N i

P i
C i W i

P n i P
∈

= +
+∑

,                                          (3.12) 

where ( , )RXP n i represents the received downlink power from the eNB n to UE i using the UMa large scale 

pathloss model explained in Section 3.1.2. It should be noted that each UE i has a distinct CoMP transmission 

set 𝑁𝐽𝑇(𝑖) depending on the user location and mobility. Downlink capacity and spectral efficiency gains due to 

CoMP is directly related to the accuracy and the degree of the joint transmission cluster set as seen in (3.12).  
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3.2.2   Power Consumption Model 

Spectral efficiency increase in downlink CoMP systems comes along with additional backhauling and signal 

processing trade-offs that increase the power consumption of a base station participating in CoMP. Total power 

consumption in Joules/sec for a base station using CoMP is calculated using the assumptions from [47] and [48] 

as 

𝑃𝐶𝑜𝑚𝑝 =  𝑁𝑠𝑁 𝑃𝐴
𝑠𝑒𝑐𝑡𝑜𝑟

� 𝑃𝑇𝑋
𝑃𝐴𝑒𝑓𝑓

+ 𝑃𝑆𝑃� (1 + 𝐶𝐶)(1 + 𝐶𝐵𝐵) + 𝑃𝐵𝐻  ,                        (3.13) 

 

where 𝑁𝑠 is the number of sectors, 𝑁𝑃𝐴⁄𝑠𝑒𝑐𝑡𝑜𝑟  is the number of power amplifiers per sector, 𝑃𝑇𝑋 is the transmit 

power of the base station, 𝑃𝐴𝑒𝑓𝑓  is the power amplifier efficiency, 𝑃𝐵𝐻  is the power consumption due to CoMP 

backhauling, 𝐶𝐶 and 𝐶𝑃𝑆𝐵𝐵 denote the cooling and battery backup losses in the system. In (3), 𝑃𝑆𝑃 is the signal 

processing power consumption in the base station which has a base value of 58W for an LTE e-NB mentioned 

in [16], however the signal processing increase due to CoMP is modeled in [47] with the below equation (3.14) 

as a quadratic function of the CoMP cluster set degree 𝑁𝐶  for values of  𝑁𝐶 ≥ 2: 

 

𝑃𝑆𝑃−𝐶𝑜𝑀𝑃 = 58(0.87 + 0.1𝑁𝐶 + 0.03𝑁𝐶2)  W .                                     (3.14) 

 

Backhauling power consumption 𝑃𝐵𝐻 for base stations using CoMP is modeled in [47] as 

 

                 𝑃𝐵𝐻 = 𝐶𝐵𝐻
100𝑀𝑏𝑖𝑡𝑠/𝑠𝑒𝑐

50 W ,                                                    (3.15) 

where 𝐶𝐵𝐻, the additional backhaul data capacity needed, is expressed as 

𝐶𝐵𝐻 = 𝑁𝑐∗(2𝑁𝐶)∗𝑝∗𝑞
𝑇𝑆

 bits/sec ,                                               (3.16) 

 

where 𝑝 and 𝑞 represent the additional pilot density and excess CSI signaling due to CoMP joint transmission, 

respectively, and 𝑇𝑆 = 66.7 µsec is the symbol period which is the reciprocal of the assumed OFDM sub-carrier 

spacing of ∆𝑓 = 15 kHz using (2.19). None CoMP related contributing factors in the power consumption model 

are 𝑁𝑠, 𝑁 𝑃𝐴
𝑠𝑒𝑐𝑡𝑜𝑟

, 𝑃𝑇𝑋
𝑃𝐴𝑒𝑓𝑓

, 𝐶𝐶 and 𝐶𝐵𝐵, whereas 𝑃𝐵𝐻  and 𝑃𝑆𝑃 heavily dependent on 𝑁𝐽𝑇(𝑖) as shown in (3.14) and 

(3.16), and demonstrated in Figure 2.14. While calculating the power consumption of the base stations that are 

not using CoMP joint transmission in the downlink, 𝑃𝐵𝑎𝑠𝑒; signal processing power consumption 𝑃𝑆𝑃−𝐵𝑎𝑠𝑒 is set 

to 58 W and 𝑃𝐵𝐻 does not exist. The total access network power consumption for each user i, 𝑃𝑇(𝑖), is found 

using (3.13) – (3.16) as 
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Table 3.2: Power consumption parameters for e-NBs using CoMP according to [47] and [48]  

Parameter Value 
Transmission power (𝑃𝑇𝑋) 20 W 

Power amplifier efficiency (𝑃𝐴𝑒𝑓𝑓) 0.38 
Cooling losses (𝐶𝐶) 0.29 

Battery backup losses (𝐶𝐵𝐵) 0.11 
Pilot density  (𝑝) 8/168 

CSI signalling overhead (𝑞) 8 
Subcarrier spacing (∆𝑓) 15 kHz 

Power amplifiers per sector (𝑁𝑃𝐴⁄𝑠𝑒𝑐𝑡𝑜𝑟) 1 
 

𝑃𝑇 =  𝑃𝐵𝑎𝑠𝑒  ,    𝑁𝐶 = 1                                                             (3.17) 
 
for traditional cell switch of schemes without CoMP, and as 
 

𝑃𝑇 =  𝑃𝐶𝑜𝑚𝑝  + (𝑁𝐶 − 1)�𝑃𝐶𝑜𝑚𝑝 − 𝑃𝐵𝑎𝑠𝑒� ,     𝑁𝐶 ≥ 2                                  (3.18) 
 
for the proposed CoMP aided cell switch off scheme. The scaling factor of (𝑁𝐶 − 1) in (3.18) is used to make a 

fair power consumption comparison between the traditional and the proposed cell switch off scheme. For the 

user locations where CoMP is used (i.e. 𝑁𝐶 ≥ 2) to serve the cell switched off area, (𝑁𝐶 − 1)�𝑃𝐶𝑜𝑚𝑝 − 𝑃𝐵𝑎𝑠𝑒� 

is used to add up the additional power consumption of the base stations that are participating in the CoMP 

cluster as secondary cells and 𝑃𝐶𝑜𝑚𝑝 is used to model the overall consumption of the main participant (serving 

cell) of the CoMP set. 

 

3.2.3   Energy Efficiency Metric 

Spectral efficiency and capacity metrics expressed in bits sec⁄
Hz

 and bits
sec

, respectively, are used as standardized 

KPIs (Key Performance Indicators); however, energy efficiency metric is not yet standardized across the 

literature. Green network deployment schemes generally use the cellular coverage area per power consumption 

ratio, m2 W⁄ , as a metric to reflect the energy efficiency of the implementation [8]. This is more of a standalone 

energy efficiency KPI since it does not consider the user perceived quality of service. As mentioned in Section 

2.1.2, energy efficiency and capacity performance metrics of the cellular network should be considered jointly 

to have a fair analysis of the system. Considering the all-IP network (AIPN) evolution with LTE and beyond 

technologies after the depreciation of circuit switched core, bits/Joule can be used as a generic metric for energy 

efficiency KPI to measure the amount of bits transmitted to the user per energy consumed in Joules. Capacity to 
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energy efficiency conversion is done using the capacity formulation from (3.12) and power consumption model 

from (3.17) and (3.18) as 

𝐸𝐸(𝑖) = 𝐶(𝑖)
𝑃𝑇(𝑖)

 ,                                                                           (3.19) 

where 𝐸𝐸(𝑖) represents the energy efficiency of the user i. It can be seen form (3.19) that the energy efficiency 

of the system is dependent on the trade-off between overall power consumption and the gain in the perceived 

capacity. As a result, unnecessary increases for the clustering degree 𝑁𝐶  of the joint transmission set to include 

eNBs with low received power values could decrease the energy efficiency since the increases in the signal 

processing and backhauling power consumption are not compensated by an equal gain in downlink capacity 

perceived. 

3.3   Simulation Results and Discussion 

3.3.1   Traditional Cell Switch Off versus CoMP Aided Schemes 

This section compares the performance of traditional cell switch off schemes with the proposed CoMP aided 

cell switch off scheme. Hexagonal cellular layout with 19 e-NBs, 𝑛 ∈ 𝑁 = {0, . . ,18} are considered according 

to Section 3.1.1 and uniform random user locations 𝑖 ∈ 𝐼 = {1, . . ,500} are simulated in the center eNB, 𝑛 = 0. 

Traditional cell switch off scheme is modeled, where the original center serving eNB, 𝑛 = 0, is switched off for 

energy saving and the remaining eNBs in the network zoom out by increasing their transmission power 𝑃𝑇𝑋 by 

2 W to serve the users located in the switched off region. CoMP aided cell switch off scheme is modeled, where 

remaining active eNBs in the network use CoMP joint transmission technique in the downlink to serve the users 

while keeping the same transmission power levels. Stationary users are assumed in this section and the 

downlink received signal powers are calculated according to the UMa large scale pathloss model described in 

Section 3.1.2 as 

𝑃𝑅𝑋(𝑛, 𝑖) = 𝑃𝑇𝑋(𝑛) − 𝑃𝐿𝑈𝑀𝑎(𝑛, 𝑖),                                                       (3.20) 

where 𝑃𝑅𝑋(𝑛, 𝑖) corresponds to the received downlink power by user i from eNB n. Although we assumed that 

all the remaining active eNBs in the network are members of both the CoMP cooperating and measurement sets, 

𝑛 ∈ 𝑁𝐶𝑜𝑜𝑝 = 𝑁𝑚𝑒𝑎𝑠 = {1, . . ,18}, joint transmission cluster degrees from 𝑁𝑐 = 2 up to 𝑁𝑐 = 6 are simulated 

where 𝑁𝐶  eNBs with the  highest downlink  received  powers  for  each UE are performing  cross-point  PDSCH  
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Figure 3.3: Received SINR CDF comparison between traditional and CoMP aided cell switch off schemes.  

 

 
Figure 3.4: Energy efficiency and DL capacity comparison between traditional and CoMP aided cell switch off schemes.  

 

transmission to serve the specific UEs. As a result, each user i can have distinct joint transmission sets 𝑁𝐽𝑇(𝑖) 

depending on the user locations and various pathloss effects shown in (3.20). Received downlink SINR at each 

user location is calculated using (3.8) for traditional cell switch off schemes and (3.11) for CoMP aided 

schemes. Due to the inter cell interference mitigation effect, CoMP aided schemes yielded better received SINR 

values at each user and increasing the clustering degrees further improved SINR gains as shown in Figure 3.3.  

Significant cell edge performance improvements are observed in CoMP aided schemes, where the cell edge 

users are defined as the users receiving the lowest 5% of the received SINR values shown in the cumulative 

distribution function (CDF) displayed in Figure 3.3. Cell edge users in the traditional cell switch off schemes 

perceive DL SINR values lower  than -7 dB, while  in CoMP aided  switch off  schemes  with  𝑁𝑐 = 6,  
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Table 3.3: Mean system energy efficiency and user perceived DL capacity for cell switch of schemes  

Simulated cell switch off 
scheme 

Mean DL perceived 
capacity (Mbits/sec) 

Mean system energy 
efficiency (kbits/Joule) 

Traditional,  𝑁𝑐 = 1 9.9737 59.5047 
CoMP aided,  𝑁𝑐 = 2 14.7906 78.0615 
CoMP aided,  𝑁𝑐 = 3 17.9528 67.2373 
CoMP aided,  𝑁𝑐 = 4 20.4614 50.3890 
CoMP aided,  𝑁𝑐 = 5 22.6593 36.4919 
CoMP aided,  𝑁𝑐 = 6 24.7179 26.6331 

 

perceived SINR values increase to 6 dB. LTE-A and beyond technologies use adaptive modulation and coding 

(AMC) schemes, where the serving eNB adapts the used modulation scheme according to the downlink 

received SINR values. Spectral efficiency versus SINR comparison for LTE-A schemes using AMC were 

performed in [49] and shown that the users require at least 18 dB SINR values for the AMC scheme to boost up 

to 64-QAM with 0.8 coding rate. The CDF of the SINR for each cell switch off scheme can be used to find the 

probability of each modulation and coding scheme described in [49]. For example, the probability of using 64-

QAM with 0.8 coding rate is found as 

 

𝑃𝑟𝑜𝑏(64 − 𝑄𝐴𝑀, 0.8) = 𝑃𝑟𝑜𝑏(𝑆𝐼𝑁𝑅 > 17𝑑𝐵) = 1 −  𝐶𝐷𝐹𝑆𝐼𝑁𝑅,𝑁𝐶=1(17) ~ 0.09            (3.21) 

for the users in the traditional switch off scheme, and as  

𝑃𝑟𝑜𝑏(64 − 𝑄𝐴𝑀, 0.8) = 1 −  𝐶𝐷𝐹𝑆𝐼𝑁𝑅,𝑁𝐶=6(17) ~ 0.09                               (3.22) 

for the users in the CoMP aided switch off scheme using a static joint transmission clustering degree of 𝑁𝐶 = 6. 

It is clear that the CoMP schemes make more use of the higher modulation schemes due to the decrease 

interference. 

         Received downlink capacity 𝐶𝑖 for each user i and the energy efficiency of the access network, 𝐸𝐸𝑖 while 

scheduling the user are found using (3.12) and (3.19). CDF of the downlink capacity for each scheme is shown 

in Figure 3.4a, and it is clear that the proposed scheme of using CoMP jointly with traditional cell switch off 

schemes yields further improvement in the overall received QoS in terms of capacity. The surprising result of 

the simulations is that increasing the CoMP set degree blindly from 𝑁𝐶 = 2 to 𝑁𝐶 = 6, in fact, decreases the 

bits/Joule energy efficiency of the system proving that excess usage of CoMP in the downlink can lead to worse 

performance due to signaling and backhauling overhead in the network, as shown in Table 3.3 and Figure 3.4b. 

This can be explained by the power consumption of the access network increasing as a quadratic function of the  
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Figure 3.5: PDF of CoMP joint transmission cluster degrees for cell switch aiding versus regular CoMP schemes, simulated 

in stationary channels according to 3 dB clustering threshold.  
 

clustering degree shown in (3.14) and (3.16) not being compensated enough by the DL CoMP capacity 

increases, which are derived in (3.12). Results summarized in Figure 3.14 prove that the CoMP aided cell 

switch off schemes yield better results in terms of both DL capacity and access network energy efficiency 

compared to the traditional cell switch off schemes assuming the correct clustering degrees are used. CoMP 

serving eNB should use adaptive joint transmission set degrees for each user not to create an energy inefficient 

system. This can be obtained by the serving eNB using a received power threshold to limit the CoMP cluster, 

which is explained in the next section.  

 

3.3.2   Threshold-Based Joint Transmission Clustering CoMP Schemes 

Advantages of receiving cross-point PDSCH scheduling with higher clustering degrees is very clear from the 

UE’s perspective, however the cellular system should be considered as a whole by taking the energy efficiency 

of the access network into account. Proof of the need for a thresholding technique to form 𝑁𝐽𝑇 was performed in 

Section 3.3.1. E-NBs that do not yield enough capacity increases to compensate for the additional power 

consumption due to excess signalling and processing should be excluded from the transmission cluster. We 

simulated an ideal scenario where the serving eNB RRC/MAC layer performs the threshold-based CoMP 

transmission set decisions based on the received power values 𝑃𝑅𝑋(𝑛, 𝑖) and the best member of the 𝑁𝑚𝑒𝑎𝑠  is 

found for each user i by arg max{ ( , )} ( )RX Best
n

P n i n i= . 𝑃𝑅𝑋(𝑛, 𝑖)  values are passed through a thresholding block 



45 
 

and the eNBs yielding DL received power values that are within a certain predefined threshold ∇𝑁𝑊−𝐽𝑇 

compared to the best measured eNB are added to the clustering set for user i, 𝑁𝐽𝑇(𝑖) as shown below: 

n ∊ 𝑁𝐽𝑇(𝑖)    𝑖𝑓    |𝑃𝑅𝑋(𝑛𝐵𝑒𝑠𝑡 , 𝑖) − 𝑃𝑅𝑋(𝑛, 𝑖)| ≤ ∇𝑁𝑊−𝐽𝑇.                                    (3.23) 
 

Received power threshold to form 𝑁𝐽𝑇(𝑖) is chosen as ∇𝑁𝑊−𝐽𝑇 = 3 dB, according to the parameters mentioned 

in [34]. Applying the 3 dB threshold rule to the regular CoMP systems with no energy saving adaptations and to 

the systems that use CoMP aided cell-switch off schemes for energy savings, discrete PDFs (Probability 

Distribution Functions) for the feasible cluster degrees, 𝑁𝐶 , are obtained in a stationary wireless channel. It can 

be seen from Figure 3.5 that the probability of users utilizing CoMP increase by 50% when the center serving 

cell is switched off. Therefore, energy saving versus capacity gain trade-off in CoMP systems when they are 

used jointly with cell switch off/on schemes becomes more important. 

3.4   Summary 

This chapter analyzed an alternative way of improving the cell switch off schemes for further energy saving 

enhancements using CoMP transmission technique and proved the advantages in terms of both energy and 

capacity efficiency. Through simulations with realistic parameters, it is demonstrated that the cell switch off + 

CoMP combination used with proper CoMP active set degree yields a more energy efficient solution with better 

perceived DL capacity in comparison to the traditional cell switch off schemes. Performance of the joint 

transmission CoMP schemes is highly dependent on the clustering decisions. Excluding an eNB that yields 

received power levels within ∇𝑁𝑊−𝐽𝑇  to the best measured cell from 𝑁𝐽𝑇 will cause degradation in the DL 

capacity shown in Figure 3.4a, whereas including an eNB that does not meet the threshold constraint will 

degrade the overall energy efficiency of the access network as shown in Figure 3.4b. The trade-off between the 

network energy efficiency and the capacity can be balanced using the serving eNB thresholding mechanism 

explained in Section 3.2.2 by having adaptive 𝑁𝐽𝑇(𝑖) clustering decisions for each user location i. It should be 

noted that threshold based transmission point selection has also been used for wireless relaying protocols as 

proposed by [50]. This chapter assumed stationary wireless channels and provided the proof of concept for user 

adaptive clustering decisions; however, joint transmission sets should be time adaptive according to the signal 

fluctuations due to small scale fading as well. Time adaptive clustering decisions will be discussed in Chapter 4 

by simulating CoMP scenarios in time-varying multipath channels. 
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Chapter 4 
 
Performance Analysis of Joint Transmission Scheme Subject to 

Imperfect CSI Feedback 
 

This chapter enhances the stationary CoMP system modeled in Chapter 3 by analyzing the time-varying aspects 

of the performance metrics. Small scale fading effects are simulated for each radio link between the users and 

the members of the CoMP measurement set, 𝑁𝑚𝑒𝑎𝑠 . Various channel models are explained and discussed in 

Section 4.1 to model radio links accurately. Serving eNB performs joint transmission clustering by using the 

thresholding technique explained in Section 3.3.2 in a time varying fashion, distinctly for each UE, to adapt to 

the instantaneous received power fluctuations due to small scale fading. Possible multi-point channel estimation 

errors and system delays lead to inaccurate clustering decisions. Impacts of imperfect joint transmission set 

clustering decisions on energy efficiency and downlink capacity performance metrics are analyzed under 

various channel conditions using realistic models to simulate the time and frequency dispersive channel 

characteristics. Performance degradation sensitivities of various user locations in the cellular deployment are 

characterized both for low and high mobility conditions. The work explained in this chapter has been presented 

in the submitted conference paper [51]. 

4.1   Small Scale Fading Model 

Propagation model described in Section 3.1.2 estimated the received signal power as a function of distance, 

simulated the large-scale path loss and shadow fading effect in the radio link. Large-scale path loss models are 

enough to have a basic understanding of the long term average received power of the static mobile users that are 

away from the base station by a large known distance. Received signal at the mobile receivers usually consists 

of multipath components, which are, radio waves propagating from different directions with different 

amplitudes and phases due to scattering, diffraction, reflection, refraction and absorption as demonstrated in 

Figure 4.1. Hence, rapid fluctuations in the received signal amplitude and phase are observed over short period 

of times and distances (order of wavelengths) due to the small scale fading effects. Apart from the natural 

phenomena in the transmission media, small scale fading arises due to the lack of a direct line of sight path 

between the transmitter and receivers due to the small height of the mobile receiver antennas compared to 

height of the base station transmitter antennas and the sizes of urban structures as described in Table 3.1.  
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Figure 4.1: Demonstration of time dispersive and varying nature of the channel due to multipath propagation and mobility.  
 

           Radio channels between the UE i and each point in CoMP measurement set n ∊ 𝑁𝑚𝑒𝑎𝑠(𝑖, 𝑡) are modeled 

independently and expressed by the time varying and dispersive complex baseband CIR as 
 

2 2
,

1
( , ) ( ) ( )dl c l l

L
j f t j f j

n i l l
l

h t A t e e eπ π τ φτ δ τ τ
=

= −∑ ,                                               (4.1) 

 

where L is the total number of multipath components, 𝑓𝑐 is the carrier frequency, 𝐴𝑙, 𝑓𝑑𝑙 and 𝜙𝑙 represent the 

time varying amplitude, Doppler frequency and additional phase shifts observed at the delay tap l, respectively. 

Amplitude and Doppler shift of each multipath component is represented as a function of time since the receiver 

velocity, spatial angle, 𝜃𝑙  between the mobile direction and the received wave of the multipath and the received 

power of each multipath are subject to change due to UE mobility. Main contributors to the phase shift of the 

multipath delay tap are 𝑓𝑑𝑙 and ∅𝑙, however the difference in propagation of each multipath also contributes to 

the phase shift of each multipath component as  

∆𝜑 = 2𝜋𝑑𝑙
𝜆

= 2𝜋𝑓𝑐𝑑𝑙
𝑐

= 2𝜋𝑓𝑐𝜏𝑙  ,                                                              (4.2) 

where 𝑑𝑙 represents the additional distance travelled by the delay tap component l. It should be noted that the 

UE can face various phase shifts due to multipath propagation even under static conditions. Multipath radio 

channels are described with two major groups of parameters: Time Dispersive (Frequency Varying) and 

Frequency Dispersive (Time Varying). 
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            Time dispersive nature of the mobile radio channel is due to the multipath components of the received 

signal over small periods of time because of the different propagation paths. Time dispersive nature is 

quantified in time domain by RMS delay spread of the channel of the channel as 

𝜎𝜏 =  �𝐸(𝜏2) − 𝐸(𝜏)2 ,                                                                  (4.3) 

which is the variance of the power delay profile. Mean excess delay is the expected value of the power delay 

profile calculated as  

 2

1
( ) | |

L

l l
l

E Aτ τ
=

= ∑ ,                                                                       (4.4) 

where 𝐴𝑙2 and 𝜏𝑙 correspond to the received power levels and excess delays at each delay tap, respectively. Time 

dispersive nature of the channel is realized in the frequency domain by the coherence bandwidth of the channel. 

Coherence bandwidth of the channel, 𝐵𝑐, is inversely proportional to 𝜎𝜏 and represents the spectral frequency 

range where the CTF has high correlation in terms of applying similar gain and phase differences to the passed 

radio waves.  

               Frequency Dispersive nature of the channel is due motion of the mobile users causing various Doppler 

shifts on the multipath components of the received signal. The relative motion of the mobile receivers with 

respect to the base station transmitters cause a phase change in the received signals due to the different paths 

lengths traveled by various radio waves. The change in received frequency or the Doppler shift observed at each 

delay tap l is found by  

𝑓𝑑𝑙 =  𝑣
𝜆

cos (𝜃𝑙) ,                                                                        (4.5) 
 
where v is the receiver velocity, which will be positive if the UE is travelling in the direction of the received 

signal from the delay tap l, and 𝜃𝑙 is the angle between the UE direction of travel and the received signal from 

the multipath component l. It is clear from (4.5) that each multipath component can face different Doppler shifts 

even if the UE is traveling at a constant velocity. Maximum spectral expansion is called the Doppler spread and 

expressed as 𝑓𝑑𝑚𝑎𝑥 =  𝑣
𝜆
 , assuming 𝜃𝑙 = 0𝑜. Impacts of the frequency dispersive channel in time domain are 

realized by the coherence time of the channel, 𝑇𝑐. Coherence time of the channel is inversely proportional to the 

Doppler Spread and represents the range of time period where the components of the radio waves are subject to 

CIRs with high correlation. 
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            All the aforementioned parameters, both time and frequency dispersive characteristics, of the radio 

channel play a role in determining the type of small scale fading observed in the channel. Multi-path delay 

spread based fading is grouped as flat fading and frequency selective fading. Flat fading describes the scenario 

when the bandwidth of the signal 𝐵𝑠𝑖𝑔𝑛𝑎𝑙  is smaller than the coherence bandwidth 𝐵𝑐 of the channel and 

accordingly the delay spread 𝜎𝜏 of the channel being smaller that the symbol period 𝑇𝑠𝑦𝑚𝑏𝑜𝑙  of the signal. 

Received symbol does not suffer from ISI since the delay spread is not significant. CTF applied to the various 

spectral components of the transmitted signal are highly correlated due to the narrowband signal. However, the 

received signal faces deep fades over time due to the narrowband signal. Frequency selective fading describes 

the opposite scenario where 𝐵𝑠𝑖𝑔𝑛𝑎𝑙 > 𝐵𝑐   and 𝜎𝜏 > 𝑇𝑠𝑦𝑚𝑏𝑜𝑙 . Due to wideband signal, there are no significant 

amplitude fluctuations or deep fades, however the signal in the frequency domain is affected by changing CTFs 

since the wideband signal spectrum is larger than the flat bandwidth. As a result, UE may send different channel 

feedback to the serving e-NB since every assigned resource block may face different channel gains and phase 

shifts. Significance of 𝜎𝜏 compared to 𝑇𝑠𝑦𝑚𝑏𝑜𝑙  derived in (2.21) leads to inter symbol interference as 

demonstrated in Figure 2.9. Doppler spread based small scale fading is categorized as fast and slow fading. Fast 

fading represents the radio scenario where the mobile UE receivers have high velocities leading to a large 

Doppler spread and the data rate of the transmission is low. Coherence time of the channel 𝑇𝑐 is smaller than the 

symbol period of the transmission 𝑇𝑠𝑦𝑚𝑏𝑜𝑙  causing signal distortion since the CIR changes quicker than the 

symbol period. Slow fading represents the counter scenario where data rate of the transmission is fast and the 

mobile receiver is moving at slow velocities yielding a low Doppler spread. CIR does not change within the 

period of one symbol, and no distortion is observed at the receiver. Second order stochastic characteristics of 

CIR and CTF will be discussed thoroughly in Section 5.1. 

 
4.1.1   Rayleigh Channel Model 

Modeling and simulation of the small scale fading of the wireless channels has been an interest to both 

academia and the industry as explained in [52] and [53]. Theoretical approach to simulate a slow flat fading 

channel using the Rayleigh model is shown in [52].  Complex envelope received signal due discrete multipath 

channel impulse response and the Doppler shifts of each different multipath due to relative motion is derived by 
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convolution of the complex baseband CIR shown in (4.1) with the transmitted OFDM symbol shown in (2.17). 

CIR waveform is expressed in time domain by   

ℎ𝑠(𝑡, 𝜏) = 𝑅𝑒{ℎ(𝑡, 𝜏)𝑒𝑗2𝜋𝑓𝑐𝑡},                                                              (4.7) 

 
1
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L
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=

= +∑ .                                        (4.8) 

Using the cosine angle sum formula, (4.8) can also be written as below: 

cos(𝐴 + 𝐵) = cos(𝐴) cos(𝐵) −  sin (𝐴)sin (𝐵);                                                (4.9) 

𝐴 = 2𝜋𝑓𝑐𝑡 ,   𝐵 =  2𝜋𝑓𝑑𝑛𝑡 + 2𝜋𝑓𝑐𝜏𝑙  +  𝜙𝑛;                                                (4.10) 
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s l d c l l c d c l l c
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It can be seen (4.11) that the received signal can be separated in to two parts that are 900 out of phase, hence it 

can be represented as a summation of in-phase and quadrature (I-Q) components: 

1
( , ) ( ) cos(2 )  ( )sin(2 )

L

s c c
l

h t I t f t Q t f tτ π π
=

= −∑ .                                               (4.12) 

Using the Central Limit Theorem (CLT) explained in [54], the sum of a large number of independently and 

identically distributed (iid) random variables lead to a Gaussian distribution. It can be seen above that both the 

in-phase and the quadrature component is a sum of independently and identically distributed random variables, 

𝐴𝑙 and 𝜙𝑙, assuming a large number of multipath components L. The amplitude of the CIR in a multipath fading 

channel is found by calculating the envelope using the I-Q components as  

|ℎ𝑠(𝑡, 𝜏)| =  �𝐼(𝑡)2 + 𝑄(𝑡)2 .                                                              (4.13) 

The sum of two iid Gaussian random variables that are 900 out of phase lead to a Rayleigh distributed random 

variable. As a result, the proposed model concludes that the PDF of the channel amplitude gain is going to 

follow the Rayleigh distribution  

𝑓(|ℎ𝑠(𝑡, 𝜏)|) =  |ℎ𝑠(𝑡,𝜏)|
𝜎ℎ2

𝑒
−|ℎ𝑠(𝑡,𝜏)|2

2𝜎ℎ2
�

,                                                     (4.14) 

where 𝜎ℎ is the RMS voltage of the received signal after propagation through the multipath channel. Although 

the theoretical Rayleigh model is successful at simulating flat fading channels, it is simplistic and cannot be 

used in a standalone way to simulate realistic  radio  wave  transmission in a cellular environment since possible  
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Table 4.1: Simulation parameters for small scale fading model 

Channel Parameters Value 
Number of multipath components (L) 6 

Vehicular UE receiver velocity for high mobility (𝑣ℎ𝑖𝑔ℎ) 120 km/h 
Pedestrian UE receiver velocity for low mobility (𝑣𝑙𝑜𝑤) 6 km/h  

Sampling density for high mobility (𝜂ℎ𝑖𝑔ℎ) 2.13 
Sampling density for low mobility (𝜂𝑙𝑜𝑤) 42.6 
Number of UE-eNB radio links (𝑁𝑚𝑒𝑎𝑠) 18 

Number of time samples (T) 1000 
 

cross-correlations within the underlying Gaussian processes shown in (4.12) were not taken into consideration 

and model does not provide flexibility to have time-varying Doppler spreads, power delay profiles.  

             An alternative Rayleigh channel model using a time-varying linear filter is proposed by authors of [53] 

by taking autoregressive channel properties, changing Doppler shifts and delay profiles into account. The 

proposed scheme simulates the channel as a none orthogonal Rayleigh process by modeling the cross 

correlations between the I-Q Gaussian processes shown in (4.12). Second order stochastic characteristics in time 

domain are used to generate the channel samples, where the current channel sample is dependent on the 

previously generated discrete samples according to the chosen filter length and the auto-correlation function of 

the CIR. The model is more advanced compared to [52], however is not flexible enough to involve various 

wireless channel parameters like antenna patterns, multipath component count, MIMO inputs, and channel 

sampling density.  

 

4.1.2   Winner SCME Model 

European WINNER project explained in [55] is a joint-effort project consisting of partners from both the 

telecommunications industry and the academia that aims to improve the existing performance of mobile 

communication systems. The main objectives of the project can be grouped under investigating and developing 

challenging scenarios is the radio interface, efficient cellular deployment techniques, cooperation schemes in 

the access networks, radio channel propagation models and efficient spectrum usage methods. There has been 

intensive work on creating realistic channel model implementations described in [56], [57], [58] and [59] for 

both small scale models as part of the Winner project. The model takes the 3GPP specification (25.996) as a 

basis for implementation and extends it to beyond 3G scenarios. MIMO parameters, radio link properties, 

antenna  patterns,  large-scale pathloss  models, cellular  layout, UE  distributions, multipath  delay  spread  and  
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Figure 4.2: Small scale multipath fading model under different UE receiver mobility conditions. 

 

Doppler spread are the inputs to the system to calculate the complex baseband channel impulse response for all 

the radio links and paths during the desired number of time samples according to the number of receiver and 

transmitter elements considered. Large scale pathloss and shadowing effects were already modeled in our 

simulation using the system described in [44], as a result [56]-[59] are just used to model the small scale fading 

effects in the system due to multipath and Doppler spread. 

                Input parameters to the SCME model are shown in Table 4.1 to generate complex channel impulse 

response ℎ(𝑡, 𝜏𝑙) at each multipath tap l and time sample t. Spatial channel sampling density η is defined as the 

number of spatial samples per half wavelength 𝜆 2⁄ . Channel samples, 𝑡 ∈ [1, . . ,𝑇] are obtained with a 1 ms 

granularity to synchronize with the LTE MAC scheduling decisions that are performed every TTI at the serving 

eNB. As a result, η is tuned according to the receiver velocity to generate 1 channel sample for every TTI by 

converting the time sampling rate to spatial sampling rate according to  

1 𝑚𝑠 =  (𝜆/2)/η
𝑣

  .                                                                    (4.15) 

Overall CIR at a particular TTI t is found by the superposition of all the multipath components l as 

1
( ) ( , )

L

l
l

h t h t τ
=

= ∑ .                                                              (4.16)   

Instantaneous received signal power fluctuation at each channel sample due to small scale fading is found using 

(4.16) as 
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expressed in dB scale. Received signal power level changes due to small scale fading are plotted against time 

elapsed both for high and low mobility scenarios according to 120 km/h vehicular and 6 km/h pedestrian 

receiver velocities, respectively. It is clear from the simulation results displayed in Figure 4.2 that high Doppler 

scenarios, which decrease the coherence time significantly, lead to major received power level fluctuations. Fast 

fading scenarios will induce additional challenges for UEs trying to perform multi-point channel measurements 

to help form the joint transmission clustering set. Serving eNB will need to adapt to the received power 

fluctuations due to small scale fading every TTI to update 𝑁𝐽𝑇.  

 

4.2   Formulation of CoMP Performance Metrics for Time-varying Channels 

              CoMP capable UE performs multi-point channel measurements for the eNBs that are part of the CoMP 

measurement set, 𝑛 ∊ 𝑁𝑚𝑒𝑎𝑠, every TTI unless otherwise specified by the serving eNB. Actual measured 

received power from eNB n by user i at TTI t is expressed as 

𝑃𝑅𝑋(𝑛, 𝑡, 𝑖) = 𝑃𝑇𝑋(𝑛) − 𝑃𝐿(𝑛, 𝑖) − 𝑃𝐹𝑎𝑑𝑖𝑛𝑔(𝑛, 𝑖, 𝑡),                                       (4.18) 

where 𝑃𝑇𝑋(𝑛) is the transmitted power from the eNB 𝑛 ∊ 𝑁𝑚𝑒𝑎𝑠,, 𝑃𝐿(𝑛, 𝑖) is the large scale pathloss observed 

between user i and eNB n according to the UMa model explained in Section 3.1.2, and 𝑃𝐹𝑎𝑑𝑖𝑛𝑔(𝑛, 𝑖, 𝑡) is the 

time-varying power loss observed due to small scale fading at TTI t according to the model in Section 4.1.2. 

Small scale fading observed between every UE and eNB link, (𝑛, 𝑖), is modeled independently, to have 

unbiased joint transmission clustering decisions. Due to the noisy channel expressed in (2.24) and scarce 

structure of CSI-RS for multi-point channel estimation demonstrated in Figure 2.15, the system is vulnerable to 

channel estimation errors. Joint transmission clustering decisions also suffer from the CoMP system delays due 

network topology constraints, feedback consolidation and processing procedures at the serving eNB. As a 

result, serving eNB RRC/MAC layer performs the threshold-based CoMP transmission set decisions based on 

the incorrectly estimated and outdated multi-point power measurements  

𝑃𝑅𝑋_𝑒𝑟𝑟(𝑛, 𝑡, 𝑖) = 𝑃𝑅𝑋(𝑛, 𝑡 − ∆, 𝑖) +  𝑃𝑒𝑟𝑟(𝜇,𝜎),                                          (4.19) 

 



54 
 

where  ∆ is the delay observed in milliseconds during the CSI exchange and serving eNB feedback processing, 

and 𝑃𝑒𝑟𝑟(𝜇,𝜎) models the effect of channel estimation errors on measured received power calculation as a 

Gaussian random variable with mean 𝜇 and standard deviation 𝜎 expressed in dB scale. Time varying CoMP 

joint transmission set and cluster set degree for user i at TTI t are formed as  

n ∊ 𝑁𝐽𝑇(𝑖, 𝑡)    𝑖𝑓    |𝑃𝑅𝑋𝑒𝑟𝑟(𝑛𝐵𝑒𝑠𝑡 , 𝑖, 𝑡) − 𝑃𝑅𝑋𝑒𝑟𝑟(𝑛, 𝑖, 𝑡)| ≤ ∇𝑁𝑊−𝐽𝑇,                         (4.20) 

𝑁𝐶(𝑖, 𝑡) = 𝑠𝑖𝑧𝑒(𝑁𝐽𝑇(𝑖, 𝑡) ),                                                           (4.21) 

respectively. Received joint PDSCH power, 𝑃𝐽𝑇(𝑖, 𝑡), is calculated by plugging 𝑁𝐽𝑇(𝑖, 𝑡) from (4.20) and 

𝑃𝑅𝑋_𝑒𝑟𝑟(𝑛, 𝑡, 𝑖) from (4.19) into (3.10). Downlink capacity observed, 𝐶(𝑖, 𝑡), is found by using 𝑃𝐽𝑇(𝑖, 𝑡) in 

(3.12). Time varying power consumption of the access network is found by using 𝑁𝐶(𝑖, 𝑡) in (3.13). 

Accordingly, energy efficiency performance metric, 𝐸𝐸(𝑖, 𝑡), is calculated as shown earlier in (3.19). Hence, 

imperfect CoMP clustering decisions due to the delayed and incorrectly estimated values of received power 

measurements shown in (4.19) will have impacts on all the aforementioned performance metrics. Time 

averaged energy efficiency, downlink capacity and cluster degree performance metrics for each user location i 

is denoted by 𝐸𝐸����(𝑖), 𝐶̅(𝑖) and 𝑁𝐶����(𝑖), respectively, calculated according to the multi-point channel samples over 

T TTIs.  

 

4.3   Simulation Results and Discussion 

4.3.1   Impact of Channel Estimation Errors 

Cell switch off scheme aided with CoMP joint transmission technique is simulated with 𝑖 ∊ [1, … ,1000] user 

locations generated in the center switched off cell over 𝑡 ∊ [1, … ,1000] TTIs using the large scale UMa 

pathloss model from Section 3.1.2 and small scale fading model from Section 4.1.2. Sole  Impacts of multi-

point channel estimation errors on joint transmission clustering accuracy, energy efficiency and downlink 

capacity performance metrics are analyzed by assuming  a CoMP system having no feedback delays, ∆= 0 ms. 

Various channel estimation errors are introduced to the instantaneous received power measurements as 

Gaussian random variables, 𝑃𝑒𝑟𝑟(𝜇,𝜎), having 𝜇 = 0 dB mean and 𝜎 = [4 dB, 8 dB, 12 dB] standard deviation 

values. Moving average CoMP set degrees, 𝑁𝑐(𝑡), is plotted in Figure 4.3a, and it can be seen that the channel 

estimation errors result in a reduction in overall clustering degrees. Clustering degrees decrease further with 

increasing channel estimation errors.  This  can  be  explained  by  the  incorrectly  reported multi-point received  
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Figure 4.3: Joint transmission cluster degree changes due to channel estimation errors in fading channels. 

 

 
Figure 4.4: Downlink capacity and energy efficiency performance of CoMP schemes subject to channel estimation errors. 

 

power measurements not being able to meet the ∇𝑁𝑊−𝐽𝑇  clustering threshold constraint in (4.20) as well as the 

perfectly performed measurements, 𝑃𝑒𝑟𝑟(0 dB, 0 dB). User locations i are sorted according to the clustering 

degrees that were supposed to be used in cases of ideal multi-point CSI feedbacks and plotted against the energy 

efficiency and downlink capacity metrics. The user locations i that correspond to the top p percent of the highest 

clustering degrees in ideal clustering conditions, ∆= 0 ms,𝑃𝑒𝑟𝑟(0 dB, 0 dB), are denoted by 𝑖𝑁𝑐,𝑝%. It can be 

seen from Figure 4.3b that the top 1% of the users that were supposed to have the highest clustering degrees in 

ideal feedback conditions, 𝑖𝑁𝑐,1%, suffers from majorly decreased clustering degrees as opposed to the less 

CoMP dependent users. It should be noted that the clustering degrees partially represent the accuracy of the 

clustering decisions, since the  clustering degrees  may remain  constant but  the chosen  members of the set 𝑁𝐽𝑇  
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Figure 4.5: Performance degradation of CoMP schemes subject to system delays under various mobility scenarios. 
 

may vary due to estimation errors. Downlink capacity losses up to 3.9 Mbits/sec and access network energy 

efficiency degradation up to 16.2 kbits/Joule are observed because of 𝑃𝑒𝑟𝑟(0 dB, 12 dB), when focused on user 

locations that were supposed to have the highest clustering degrees. It can be understood from the Fig. 4.4 that 

the impacts of passing incorrect CSI feedback to the CoMP serving eNB due to channel estimation errors 

become more severe for cell edge users that were supposed to receive PDSCH user plane data from joint 

transmission clusters with high degrees.  

 

4.3.2   Impact of CoMP System Delay 

Unlike the channel estimation errors, which are due to the noise of the channel and the scarce structure of CSI-

RS to be used for multi-point measurements; system delays are due to the procedures involved during the 

feedback reporting shown in Figure 2.14. Decentralized feedbacks that extend the time to consolidate the CSI 

reports at the serving eNB due to X2 latency, feedback intervals chosen by the UEs, and the time it takes the 

serving eNB to process all the feedbacks to form the joint transmission cluster are some of the reasons for the 

outdated multi-point CSI to be used during the CoMP clustering decisions.  

            CoMP field trial results performed by EASY-C project reported that X2 latency of 0.5 ms, CSI feedback 

intervals of 10 ms and precoding delays of 20 ms were observed [38]. It was also mentioned during CoMP 

standardization process in 3GPP 36.819 that serving eNB processing delays of 4 ms are expected during 

operation [37]. Sole impacts of system delays, which cause outdated multi-point CSI feedback at the serving 

eNB, on overall energy efficiency and downlink capacity are evaluated both for high and low mobility scenarios  
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Figure 4.6: Performance degradation of CoMP schemes subject to both system delays and multi-point channel estimation 

errors under various mobility scenarios. 
 

according to 120 km/h vehicular and 6 km/h pedestrian receiver velocities, respectively. Multi-point CSI 

aggregation and processing delays of ∆ = [1 ms, 3 ms, 5 ms, 10 ms, 20 ms] are simulated assuming perfectly 

performed multi-point channel estimation procedures, 𝑃𝑒𝑟𝑟(0 dB, 12 dB), as shown in Figure 4.5. Users in low 

mobility conditions that were supposed to have the highest 1% of CoMP set degrees in ideal radio conditions, 

𝑃𝑒𝑟𝑟(0 dB, 0 dB) and ∆ = 0 ms, face 32% system energy efficiency and 34% downlink capacity degradation 

when subject to 20 ms CSI feedback processing delays, whereas users in high mobility conditions suffer 35%  

𝐸𝐸���� and 37% 𝐶̅ degradation even under 1 ms overall system delay. This is due to the steep decreasing slope of 

CIR auto-correlation function in high Doppler scenarios that reduce the coherence time of the channel causing 

inaccurate CoMP joint transmission clustering even under small system delays. Therefore, users in low mobility 

conditions start facing performance degradations after ∆ = 10 ms, when the channel samples become less 

correlated. It is shown that the same CoMP system delay may have different impacts on users with different 

mobility conditions, since delays which are not high relative to the coherence time of the channel do not create 

major performance degradations as shown in Figure 4.5a for ∆ = [1 ms, 3 ms, 5 ms]. It should be noted that the 

influence of system delays on CoMP performance metrics are as vital as the channel estimation errors. Even if 

the UEs, which are in high mobility conditions 𝑣 = 120 km/h, perform perfect multi-point channel estimation, 

overall system can still suffer from 55% 𝐶̅ and 58% 𝐸𝐸���� degradation due to ∆ = 20 ms CoMP access network 

delays. Similar to the results from Section 4.3.1, users that are supposed to have higher clustering degrees get 

impacted more severely when the system is subject to access network delays during clustering decisions. 
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Figure 4.7: Downlink capacity and energy efficiency performance of CoMP schemes subject to both system delays and 

multi-point channel estimation errors under low mobility conditions, 𝑣 = 6 km/h. 
 

 

Figure 4.8: Downlink capacity and energy efficiency performance of CoMP schemes subject to both system delays and 

multi-point channel estimation errors under high mobility conditions, 𝑣 = 120 km/h. 
 

4.3.3   Joint Impact of Channel Estimation Errors and Delays 

Realistic performance degradations of CoMP schemes with inaccurate clustering are revealed when estimation 

errors and systems delays are jointly considered according to (4.19) as shown in Figures 4.6, 4.7 and 4.8. 𝐸𝐸���� 

and 𝐶̅ degradations can reach up to 51% and 57% for low mobility users and 64% and 66% for high mobility 

users, respectively, for 𝑃𝑒𝑟𝑟(0 dB, 4 dB) and ∆ = 20 ms. The users having higher CoMP set degrees in ideal 

clustering conditions are more sensitive to delays and estimation errors and face major performance degradation 

due to inaccurate clustering. For instance, average energy efficiency and capacity degradation, considering all 
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the users in high mobility conditions 𝑖𝑁𝑐,100% for 𝑃𝑒𝑟𝑟(0 dB, 4 dB) and ∆ = 20 ms, reached around 9.2 

kbits/Joule and 0.9 Mbits/sec; whereas for the user locations 𝑖 ∊ 𝑖𝑁𝑐,1% access network energy efficiency 

degraded 14 kbits/Joule and downlink capacity performance decreased 3.8 Mbits/sec, as shown in Figure 4.7 

and 4.8. It can be observed from Figure 4.6 that the main contributor to the performance degradation in low 

mobility conditions is the channel estimation errors, whereas system delay is the main performance determining 

factor in high mobility scenarios. It should be noted that the impacts of imperfect clustering on 𝐸𝐸���� and 𝐶̅ 

metrics slightly vary. This can be explained by the energy efficiency metric shown in (3.12) being dependent to 

the power consumption of the network which is solely a function of the CoMP cluster degree 𝑁𝑐(𝑖, 𝑡) rather 

than the clustering set member choices; whereas, capacity metric is dependent on both the number of the CoMP 

joint transmission points along with the choice of the points for 𝑁𝐽𝑇 as shown in (3.13).  

4.4   Summary 

Individual and joint effects of channel estimation errors and system delays on a DL CoMP system that is 

integrated to a cell switch off model are investigated by simulating a time-varying fading channel under various 

mobility scenarios. It is demonstrated that the accuracy of the joint transmission set clustering is a key 

performance determining factor both for the user perceived quality of service in terms of downlink capacity and 

the overall access network energy efficiency of CoMP supporting networks. Performance degradation due to 

CoMP systems delays is dependent on the coherence time of the channel, and it is shown that high mobility 

scenarios yield major joint transmission clustering inaccuracy due to high Doppler effect even under minimal 

system delays. Outdated CSI feedback reports do not decrease the CoMP performance in low mobility 

conditions as significantly as the high mobility conditions, since the channel samples that are used by serving 

eNB for clustering decisions are still correlated to the actual UE reported channel feedback due to the high 

coherence time. Realistic performance analysis for CoMP schemes is done by jointly considering the effects of 

channel estimation errors and system delays. It is observed that the users with higher CoMP cluster degrees are 

more sensitive to CSI delays and estimation errors yielding major performance degradations for access network 

energy efficiency and downlink capacity performance. 
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Chapter 5 

Multi-Point Statistical Channel Estimation and Prediction Schemes 
 

5.1   Stochastic Characteristics of CIR and CTF 

Channel impulse response ℎ𝑛,𝑖(𝑡, 𝜏𝑙) formulated in (4.1) is a two dimensional complex stochastic process since 

various selections of the random variables 𝐴𝑙, 𝑓𝑑𝑙, ∅𝑙, and 𝜏𝑙 yield different realizations and an indexed family 

of random variables. The difference from regular stochastic processes lies within the fact that ℎ𝑛,𝑖(𝑡, 𝜏𝑙) is a 

random process in two different domains: time domain, t, and delay domain, 𝜏. As a result, the first and second 

order stochastic characteristics of the random process should be modeled considering the different index 

domains to estimate and predict the amplitude and phase of the CIR and CTF to perform accurate coherent 

detection.  

                     Auto-correlation function of the complex baseband channel impulse response, 𝑅ℎ(𝑡1, 𝑡2, 𝜏1, 𝜏2), 

with respect to both delay tap and time domains is expressed as 

𝑅ℎ(𝑡1, 𝑡2, 𝜏1, 𝜏2) = 𝐸(ℎ(𝑡1, 𝜏1) ∗ ℎ∗(𝑡2, 𝜏2)).                                           (5.1) 

Wide sense stationary channel explained in [60] and [29] assumes that contributions from different multipath 

delay taps are assumed to be uncorrelated and the autocorrelation in time varying channel due to Doppler shift 

is assumed to be only dependent on the time difference of the between the instants of the CIR realizations. This 

assumption is consistent with the time-varying nature of the channel. As the difference between the CIR instants 

increase beyond coherence time, the instances become less correlated since the auto-correlation of any wide-

sense stationary stochastic process is a decreasing function of as mentioned in [61]. Hence, (5.1) can be re-

written as 

𝑅ℎ(𝑡1, 𝑡2, 𝜏1, 𝜏2) = 𝐸�ℎ(𝑡2 + ∆𝑡 , 𝜏1)ℎ∗(𝑡2, 𝜏2)�𝛿(𝜏1 − 𝜏2).                                (5.2) 

Similarly, autocorrelation function of the time-varying CTF, which is the Fourier Transform of the 

autocorrelation function of the CIR in delay domain, can be found as  

 

𝑅𝐻(∆𝑡,∆𝑓) =  ∫ 𝑅ℎ(∆𝑡,∆𝜏)𝑒−𝑗2𝜋𝑓𝜏𝑑𝜏∞
0 ,                                                      (5.3) 

 

𝑅𝐻(𝑡1, 𝑡2, 𝑓1, 𝑓2) = 𝐸�𝐻(𝑡2 + ∆𝑡 , 𝑓2 + ∆𝑓)𝐻∗(𝑡2, 𝑓2)�.                                      (5.4) 
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Relation mentioned in (5.3) is due to the fact that the time varying CTF, 𝐻(𝑡, 𝑓), is the Fourier transform of the 

CIR with respect to the delay domain. As mentioned in Section 2.2.4, CSI-RS are only transmitted on specific 

resource elements. Thus, multi-point channel estimation is needed in order to obtain the channel impulse 

response of remaining resource elements by using an interpolation filter that makes use of the autocorrelation 

function of the channel. Considering a MIMO transmission, auto-correlation function is three dimensional: 

spatial correlation due to multiple transmitter antennas, time correlation due to Doppler spread and delay 

correlation due to multipath propagation. Spatial domain is assumed to be independent of the remaining two 

domains, and the delay versus time domains are separated to form single dimensional estimation/interpolation 

filters to track the time dispersive and varying characteristics of the channel separately.  

 

5.1.1   Time Dispersive Characteristics 

To estimate the CTF over a single OFDM symbol or a particular channel sample, the multipath characteristics 

of the channel need to be taken into consideration, which can be determined by the autocorrelation of the 

complex channel process with respect to the delay domain assuming no time domain difference between the 

instances. Auto-correlation of the CIR over a fixed time sample is expressed as 

𝑅ℎ(∆𝑡 = 0,∆𝜏𝐿) = 𝐸(𝒉(𝜏)𝒉(𝜏)𝐻) = �
𝐸[ℎ(𝜏1)ℎ(𝜏1)∗] ⋯ 𝐸[ℎ(𝜏1)ℎ(𝜏𝐿)∗]

⋮ ⋱ ⋮
𝐸[ℎ(𝜏𝐿)ℎ(𝜏1)∗] ⋯ 𝐸[ℎ(𝜏𝐿)ℎ(𝜏𝐿)∗]

� ,                    (5.5) 

 

where 𝒉(𝜏) is the vector of the complex CIR at a particular time sample and the length of the vector L is 

dependent on the multipath delay spread of the channel. Since the autocorrelation function 𝑅ℎ(∆𝑡 = 0,∆𝜏 = 0) 

gives the average power of the process 𝐸[|ℎ(𝜏𝑙)|2] = 𝐸[|𝐴𝑙|2] at each delay tap, the diagonal components of 

the matrix shown in (5.5) define the Power Delay Profile (PDP) of the channel at a particular time instant. 

Different multipath delay taps are considered uncorrelated, which means the CIR auto-covariance between 

different delay tap instants is zero. Hence, the autocorrelation function of the CIR at a particular time instant 

would be a diagonal matrix assuming the CIR process has zero mean at different delay taps. Mean excess delay 

and the delay spread can be determined using this matrix according to (4.3) and (4.4). Auto-correlation of the 

CTF in frequency domain, which is the Fourier Transform of the PDP with respect to the delay domain 

according to (5.3), is needed to characterize the frequency domain behavior of the channel due to multipath 

delay spread. Auto-correlation function of the frequency varying CTF is expressed as 
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𝑅𝐻(∆𝑡 = 0,∆𝑓) = 𝐸�𝐻(𝑓 + ∆𝑓)𝐻∗(𝑓)� ,                                               (5.6) 

and the coherence bandwidth of channel is found by 

∆𝑓𝑐 ≥
𝑐𝑜𝑠−1[𝑅𝐻(∆𝑓) = 𝑐𝑓]

2𝜋𝜎𝜏
 ,                                                       (5.7) 

where 𝑐𝑓 defines the CTF correlation value for a certain coherence bandwidth ∆𝑓𝑐 as derived in [62], and 

𝑅𝐻(∆𝑓) forms the power delay spectrum of the channel. This is in correspondence with the fact that the Fourier 

transform of the autocorrelation function represents the power spectral density of the random process. It is clear 

from (5.7) that the CTF correlation 𝑐𝑓 decays with increasing spectral differences ∆𝑓. Received signals within  

∆𝑓𝑐 will be observing similar CTF conditions in terms of applied amplitude gain and phase differences. This is 

the underlying reason for the frequency selective channel feedback, since various resource blocks assigned to 

the UE may get impacted by different CTF samples due to the 15 kHz subcarrier spacing shown in Figure 2.11. 

Subcarrier spacing in LTE-A and beyond schemes is chosen to be greater than the coherence bandwidth of the 

channel such that the CTF is relatively constant within a certain resource element and the individual subcarriers 

observe frequency flat fading. 

 

5.1.2   Time Varying Characteristics 

To track the multi-point CIR over different time samples, time-varying characteristics of the channel are needed 

to be considered, which can be determined by the autocorrelation function of the complex CIR over different 

time instances of the realization over each particular multipath delay tap separately. Auto-correlation of the CIR 

at a particular delay tap 𝜏𝑙 with respect changing time instances is called the delay-cross power density by the 

authors of [29] and found by 

𝑅ℎ(∆𝒕𝑴, 𝜏𝑙) = �
𝐸[ℎ(𝑡1, 𝜏𝑙)ℎ(𝑡1, 𝜏𝑙)∗] ⋯ 𝐸[ℎ(𝑡1, 𝜏𝑙)ℎ(𝑡𝑀, 𝜏𝑙)∗]

⋮ ⋱ ⋮
𝐸[ℎ(𝑡𝑀, 𝜏𝑙)ℎ(𝑡1, 𝜏𝑙)∗] ⋯ 𝐸[ℎ(𝑡𝑀, 𝜏𝑙)ℎ(𝑡𝑀, 𝜏𝑙)∗]

� ,                              (5.8) 

where 𝑀 depends on the chosen time domain interpolating filter length. Each element of the time 

autocorrelation matrix shown in (5.8) can be represented as a function of the time difference between the 

instances: 

𝑅ℎ(∆𝑡, 𝜏𝑙) = 𝐸[ℎ(𝑡 + ∆𝑡, 𝜏𝑙)ℎ(𝑡, 𝜏𝑙)∗] .                                                     (5.9) 
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Overall time correlation matrix for the CIR is formed by integrating delay-cross power density in (5.8) over all 

the existing multipath delay taps as 
+ 

𝑅ℎ(∆𝑡) = ∫ 𝑅ℎ(∆𝑡, 𝜏𝑙)
𝐿
𝑙=1 𝑑𝜏𝑙 ,                                                               (5.10) 

and the coherence time of the channel is found by 

∆𝑡𝑐 ≥
𝑐𝑜𝑠−1[𝑅ℎ(∆𝑡 )= 𝑐𝑡]

2𝜋𝑓𝑑𝑚𝑎𝑥
 ,                                                                 (5.11) 

where 𝑐𝑡 defines the CIR correlation value for a certain coherence time ∆𝑡𝑐 as derived in [62]. It should be 

noted that the coherence time of the CIR at a particular delay tap can be found by using (5.9) in (5.11). 

Coherence time quantifies the similarity channel impulse response samples in a time varying fashion. The 

received signals within the coherence time of a channel are highly likely to have similar amplitude correlations. 

When composing the CIR auto-correlation matrix in delay domain as shown in (5.5), UE can chose to include 

all the existing L delay taps, however the size of the time correlation matrix M can be updated dynamically 

according to the channel conditions. 

          The rate of change of the complex baseband CIR over time is limited by 𝑅ℎ(∆𝑡) as derived by the 

Markov inequality as 
 

𝑃𝑟𝑜𝑏��ℎ(𝑡𝑖 , 𝜏0)  −  ℎ�𝑡𝑗, 𝜏0�� > 𝜀� ≤ 2(𝑅ℎ(|∆𝑡 = 0,∆𝜏 = 0|) − 𝑅ℎ�|𝑡𝑖 − 𝑡𝑗,∆𝜏 = 0|�) 𝜀2⁄ .        (5.12) 
 

Thus, multi-point feedback with greater system delay or high Doppler scenarios will degrade the accuracy of 

the joint PDSCH transmission clustering significantly due to the decreasing nature of 𝑅ℎ(∆𝑡, 𝜏𝑙) that has a peak 

at 𝑅ℎ(0, 𝜏𝑙), as demonstrated previously in Chapter 4. Similar to the delay domain procedure, Fourier transform 

of the delay-cross power density shown in (5.8) with respect to the time domain yields the scattering function at 

a particular delay tap and the Fourier transform of the time correlation function shown in (5.10) yields the 

overall Doppler spectrum which is the power spectral density of the stochastic process derived as  
 

𝑆(𝑓, 𝜏𝑙) =  ∫ 𝑅ℎ(∆𝑡, 𝜏𝑙)𝑒−𝑗2𝜋𝑓∆𝑡𝑑
∞
∆𝑡=0 ∆𝑡,                                                        (5.13) 

and 

𝑆(𝑓) =  ∫ 𝑆(𝑓, 𝜏𝑙)𝑑
𝐿
𝑙=1 𝜏𝑙,                                                           (5.14) 

 

respectively. It should be noted that the CIR autocorrelation function at each particular delay tap can be used to 

accurately track the variations of each delay tap independently using (5.8). However, the implementation 
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complexity of such schemes is high due to the need to store separate autocorrelation functions and CIR samples 

for each tap. To reduce the computation complexity, UEs can choose to track the changes in the overall 

superimposed CIR shown in (4.16) by using the time correlation function from (5.10), instead of keeping track 

of the channel behavior at each multipath component individually. 

 

5.2   Channel Estimation Techniques 

5.2.1   Frequency Domain Estimation 

CSI-RS mapping shown in Figure 2.15 indicates that the reference symbols that are used for channel estimation 

are not transmitted on every subcarrier. Motivation behind the frequency domain channel estimation is to 

exploit the CTF estimates calculated over the REs containing RSs and predict the CTF estimates at REs which 

do not contain any RS. CTF estimates over the subcarriers containing reference symbols for a single OFDM 

symbol or a particular TTI are expressed as 
 

𝐻�𝑅x1 = 𝐹𝑅xLℎ𝐿x1 + 𝐻𝑛𝑜𝑖𝑠𝑒   ,                                                             (5.15) 

 

where 𝐻𝑛𝑜𝑖𝑠𝑒  is the CTF estimation error due to the noisy transmission formulized in (2.25), 𝐹𝑅xL is the RxL 

portion of the NxN DFT matrix 𝐹𝑁xN that is used by the UE receiver to find the received signal in the frequency 

domain over all the allocated orthogonal subcarriers. It should be noted that 𝐹𝑁xN DFT matrix formulized in 

(2.25) is used to convert the OFDM symbol in time domain, which has N samples excluding the CP, to 

frequency domain correspondence over N subcarriers,  𝐹𝑅xL matrix represents the DFT matrix for the R rows 

containing the RSs, and L is the multipath delay tap length.  Interpolation filter 𝐴𝑁x𝑅 that is used to 

estimate/predict the CTF at REs that carry user plane data can be found as 

 

𝐴𝑁x𝑅 = 𝐹(𝑆𝐻𝑆 + 𝑅)−1𝑆𝐻,                                                         (5.16) 

 

where the filter is configured according to the parameters shown in Table 5.1 depending on the chosen method 

for interpolation [29]. CTF estimates spanning all the N REs in frequency domain at a particular OFDM symbol 

is then found as 

𝐻�𝑁x1 = 𝐴𝑁x𝑅𝐻�𝑅x1 ,                                                                   (5.17) 

 

𝐻�𝑁x1 = 𝐹(𝑆𝐻𝑆 + 𝑅)−1𝑆𝐻𝐻�𝑅x1.                                                     (5.18) 
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Table 5.1: Time-invariant CTF interpolation filter coefficients for various estimation methods shown in [29] 

Interpolation Method F S R 

IFFT 1
𝐿
𝐹𝑁xL𝐹𝑅xL𝐻 𝐼𝑅x𝑅  𝑂𝐿x𝐿 

Least Squares 𝐹𝑁xL 𝐹𝑅xL 𝑂𝐿x𝐿 

Regularized Least Squares 𝐹𝑁xL 𝐹𝑅xL 𝛼𝐼𝐿x𝐿 

MMSE 𝐹𝑁xL 𝐹𝑅xL 𝜎𝐻𝑛𝑜𝑖𝑠𝑒2 (𝑅ℎ(∆𝑡 = 0))−1 

Mismatched MMSE 𝐹𝑁xL 𝐹𝑅xL 𝜎𝐻𝑛𝑜𝑖𝑠𝑒2 /𝜎ℎ2𝐼𝐿x𝐿 

 

Depending on the number of resource blocks scheduled for the UE at a particular TTI, number of REs that 

contain RSs can vary and (5.17) will adapt accordingly. It is clear from (5.18) that as the number of subcarriers 

containing RSs increases, the accuracy to estimate the CTF at the remaining 𝑁 − 𝑅 subcarriers improves. 

Interpolation can be performed with both statistical and deterministic approaches, where the statistical approach 

yields better performance that comes along with a computation complexity trade-off. Unlike the deterministic 

CTF interpolation filters like IFFT, Least Squares and Regularized Least Squares methods which just need the 

DFT matrices 𝐹𝑁xL and 𝐹𝑅xL, statistical CTF estimation heavily depends on the time dispersive stochastic 

characteristics of the channel as explained in Section 5.1.1. CIR autocorrelation function in delay domain 

𝑅ℎ(∆𝑡 = 0,∆𝜏), CTF autocorrelation function in frequency domain 𝑅𝐻(∆𝑡 = 0,∆𝑓), variance of the CTF 

estimation error 𝜎𝐻𝑛𝑜𝑖𝑠𝑒2 , and the variance of the complex CIR process in delay domain given by  

 

𝜎ℎ2 = 𝐸(ℎ(𝜏 + ∆𝜏)ℎ(𝜏)𝐻) − E(ℎ(𝜏 + ∆𝜏))𝐸(ℎ(𝜏))𝐻                                           (5.19) 

 

are utilized during statistical CTF interpolation methods like regular and mismatched MMSE. Although time-

invariant frequency domain estimation methods mainly focus on CTF interpolation, CIR estimate at a particular 

time sample can be obtained using the same aforementioned methods by modifying (5.18) as  

 

ℎ�𝐿x1 =  (𝑆𝐻𝑆 + 𝑅)−1𝑆𝐻𝐻�𝑅x1,                                                           (5.20) 

 

where ℎ�𝐿x1 is the CIR estimate over L taps. This can be viewed as a time domain interpolation method used 

jointly with frequency domain estimation. CIR estimates obtained in (5.20) and the CTF estimates from (5.18) 

can then be utilized by the time-varying estimation methods to track the impacts of changing Doppler effect in 

the channel as mentioned in [63].   
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5.2.2   Time Domain Channel Estimation and Prediction 

Due to the scarce structure of CSI-RS used for each CoMP measurement member’s channel estimation, time-

varying channel estimation and interpolation is very crucial for performance of Release 11 coordinated LTE-A 

systems. Each measured link should be estimated independently to correct the reported UE channel feedback 

and avoid inaccurate joint transmission clustering. Time invariant CTF and CIR estimates obtained by 

frequency domain estimation methods demonstrated in the previous section have to be complemented by time 

domain channel estimation and prediction methods to adapt UEs multi-point CSI feedback according to the 

time-varying characteristics of the channel. Two dimensional CIR and CTF estimation methods are needed to 

track both multipath and Doppler characteristics of the transmission.  

           One option is to first track the time varying CTF coefficients over OFDM symbols containing RSs and 

interpolating the CTF in time domain to obtain the CTF estimates for resource elements not containing 

reference symbols. Autocorrelation function of the CTF in temporal domain is needed to track the time-varying 

nature of the CTF. CTF autocorrelation function for a fixed subcarrier 𝑓𝑛 in time domain is obtained by taking 

the Fourier transform of the CIR autocorrelation function from (5.9) as 

 

𝑅𝐻(∆𝑡, 𝑓𝑛) = 𝐸[𝐻(𝑡 + ∆𝑡, 𝑓𝑛)𝐻(𝑡, 𝑓𝑛)∗] .                                         (5.21) 
 

The time domain CTF interpolation is done separately over different fixed subcarriers containing RSs using 

(5.21). These CTF estimates are then interpolated in frequency domain by utilizing the DFT matrices as shown 

in Section 5.2.1. Another option is to estimate the CIR on subcarriers with RS and then tracking the time-

varying behavior of the CIR taps in time domain. Tracked CIR is then converted to CTF by FFT matrix to 

obtain CTF over all subcarriers. As a result, time-domain channel estimation can be done both for the CIR and 

CTF of the time-varying channel with possible interpolation in both domains.  

               CoMP supporting UEs perform time varying multi-point channel estimation, and the CIR at a 

particular delay tap l between the user i and CoMP measurement set member n ∊ 𝑁𝐽𝑇(𝑖, 𝑡) at TTI t is estimated 

by using a weighted sum of the current observed channel sample at TTI t and previously estimated 𝑀 − 1 CIR 

samples as shown below:   

1

,
0

ˆ( , ) ( ) ( , )
UEM

n i l l
m

h t w m h t mτ τ
−

=

= −∑ ,                                                            (5.22) 
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where the weight coefficients w(m) are stored in a filter of length 𝑀𝑈𝐸. A detailed representation of (22) for an 

auto-regressive minimum mean square error (MMSE) channel estimation is formulized as 

 

ℎ�𝑛,𝑖(𝑡, 𝜏𝑙) = [(𝑅ℎ(∆𝑡, 𝜏𝑙) + 𝜎𝑛𝑜𝑖𝑠𝑒2 𝐼𝑀𝑥𝑀)−1𝑟ℎ(∆𝑡, 𝜏𝑙)]𝐻𝒉�𝑡,…𝑡−𝑀+1;𝜏𝑙 ,                     (5.23) 

 

where the regularized time domain CIR autocorrelation function component, 𝑅ℎ(∆𝑡, 𝜏𝑙) + 𝜎𝑛𝑜𝑖𝑠𝑒2 𝐼𝑀𝑥𝑀 , is formed 

using the variance of the channel estimation error for a particular tap of the CIR as  

 

�
𝐸[ℎ(𝑡, 𝜏𝑙)ℎ(𝑡, 𝜏𝑙)∗] + 𝜎𝑛𝑜𝑖𝑠𝑒2 ⋯ 𝐸[ℎ(𝑡, 𝜏𝑙)ℎ(𝑡 − 𝑀 + 1, 𝜏𝑙)∗]

⋮ ⋱ ⋮
𝐸[ℎ(𝑡 − 𝑀 + 1, 𝜏𝑙)ℎ(𝑡, 𝜏𝑙)∗] ⋯ 𝐸[ℎ(𝑡 − 𝑀 + 1, 𝜏𝑙)ℎ(𝑡 − 𝑀 + 1, 𝜏𝑙)∗] + 𝜎𝑛𝑜𝑖𝑠𝑒2

� .            (5.24) 

 

Channel estimation filter of length 𝑀 is formed by the product of the inversed regularized CIR autocorrelation 

function matrix for a particular delay tap 𝜏𝑙 shown in (5.24) and the autocorrelation vector between the most 

recent channel sample ℎ(𝑡, 𝜏𝑙) and M previously estimated channel samples given by 
 

𝑟ℎ(∆𝑡, 𝜏𝑙) = �
𝐸[ℎ(𝑡, 𝜏𝑙)ℎ(𝑡, 𝜏𝑙)∗]

⋮
𝐸[ℎ(𝑡 − 𝑀 + 1, 𝜏𝑙)ℎ(𝑡, 𝜏𝑙)∗]

� .                                                (5.25) 

 

The contents of the multipoint channel estimation filter of length M are used to take a weighted sum of the M 

most recent CIR realizations after RS decorrelation, 

𝒉�𝑡𝑛,..,𝑛−𝑀+1;𝜏𝑙 = �
ℎ�(𝑡, 𝜏𝑙)

⋮
ℎ�(𝑡 − 𝑀 + 1, 𝜏𝑙)

� ,                                                       (5.26) 

  

 

to smoothen the CIR estimate at time t and delay tap l. Autoregressive coefficients of the multi-point channel 

estimation filter shown in (5.22) are formed using the MMSE criterion, where the more recent measured 

channel estimates are given higher weights as  

( ) ( )        w j w k j k> ∀ < ,                                                               (5.27) 

due to the decreasing nature of the CIR autocorrelation function in time domain as proven by (5.12) and 

explained in [64]. 

                      An alternative multi-point channel estimation method can be utilized by tracking the 

superimposed time-varying CIR coefficients instead of CIR realizations at each delay tap. Although this 

approach is be less accurate compared to tracking every multipath component, multi-point channel estimation 

complexity for the UE will be decreased significantly. Superimposed CIR estimate at TTI t is found by 
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ℎ�𝑛,𝑖(𝑡) = [(𝑅ℎ(∆𝑡) + 𝜎𝑛𝑜𝑖𝑠𝑒2 𝐼𝑀𝑥𝑀)−1𝑟ℎ(∆𝑡)]𝐻𝒉�𝑡,…𝑡−𝑀+1                                          (5.28) 

 

where the used CIR samples that are used as inputs to the estimation filter are expressed as 

 

𝒉�𝑡𝑛,..,𝑛−𝑀+1 = �
ℎ�(𝑡) = ∑ ℎ�(𝑡, 𝜏𝑙)𝐿

𝑙=1
⋮

ℎ�(𝑡 − 𝑀 + 1) = ∑ ℎ�(𝑡 − 𝑀 + 1, 𝜏𝑙)𝐿
𝑙=1

� .                                           (5.29) 

 

Filter coefficients in (5.28) are formed using the superimposed CIR samples from (4.16) and the time auto-

correlation function from (5.10) instead of the delay-cross power densities. Performance comparison of both the 

schemes shown in (5.23) and (5.28) is shown in Section 5.3. 

                 Multi-point channel estimation procedures performed by the UE are enough to tackle the channel 

estimation errors; however CoMP system delays still create performance degradations as shown in Section 

4.3.2. As a result, serving e-NB should perform channel prediction procedures using the CIR estimates reported 

by the UE to predict how the multi-point CIRs will change at the time of the joint PDSCH transmission. Multi-

point channel prediction is performed by 

1
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                       (5.30) 

where ,n ih


 and  ,n ih  represent the predicted CIR samples by the serving eNB and the estimated CIR samples by 

the UE, respectively, and [1,..., ]p P∈  represents the prediction range in terms of number of TTIs. The 

prediction filter length used by the serving eNB is denoted by 𝑀𝑁𝑊 and the channel estimation filter length used 

by the UEs is denoted by 𝑀𝑈𝐸 to avoid confusions. It is assumed that the CIR prediction filter length is greater 

than the prediction range, 𝑀𝑁𝑊 > 𝑃, to track the time-varying behavior of the channel accurately. Serving eNB 

performs the prediction at P steps using (5.30) by updating the filter inputs, predicted CIR autocorrelation 

matrix and filter coefficients at every step. Currently predicted CIR sample replaces the most outdated CIR 

sample for the filter input at every step p. Prediction filter coefficients are generated similar to the estimation 

filters shown in (5.24), however the regularized CIR autocorrelation component is altered as 

 

�
𝐸[ℎ(𝑡, 𝜏𝑙)ℎ(𝑡, 𝜏𝑙)∗] + 𝜀 ⋯ 𝐸[ℎ(𝑡, 𝜏𝑙)ℎ(𝑡 − 𝑀 + 1, 𝜏𝑙)∗]

⋮ ⋱ ⋮
𝐸[ℎ(𝑡 − 𝑀 + 1, 𝜏𝑙)ℎ(𝑡, 𝜏𝑙)∗] ⋯ 𝐸[ℎ(𝑡 − 𝑀 + 1, 𝜏𝑙)ℎ(𝑡 − 𝑀 + 1, 𝜏𝑙)∗] + 𝜀

�                (5.31) 
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to replace the CIR estimation errors that were used for regularization by epsilon. Diagonals of the CIR 

autocorrelation matrix are summed with the epsilon to make sure the matrix is invertible, and since the CIR 

samples used by the serving eNB are already estimated by the UEs using (5.24), regularization for the 

prediction filter should not again utilize the variance of the channel estimation errors. It should be noted that 

both the channel estimation and the prediction filters, along with the CIR samples used as inputs, are time-

varying in order to adapt to the small scale fading conditions of the channel. 

 

5.3   CoMP Performance Gains due to Channel Estimation and Prediction 

Multi-point auto-regressive MMSE filter is implemented to track and estimate the channel gains at each delay 

tap l for every CoMP measurement set member 𝑛 ∊ 𝑁𝑚𝑒𝑎𝑠 as formulated in (5.23). Multi-point channel 

estimation error for each delay tap l of every radio link is modeled independently as a complex circular additive 

Gaussian noise as 

ℎ�𝑛,𝑖(𝑡, 𝜏𝑙) =  ℎ𝑛,𝑖(𝑡, 𝜏𝑙) + ℎ𝑒𝑟𝑟(µ,𝜎),                                                 (5.32) 

where the estimation error is modeled as having 0 mean and 0.12 standard deviation both for the real and 

imaginary components of the complex CIR. Received power estimation error of 𝑃𝑒𝑟𝑟(0 dB, 6 dB) is obtained by 

plugging the complex circular Gaussian estimation error, ℎ𝑒𝑟𝑟(µ = 0,𝜎 = 0.12), into (4.17). Multi-point 

channel estimation filter length, 𝑀𝑈𝐸, should be chosen with great attention as unnecessarily long estimation 

filters increases the complexity of the estimator and since the 𝑅ℎ(∆𝑡, 𝜏𝑙) decreases with increased time 

differences, enlarging the filter length increase does not bring much advantage to the estimator. Therefore, 

single point channel estimators determine the filter memory spans according to the receiver velocity and the 

coherence time of the channel. Multi-point tracking/estimation filters with memory spans, 𝑀𝑈𝐸, of 6 and 30 

TTIs are simulated with fixed lengths for each UE in the network regardless of the location and channel 

conditions. Average energy efficiency of the access network and the downlink capacity observed considering all 

the user locations, increased from 62 kbits/Joule to 70 kbits/Joule and from 10.2 Mbits/sec to 11.9 Mbits/sec, 

respectively, as the static filter lengths increased from 𝑀𝑈𝐸 = 0  to 𝑀𝑈𝐸 = 30. It is clear from Figure 5.1 that 

the multi-point channel estimation gains are more significant in terms of performance percentage improvements 

for users that are supposed to have higher CoMP joint transmission set degrees in ideal clustering conditions. 

Energy efficiency of the access network  and  the  achieved  downlink  capacity  considering the users 𝑖 ∊ 𝑖𝑁𝑐,1%  
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Figure 5.1: Downlink capacity and energy efficiency increases due to multi-point CIR estimation by tracking each delay tap, 

𝒉�𝒏,𝒊(𝒕, 𝝉𝒍), individually using the delay-cross power density functions formulated in (5.23). 
 

 

Figure 5.2: Comparison of multi-point channel estimation done by tracking CIR at each delay tap separately as shown in 

(5.23) versus tracking the superimposed CIR samples as shown in (5.28). 
 

increased from 14.3 kbits/Joule to 25.1 kbits/Joule and from 3.82 Mbits/sec to 5.93 Mbits/sec, respectively, as 

the channel estimation filter lengths increased from 𝑀𝑈𝐸 = 0  to 𝑀𝑈𝐸 = 30. As a result, multi-point channel 

estimation filter lengths of LTE-A and beyond UEs should be chosen according to both the user velocity and the 

CoMP characteristics of the UEs, since increasing the memory span of the multi-point estimators yields major 
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performance improvements for users with higher joint transmission clustering sets compared to less CoMP 

dependent users.  

                 UEs can perform CIR estimation either by tracking the time-varying behavior of each delay tap 

composing the CIR as simulated in Figure 5.1 or by just tracking the superimposed CIR samples to reduce the 

computation complexity as proposed in (5.28).  Both schemes are simulated for low mobility conditions, 

𝑣 = 6 𝑘𝑚/ℎ, where the serving eNB is assumed to form the JT clusters using the UE estimated multi-point CIR 

samples without any delay encountered as shown in Figure 5.2. Multi-point CIR estimation scheme that tracks 

each tap individually using 𝑀𝑈𝐸 = 30 yields energy efficiency and downlink capacity percentage performance 

improvements up to 56%; whereas multi-point superimposed CIR estimation scheme yields 51% improvement 

compared to CoMP schemes lacking any receiver memory span, 𝑀𝑈𝐸 = 0. At first, it may seem like tracking 

the CIR samples and the time-varying auto-correlation functions separately for each multipath component is a 

better performing scheme as opposed to schemes that just track the superimposed CIR using the overall time 

correlation functions. However, storing CIR at each delay tap for each CoMP measurement set member and 

forming individual auto-correlation functions for each multipath component places a huge computation 

complexity burden on the UE. As a result, UEs may choose to switch between the two schemes depending on 

the computation complexity versus CoMP clustering accuracy trade-off. It should also be noted that the 

increased computation complexity for CIR estimation may cause CSI feedback delays, which in fact decreases 

the clustering accuracy due to Doppler conditions.  

                 Performance of comparison of CoMP systems under perfect clustering conditions having no 

estimation errors or systems delays, 𝑃𝑒𝑟𝑟(µ = 0 dB,σ = 0 dB) and ∆ = 0 ms; versus systems subject to 

inaccurate clustering conditions, 𝑃𝑒𝑟𝑟(µ = 0 dB,𝜎 = 6 dB) and ∆ = 10 ms, which do not have any CIR 

estimation or prediction mechanisms, 𝑀𝑈𝐸 = 0 and 𝑀𝑁𝑊 = 0, are already performed in Chapter 4. 

Aforementioned simulation results demonstrated in Figure 5.1 and 5.2 assumed the system has no delays, and 

estimation error challenges are tackled by implementing multi-point CIR estimation filters.  However, serving 

eNB channel prediction methods should be used jointly with UE multi-point channel estimation methods to 

tackle both the estimation error and system delay issues in CoMP schemes.  Inaccurate CoMP transmission 

conditions  are  simulated  with ∆ = 10 ms  and 𝑃𝑒𝑟𝑟(µ = 0 dB,𝜎 = 6 dB), and  the  performance   of   schemes  
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Figure 5.3: Downlink capacity and energy efficiency gains of the CoMP system due to UEs performing superimposed CIR 

estimation using (5.28) and serving eNB performing CIR prediction using (5.30). 
 

 

Figure 5.4: Performance improvement of the CoMP system by utilizing multi-point channel estimation and prediction 

schemes. 
 

which only use multi-point channel estimation methods is compared to the schemes which use CIR estimation 

and prediction methods jointly. CIR prediction is performed using (5.30) and the simulation results are 

demonstrated in Figure 5.3 and 5.4. CoMP access network energy efficiency and downlink capacity percentage 

performance degradation of the schemes, which solely use multi-point channel estimation methods having 
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𝑀𝑈𝐸 = 6 and 𝑀𝑁𝑊 = 0, reached around 25% and 31%, respectively, compared to the perfect clustering 

conditions.  However, when the serving-eNB complemented the multi-point CIR estimation schemes by 

performing prediction using the estimated CIR samples using 𝑀𝑈𝐸 = 6, 𝑀𝑁𝑊 = 20, and 𝑃 = 10 𝑚𝑠, energy 

efficiency and downlink capacity percentage performance degradation reduced to 11% and 17%, respectively, 

compared to the ideal clustering conditions. It should be noted that the CIR prediction range P is set to the 

system delay observed in the channel to maximize the performance gains due to prediction. The ratio between 

the CIR prediction filter memory span and the prediction range, 𝑀𝑁𝑊
𝑃

, can be fine-tuned to optimize the 

prediction accuracy.   It can be concluded that the serving e-NB should adapt the prediction range P and the 

filter length 𝑀𝑁𝑊 according to the served UE’s CoMP characteristics, since increased CIR prediction filter 

lengths while serving users with higher 𝑁𝐶(𝑖) aid the CoMP performance metrics more significantly as opposed 

to scenarios while serving  users with lower clustering degrees. 

 

5.4   CoMP Adaptive Channel Estimation Filter Design 

Multi-point channel estimation filters at the UE should be designed according to the UE’s CoMP parameters. 

None CoMP adaptive multi-point channel estimation filter length choices cause the below problems: 

• Inaccurate multi-point CSI feedbacks result in exclusion of a potential joint transmission point from 

the CoMP cluster and decrease both the energy efficiency of the access network and the user perceived 

quality of service in terms of data rates.  

• Inclusion of an incorrect point in the CoMP joint transmission cluster increases the downlink data rates 

slightly; however causes significant bits/Joule energy efficiency losses since the increased power 

consumption of the access network is not compensated by an equal amounts of downlink capacity 

gains for the served UEs. 

• Chanel estimation filter length increases for less CoMP dependent UEs increase the computation 

complexity of the CIR estimation unnecessarily since JT clustering accuracy is not vital for UEs 

having lower 𝑁𝐶 .values 

• Using the same CIR estimation filter length for all the channels between the UE and the CoMP 

measurement set members increases the computation complexity unnecessarily for the points that are 

less likely to be included in the joint transmission set. 
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Figure 5.5: Instantaneous received power thresholding to predict the members of the joint transmission cluster and adapt the 
multi-point channel estimation filter lengths. 

Unlike the currently existing channel estimation algorithms that adapt the memory span of the channel 

estimation filters according to the receiver velocity, coherence time, and noise of the channel; a new algorithm 

is proposed to adapt the memory span of the multi-point channel estimation filters according to both the current 

and previously observed time-varying CoMP characteristics of the UE.  

5.4.1   User Driven Instantaneous Received Power Thresholding 

Joint transmission clustering threshold is defined at the UE, ∇𝑈𝐸−𝐽𝑇 > ∇𝑁𝑊−𝐽𝑇 , to predict the members of the 

CoMP measurement set which will be chosen for PDSCH transmission. ∇𝑈𝐸−𝐽𝑇 is set to a higher value than 

∇𝑁𝑊−𝐽𝑇 to account for channel estimation and measurement errors. After performing multi-point measurements 

for each member of the serving e-NB provided CoMP measurement set, UE i sorts the instantaneous received 

power values in descending order and chooses the best point in the measurement set for the current TTI t. UE, 

then performs a threshold-based decision according to ∇𝑈𝐸−𝐽𝑇 and forms a vector 𝑁𝐽𝑇−𝑈𝐸 with the predicted e-

NBs that are highly likely to be included in the joint transmission set. According to the adaptive filter lookup 

table shown in Figure 5.5, filters with higher memory spans are chosen to estimate and smoothen the channel 

samples  ∀ n ∊ 𝑁𝐽𝑇−𝑈𝐸 while filters with shorter lengths are chosen ∀ n ∉ 𝑁𝐽𝑇−𝑈𝐸 not to increase the channel 

estimation computation complexity unnecessarily for points that are less likely to be included in 𝑁𝐽𝑇−𝑁𝑊 on the 

upcoming TTI. This is a straight forward method since the only parameters needed for computation are the 

instantaneous measured received powers for each n ∊ 𝑁𝑀𝑒𝑎𝑠, and the UE does not need to store the previously 

observed CoMP parameters. It should be noted that each network vendor or the carrier may have different joint 

transmission thresholds, ∇𝑁𝑊−𝐽𝑇, and the user may approximate these thresholds by comparing the measured 

received powers for n ∊ 𝑁𝑀𝑒𝑎𝑠 with the chosen members of the joint transmission set after E-PDCCH or 

PDSCH decoding. As a result, UE utilized joint transmission clustering threshold ∇𝑈𝑠𝑒𝑟−𝐽𝑇  is subject to change 

according to the clustering decision mechanism of the serving e-NB. 
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Figure 5.6: Tracking time-varying mean of the CoMP joint PDSCH transmission clustering degrees to adapt multi-point 
channel estimation filter lengths. 

5.4.2   Moving Mean of Joint Transmission Cluster Degree 

Single dimensional circular buffer, B, with size 𝑇𝑤𝑖𝑛𝑑𝑜𝑤 is used to store the joint transmission clustering 

degrees, 𝑁𝐶 , observed in the previous 𝑇𝑤𝑖𝑛𝑑𝑜𝑤  TTIs. The contents of the circular buffer are passed to a mean 

calculation block, which finds the moving mean of the clustering degrees, µ𝑁𝐶, in the last 𝑇𝑤𝑖𝑛𝑑𝑜𝑤 subframes. 

Quantized thresholding is then used to characterize the CoMP set degrees observed at the UE for PDSCH 

transmission and the channel estimation filters with larger memory spans are chosen for users that have higher 

µ𝑁𝐶 . This method is consistent with the simulation results shown in Figure 5.2 proving that the users that have 

higher CoMP clustering degrees have better performance gains with larger channel estimation filter lengths. 

This method could be used jointly with the method mentioned in Section 5.4.1, since a user having a high µ𝑁𝐶 

should not increase the filter lengths for all the points in the measurement set. As a result, filter memory spans 

are increased for points that satisfy n ∊ 𝑁𝐽𝑇−𝑈𝐸, for the users that have high mean of joint transmission 

clustering degrees observed in last  𝑇𝑤𝑖𝑛𝑑𝑜𝑤 TTIs as demonstrated in Figure 5.6. Circular buffer and quantized 

threshold mechanisms help the user avoid sudden filter length changes in cases of fast fading scenarios with 

channel estimation errors, and create a robust environment for multi-point CIR estimation.  
 

5.4.3   Independent Tracking of CoMP Measurement set points 

Instead of tracking the mean CoMP clustering degrees as proposed by Section 5.4.2 or just using the 

instantaneous received power measurements for n ∊ 𝑁𝑚𝑒𝑎𝑠 as proposed by Section 5.4.1, serving eNB joint 

transmission set clustering decisions can be tracked individually for each point. A time varying Boolean 

variable 𝑥𝑛(𝑡) is introduced, that will be set to 1 for the CoMP measurement set member n ∊ 𝑁𝑚𝑒𝑎𝑠 which is 

also participating in joint PDSCH transmission on TTI t, and will be set to 0 if it is excluded from the joint 

transmission cluster formed by the serving e-NB, n ∉ 𝑁𝐽𝑇−𝑁𝑊. A time-varying two dimensional circular buffer, 

B[N][𝑇𝑊𝑖𝑛𝑑𝑜𝑤], is used to store the values of 𝑥𝑛(𝑡) over 𝑇𝑊𝑖𝑛𝑑𝑜𝑤 TTIs for all the measured CoMP points. 

Contents of the circular buffer are sent to a summation block, which will sum the columns of B to find the total  
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Figure 5.7: Independent tracking of time-varying CoMP Measurement set points to dynamically adapt the filter lengths 

separately for each 𝑛 ∊ 𝑁𝑚𝑒𝑎𝑠. 
 

number of TTIs each point n has actively participated in joint PDSCH transmission over the last 𝑇𝑊𝑖𝑛𝑑𝑜𝑤 TTIs. 

Obtained values of 𝑋𝑛 for each measured point are then sent to a multi-point adaptive filter length lookup table 

and the CIRs corresponding to the points that actively participated in joint PDSCH transmission in the recent 

TTIs will be estimated and predicted using filters with higher memory spans as shown in Figure 5.7. As a result, 

channel estimation filter lengths 𝑀𝑈𝐸(𝑛, 𝑡) will be adapted separately for each point n in a time-varying fashion. 
 

5.4.4   Adaptive Filter Lookup Table Formation 

All the aforementioned CoMP adaptive channel estimation filter design techniques utilize an adaptive filter 

length look up table according to various inputs. Adaptive multi-point channel estimation filter lengths used by 

the UEs are set to 𝑀𝑈𝐸 = [𝑚𝑙𝑜𝑤 ,𝑚𝑚𝑖𝑑 ,𝑚ℎ𝑖𝑔ℎ] depending on mean clustering degrees observed by the UE and 

the probability of each measured point n ∊ 𝑁𝑚𝑒𝑎𝑠 also being a member if the joint transmission set n ∊ 𝑁𝐽𝑇−𝑁𝑊. 

It should be noted that the channel estimation filter lengths, 𝑀𝑈𝐸, correspond to the number of stored CIR 

samples by the UE. Downlink RRC signaling provides the members of the CoMP measurement set as explained 

in Section 2.2.4. Each point may have different CSI-RS insertion density in the resource block pairs for multi-

point channel estimation. Time –varying CSI-RS density of each e-NB in the CoMP measurement set is defined 

as the number of CSI reference symbols for each antenna port of each point per subframe as 
 

𝑑(𝑛, 𝑡) = # 𝐶𝑆𝐼−𝑅𝑆
𝑇𝑇𝐼

 .                                                                     (5.33) 

 

An example of a quantized mapping between the CIR autocorrelation value, corresponding coherence time, and 

the channel estimation filter length is shown in Table 5.2. Duration of the channel estimation filter can be 

obtained by using the auto-correlation between the first and the last members of the stored CIR values and 

modifying (5.11) as 

∆𝑡𝑐 = 𝑡1 − 𝑡𝑀𝑈𝐸 ≥
𝜆𝑐𝑜𝑠−1[𝑅ℎ�∆𝑡 =𝑡1−𝑡𝑀𝑈𝐸  �=𝑐𝑡]

2𝜋𝑣
 .                                          (5.34) 
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Table 5.2: Multi-Point adaptive estimation filter length lookup table using CIR autocorrelation values 

CIR Auto-correlation  Coherence Time Filter Length (Memory Span) 
𝑐ℎ𝑖𝑔ℎ  ∆𝑡_𝑙𝑜𝑤𝑐ℎ𝑖𝑔ℎ 𝑚𝑙𝑜𝑤 
𝑐𝑚𝑖𝑑  ∆𝑡_𝑚𝑖𝑑𝑐𝑚𝑖𝑑 𝑚𝑚𝑖𝑑 
𝑐𝑙𝑜𝑤  ∆𝑡_ℎ𝑖𝑔ℎ𝑐𝑙𝑜𝑤 𝑚ℎ𝑖𝑔ℎ 

 

For less CoMP dependent UEs that have smaller joint transmission clustering degrees, the CIR auto-correlation 

value between the first and the last members of the stored CIR samples, ℎ�(𝑡, 𝜏𝑙) and ℎ�(𝑡 − 𝑀 + 1, 𝜏𝑙), can be 

set to a higher value that yields lower coherence time for the filter memory span and shorter channel estimation 

filter lengths. Hence, for UEs having higher 𝑁𝐶  degrees, autocorrelation between the first and the last stored 

CIR estimates will be set to lower values to enlarge the filter lengths and increase the clustering accuracy. Filter 

lengths can be found by using the CSI-RS density formulated in (5.33) as 
 

𝑚(𝑛, 𝑡) = 𝑑(𝑛, 𝑡)∆𝑡𝑐 .                                                        (5.35) 

As a result, the adaptive channel estimation filter lengths stored in the quantized lookup tables are subject to 

change with varying receiver velocities. 

 

5.5   UE Anchored Down-Selection for CoMP Joint Transmission Cluster 

CoMP system delay between the time UEs send multi-point CSI feedback and the time serving e-NB forms the 

joint transmission cluster to transfer the user plane data to the UEs is the bottleneck for energy efficiency and 

downlink capacity performance as proved in Section 4.3.2. Clustering decisions taken according to the outdated 

versions of the CSI feedbacks degrade the performance of CoMP systems. Serving e-NB can perform CIR 

prediction methods to tackle the challenges caused by the system delays as shown in Section 5.3. However, 

consolidating all the CSI reports for n ∊ 𝑁𝑚𝑒𝑎𝑠 and predicting the CIRs for each radio link create a huge 

computation burden on the serving e-NB.  

                UE aided joint transmission clustering scheme is proposed, where the UE first applies CoMP adaptive 

multi point channel estimation procedures mentioned in Section 5.4 and then re-sorts the smoothened received 

power estimates, 𝑃�𝑅𝑋, in descending order for all the members of the CoMP measurement set. Best CoMP 

measurement set member is found by 𝑎𝑟𝑔 𝑚𝑎𝑥𝑛{𝑃�𝑅𝑋(𝑛, 𝑡)} = 𝑛𝑏𝑒𝑠𝑡, using the received power measurements 

according to the estimated multi-point CIR values. UE, then performs a threshold-based decision to predict the 

possible members of the Joint Transmission set cluster as 
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Figure 5.8: CoMP joint transmission cluster down-selection anchored by the UE after performing multi-point channel 

estimation and thresholding the received power estimates for each measured point. 

 
n ∊ 𝑁𝐽𝑇−𝑈𝐸     𝑖𝑓     |𝑃�𝑅𝑋(𝑛𝑏𝑒𝑠𝑡 , 𝑡) − 𝑃�𝑅𝑋(𝑛, 𝑡)| ≤ ∇𝑈𝐸−𝐽𝑇   ,                                  (5.37) 

 

n ∉ 𝑁𝐽𝑇−𝑈𝐸     𝑖𝑓     |𝑃�𝑅𝑋(𝑛𝑏𝑒𝑠𝑡 , 𝑡) − 𝑃�𝑅𝑋(𝑛, 𝑡)| > ∇𝑈𝐸−𝐽𝑇 .                                  (5.38) 

 

∇𝑈𝐸−𝐽𝑇 is the UE defined threshold to predict the members of the joint transmission set after performing 

channel estimation. It is determined by using the serving e-NB clustering threshold, the standard deviation of 

the received power measurement errors, 𝑃𝑒𝑟𝑟(𝜇,𝜎), resulting from channel estimation discrepancies, and a 

tuning parameter, s, as 

∇𝑈𝐸−𝐽𝑇 = ∇𝑁𝑊−𝐽𝑇 + 𝑠𝜎𝑃𝑒𝑟𝑟 .                                                             (5.39) 

 

Both ∇𝑁𝑊−𝐽𝑇  and 𝜎𝑃𝑒𝑟𝑟 are approximated by UE using a finite buffer storing the instantaneous ∇𝑁𝑊−𝐽𝑇 values 

observed in the recent TTIs by checking the difference between the best and the worst received powers from 

points performing joint PDSCH transmission. By this method, UE adapts to various network/carriers that have 

different clustering threshold configurations. UE predicted cluster threshold is made robust to the possible 

channel estimation errors by adding  𝜎𝑃𝑒𝑟𝑟 as a security margin, and can be tuned according to various multi-

point channel estimation schemes. UE then sends out multi-point CSI feedbacks only for CoMP measurement 

set points that satisfy  n ∊ 𝑁𝐽𝑇−𝑈𝐸 as shown in Figure 5.8. This scheme reduces the uplink payload for multi-

point CSI feedbacks and decreases the heavy processing and clustering decision burden on the serving eNB by 

performing down-selection on the joint transmission set for the upcoming TTI. CSI feedback for the points that 

are less likely to be a part of the joint transmission set are not transferred over the access network or between 

the CoMP nodes. Hence, serving e-NB avoids unnecessary processing for these points and reduces the overall 

computation time for CIR prediction. As a result, the clustering decisions become more accurate at the time of 

PDSCH transmission. It should be noted that the thresholding procedures described in (5.37) and shown in 

Figure 5.5 share the same logic. However, (5.37) is performed after channel estimation procedure to limit the 
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number points about which UE sends CSI feedback for, while the method explained in Section 5.4.1 performs 

thresholding on the measured received power values to adjust the channel estimation filter lengths. 

 

5.6   Summary 

Channel estimation errors and system delays, which cause inaccurate CoMP joint transmission clustering 

decisions, are tackled using a holistic approach where UEs perform multi-point channel estimation and serving 

e-NB performs multi-point channel prediction procedures. Time domain channel estimation and prediction 

algorithms both utilize the time-varying second order stochastic characteristics of the CIR. UEs can perform 

multi-point CIR estimation either by tracking each delay tap individually or by tracking the overall 

superimposed CIR. It is demonstrated that although the latter mentioned scheme yields less accurate estimation 

results, it reduces the computation time significantly. CIR prediction gains are maximized by setting the 

prediction range equal to the observed CoMP system delays and making sure there are enough CIR samples 

stored by the serving e-NB to track the time-varying nature of the radio links. Novel multi-point channel 

estimation filter designs are proposed, where the UE adapts the estimation filter lengths according to the 

observed CoMP clustering degrees and the likelihood of each measured point being included in the joint 

transmission cluster on the upcoming TTI. This method makes sure the UEs with higher clustering degrees 

utilize estimation filters with larger memory spans for points that are more likely to be included in the joint 

transmission set. UE aided down-selection methods should be used jointly with the CoMP adaptive channel 

estimation procedures to decrease the multi-point CSI processing times at the serving e-NB. CoMP clustering 

accuracy is improved and the CIR estimation/prediction computation complexities are reduced with the 

proposed schemes.  

                 The work explained in this chapter is part of the patent filings [65] and [66]. A journal paper is also 

under preparation. 
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Chapter 6 

Conclusion and Future Work 
 

6.1   Thesis Conclusions 

Cell switch off schemes, which aim on decreasing the power consumption of the access networks by turning off 

the cells with low traffic loads, are used jointly with the LTE-A CoMP technology, which primarily targets on 

improving the cell edge performance in terms of achieved capacity rates. It is shown that the CoMP aided cell 

switch off schemes are superior to the traditional cell switch off schemes in terms of both energy efficiency and 

downlink capacity rates achieved in the network.  

                Performance of the proposed CoMP scheme is heavily dependent on the accuracy of the joint 

transmission clustering decisions given by the serving e-NB. Inclusion of an incorrect point in the CoMP cluster 

decreases the bits/Joule energy efficiency of the network since the increased downlink capacity rates are not 

enough to compensate for the additional power consumed in the network due to CoMP backhaul data transfers 

and signal processing. On the other hand, excluding a correct candidate from the joint transmission cluster 

degrades both the energy efficiency and the downlink capacity performance metrics. To balance the trade-off 

between the energy efficiency and the capacity KPIs, serving e-NB should perform threshold-based clustering 

decisions depending on the received downlink power levels between the members of the CoMP measurement 

set and the served UE. Threshold-based clustering method makes sure that the energy efficiency of the CoMP 

access network is not degraded while trying to improve the cell edge data rates.  

                Realistic performance gains of the CoMP schemes are revealed by simulating dynamic small scale 

fading channels for multi-point radio links and jointly considering the possible system delays and channel 

estimation errors that can occur prior to PDSCH user plane data transfers. High mobility scenarios lead to major 

joint transmission clustering inaccuracy due to the decreasing nature of the CIR autocorrelation functions, 

which create outdated CSI feedbacks in CoMP systems with delays. Multi-point channel estimation errors result 

in performance degradation since both the clustering degrees and the chosen members of the transmission 

cluster are affected. It is shown that the UEs with higher CoMP set degrees are more sensitive to CSI delays and 

estimation errors yielding inaccurate clustering decisions at the serving e-NB.  
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             Channel estimation procedures performed by the CoMP supporting UEs via time-varying auto-

regressive MMSE filters are enough to tackle the challenges introduced by faulty multi-point received power 

measurements. Multi-point channel estimation can be implemented either by tracking the overall superimposed 

CIR or by tracking the decomposed CIR at each multipath delay tap. It is shown that the latter scheme yields 

more accurate CIR estimates but comes along with increased computation complexity. LTE-A serving e-NBs, 

anchoring the joint transmission CoMP procedures, can address the discrepancies caused by the outdated CSI 

feedbacks due to system delays by performing CIR prediction for each 𝑈𝐸 − 𝑛 ∊ 𝑁𝑚𝑒𝑎𝑠 link before forming the 

𝑁𝐽𝑇 clusters.  

            Existing channel estimation filter memory spans implemented by the UEs are adapted according to the 

observed CoMP characteristics. CoMP dependent UEs, which are served with higher clustering degrees, need to 

have filters with increased lengths to avoid inaccurate clustering decisions; whereas the UEs subject to PDSCH 

transmission from smaller clusters can decrease the auto-regressive filter lengths to avoid the computation 

complexity overhead. Dynamic filter lengths for each point in CoMP measurement set are utilized, so that only 

the points that are more likely to be included in the joint transmission sets are estimated with larger filter 

memory spans. It should be noted that all the aforementioned methods for CoMP adaptive channel estimation 

filters can be adapted by serving e-NBs for multi-point CIR predicting filters. Processing burden on the anchor 

e-NB is further decreased by the UEs taking initiative on the clustering decisions by sending out CSI feedbacks 

only for a subset of the CoMP measurement set which has high potential of taking active role during joint 

PDSCH transmission. 

 

6.2   Possible Enhancements and Future Work 

Proposed schemes for CoMP aided cell switch off technique and CoMP adaptive channel estimation and 

prediction methods have been presented with formulation, analysis and simulation results; however, there is still 

room for enhancements. Future work and interesting open research topics are listed as follows: 

• Dynamic switching between the traditional and CoMP aided cell switch off schemes can be 

implemented, since it might not be worthy in some scenarios to involve CoMP unnecessarily. LTE-A 

access networks can implement a dual mode operation between the traditional and CoMP aided cell 
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switch off schemes. Adaptive changes between the two schemes can be performed according to the UE 

distribution and scheduling in the access network. 

• DL Capacity performance for the CoMP schemes used Shannon’s model for calculations, as presented 

in Section 3.2.1. More realistic data rate calculations can be performed by taking LTE-A AMC 

schemes into consideration and using actual CSI feedback versus PDSCH modulation scheme mapping 

table. It should be noted that the existing AMC tables have to be altered for joint transmission CoMP 

schemes.  

• Multi-point channel estimation schemes utilized the time-varying characteristics of the channel to track 

the CIRs, as described in Section 5.2. An alternative method can be implemented by tracking the time-

varying CTF in frequency domain using the time dispersive characteristics of the channel assuming 

uncorrelated scattering between the multipath delay taps. Time varying CTF autocorrelation function 

for a particular subcarrier frequency tone 𝑓0 is formed as  

 

𝑅𝐻(∆𝒕𝑴, 𝑓0) = �
𝐸[𝐻(𝑡1, 𝑓0)𝐻(𝑡1, 𝑓0)∗] ⋯ 𝐸[𝐻(𝑡1, 𝑓0)𝐻(𝑡𝑀, 𝑓0)∗]

⋮ ⋱ ⋮
𝐸[𝐻(𝑡𝑀, 𝑓0)𝐻(𝑡1, 𝑓0)∗] ⋯ 𝐸[𝐻(𝑡𝑀, 𝑓0)𝐻(𝑡𝑀, 𝑓0)∗]

� .                (5.40) 

 

It would be interesting to see the performance differences in terms of estimation accuracy and 

computation time of the CTF tracking scheme as opposed to the superimposed and decomposed time-

varying CIR tracking schemes explained in this thesis. CTF autocorrelation function shown in (5.40) 

has to be used for all the subcarriers containing reference symbols and the frequency interpolated CTF 

is tracked in a time-varying fashion. Examples of CTF tracking using Slepian sequences and Wiener 

interpolators have been demonstrated in [63]. Depending on the number of resource blocks assigned to 

the UE per TTI, UEs may choose to switch between the decomposed CTF and CIR tracking schemes. 

If the number of subcarriers assigned to the UE per TTI is more than the number of multipath 

components L, it would be wiser to use the CIR tracking method to reduce the computation 

complexity.  

• Auto-regressive channel estimation/prediction filters satisfying the MMSE criterion have been 

considered in Section 5.2.2; however more advanced schemes like Kalman filters can be utilized, as 

mentioned in [67] and [68].  
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• Section 5.4.3 proposed CoMP adaptive channel estimation filter length decisions, where the eNBs that 

are highly likely to be a part of the 𝑁𝐽𝑇 are estimated with larger memory spans. This scheme can be 

enhanced further for decomposed CIR estimation technique. Each multipath component of every 

𝑈𝐸 − 𝑁𝐽𝑇 radio link can be estimated with adaptive filters, 𝑀𝑈𝐸(𝑛, 𝑡, 𝑙). UEs should only enlarge the 

CIR estimation filter memory spans for the major contributing multipath components belonging to the 

members of the 𝑁𝑚𝑒𝑎𝑠. This method will balance the computation complexity versus accuracy trade-

off for the decomposed CIR tracking scheme, by slightly reducing the estimation accuracy and 

reducing the computation time significantly. 

• Computation complexity versus performance gain trade-offs for CoMP adaptive channel estimators 

predictors can be analyzed further by comparing the real time computation times for each tracking 

scheme. Although accurate channel estimation schemes implemented by the UE tackles the incorrect 

received power measurements, additional delays introduced due to the estimation computation times 

may in fact degrade the CoMP performance due to the outdated CSI feedbacks.  

• MAC layer scheduling decisions should be integrated to the proposed schemes to get the optimum 

CoMP cluster degree every TTI. It should be noted that if multiple eNBs that are participating in joint 

PDSCH transmission assign the same resource block to the UE. The slave eNB of the cluster cannot 

use the same resource block to schedule UEs located in its own coverage region. Simulations shown in 

Chapters 3, 4 and 5 performed performance analysis by focusing on the UEs located in the CoMP 

serving eNB. However, overall cellular layout should be considered to obtain fair performance gains.    

Certain number of RRC connected UEs getting different UL/DL grants every TTI can be simulated in 

the whole cellular layout to obtain the energy efficiency and downlink capacity maximizing clustering 

decisions under dynamic scheduling conditions. 

 

Future work will focus on enhancing the proposed schemes in this thesis by taking the above mentioned 

research topics into consideration. 
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