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Abstract—Wireless cellular networks are undergoing severe
changes due to the ever increasing demand of data rate. Addition-
ally, the demand is more and more heterogeneous (imbalanced)
in time and space. Sudden peaks in demand at a certain location
have to be absorbed by the network. While operators traditionally
over-provisioned their own separate network capacity in order
to reduce the blocking and overload probabilities, this approach
seems no longer economically viable. Instead, the idea of network
virtualization (NV) emerged. One aspect of NV is that resources
from all operators are pooled together. Shared and virtualized
resources can be better distributed among all users compared to
having separate subsets of users to separate subsets of resources.
This holds especially if the demand is imbalanced among the
operators, as shown in this paper. In this paper the stochastic
Petri net (SPN) paradigm is used to provide with a compact model
of NV resource pooling (RP). In contrast to the equivalent but
tedious analysis of Markovian systems the SPN approach allows
a quick numeric performance evaluation with tool support, thus
offering a strong modeling advantage. The scenarios analyzed
here are networks of separate operators and resources, compared
to one virtualized network. In a second step the scenario includes
heterogeneity in demand, i.e., a load imbalance between the
providers and results show much higher gains in this unbalance.
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I. INTRODUCTION

RAFFIC in wireless cellular networks shows a trend of

demand increasing faster than the supply side, as well
as increasing heterogeneity [1]. One of the recently emerging
concepts to achieve an additional gain on the supply side is
network virtualization (NV) [2]. One of its features is that two
or more distinct network operators can pool their resources
together (their licensed band) to form one larger “virtualized”
network [3]. The user terminal (UT) will be dynamically and
transparently assigned to one of the networks and use the
resources of that network. As the probability of congestion in
one network is independent of the probability of congestion
in the other, the probability that both are in congestion is
significantly lower. This assumes independent (uncorrelated)
statistics, which may not always hold. However, in the average
case, a temporary overload in one network can be absorbed
by the free capacity of the other(s). In queueing theory this is
related to the statistical multiplexing gain [4].

For analyzing such networks, traditionally either Marko-
vian queueing theory or simulation is used. These two ap-
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proaches are very different in several ways, including the
modeling efficiency versus details, and accuracy. In this paper,
an intermediate approach is motivated, where the stochastic
Petri net (SPN) paradigm is used to generate the corresponding
Markov chain (MC) [5]. However, as its strong advantage, the
modeling is performed by a high-level graph-based structure,
and the numerical evaluation is performed with adequate tool-
support [6]. This allows fast modeling and time-to-results
(order of a few minutes), combined with an analytic precision
suitable for rare-event studies (high precision still for proba-
bilities of 10~7 and below).

SPNs are known to generate MCs [5] (e.g., Fig. 1).
There is little application to communications systems, but a
few noticeable examples include networks [7], protocols [8],
WiMAX [9], wireless scheduling [10], ad-hoc networks [11],
radio channels [12], and flow control [13].

In this paper, networks with separate operators and re-
sources are compared to a virtualized network having the sum
capacity by pooling all resources together. The scenario is ex-
tended to include heterogeneity in demand, i.e., an imbalance
between the providers. In order to concentrate on the strengths
of SPN, conditions and assumptions are simplified, for exam-
ple, (video) traffic is assumed as fluid-flow, i.e., constant during
a session and off otherwise. Session arrivals are Poissonian.
The channel capacity is constant (long term average), i.e.,
fading and mobility are not explicitely modeled. Short term
fluctuations are assumed to be absorbed by appropriate playout
buffering. This allows a comparison with the analytic Erlang-
B and Erlang-C approaches [14]. A closed-form expression
exists for the blocking probability in a single system, but more
complex systems have to be studied by a steady-state MC
analysis. SPN offers a significant modeling advantage here and
the SPN graphs are much easier to understand than the multi-
dimensional MC which correspond to it.

This paper demonstrates the use of SPN to model NV
resource pooling and its multiplexing gains, plus an exten-
sion to model heterogeneous/unbalanced traffic load situations.
One result shows that NV is even more beneficial under
heterogeneous load scenarios. This paper does not cover other
NV aspects, .e.g., distinct sets of different QoS requestors,
brokers and providers, or cost aspects and does not provide a
framework how to implement NV.

The paper organization is as follows: Section II is a quick
SPN intro. Section III introduces the basic model and its exten-
sion to study virtualization. The next section provides numeric
results for the separate network and virtualized network case.



II.  StocnHAsTic PETRI NETS

Petri nets (PN) are a graphical and mathematical tool suit-
able to model complex systems with a state. Systems can be be
described and studied when they are concurrent, asynchronous,
distributed, deterministic or stochastic. Subclasses of PN are
finite state machines and marked graphs. Many aspects of flow
charts and description languages can be modeled with PN.
There is plenty of literature on the underlying graph theory,
liveness analysis, reachability set and other properties [15]. A
PN is defined as a directed, weighted, bipartite graph having
two sets of nodes called places (P;) and transitions (T ;). Places
are drawn as circles, transitions as boxes. Arcs are directed and
called input arcs if they connect from a place to a transition,
output arc otherwise. A convenience notation is the notion of a
disabling arc, drawn with a small circle at the end of the arc.
Input arcs connect certain P; to T; with weight w;;, output
arcs connect T; to P; with multiplicity v;;. Together they form
the incidence matrix D = [v;; — w;;]. When a PN consists of
M transitions and N places, D is a M X N matrix (m rows,
n columns). Places can contain an integer number of tokens
(dots), all of which constitute the state called marking ri. The
initial marking 7y is the start state. The notation #P; = m;
means the current number of tokens in place P;. An atomic
action is the firing of a transition 7; which changes the marking
to

g = gy + Gy - D (1)

with the firing vector #_; which is all zero except a single *1’
at the j.th index. The firing rule is basically: A transition can
be fired if all places connected to input arcs contain enough
(w;;) tokens and all places connected via disabling arcs are
empty.

Stochastic PN (SPN) extend the paradigm to model time,
essentially by assigning each transition a firing rate (in the con-
tinuous time case (CT)) or a firing probability (in the discrete
time case (DT)). Here we will focus on the CT case only.
Then the firing rates are given by A = Ay, ..., A, which can
be marking-dependent. A; is the inverse of the average firing
time ¢;. Firing times are exponentially distributed, therefore
memoryless, and the resulting reachability graph (RG) forms a
Markov chain (MC) [5]. All arcs in the RG are annotated with
the A; of the transition 7; responsible for the state change.
The matrix R of all arc rates can then be used to calculate
the steady-state solution of the MC and from that all other
performance metrics can be obtained. More on this in [5].

III. ERLANG MODEL AND NV EXTENSION

The scenario used here aims at showing a performance
advantage between having one virtualized network compared
to separate distinct networks. The model introduced here
consists of two parts: The traffic or session generator side
(demand) and the server or network side (supply). In the
Figures 2 and 3 the session generation is on the left, and
the service on the right side. In accordance with our previous
work [14] the assumptions are as follows:

e  Fluid-flow traffic model is used, i.e., in state ON a
constant rate is generated, and rate zero in OFF.

e For allowing the Erlang equivalent all the sessions
have the same rate (e.g., video of 1 Mbit/s).

e High rate video is the dominant application in future
networks [16]. Voice will be negligable. Data as best-
effort needs other approaches.

e Sessions are generated independently with an average
rate of A.

e The generation process is Poissonian, i.e., the Markov
property holds.

o The average interarrival time of new sessions is 1/A4.

e FEach network has capacity for m parallel sessions
(e.g., enough OFDMA resource blocks).

e  The length of each session is exponentially distributed
with average length d.

e  There can be up to C = m active sessions, each with
a dedicated “server” with session completion rate y =
1/d.

e Any session request which would require more than
m servers is queued and waits for a free “channel”.

e  Situations with one or more parked session in the
queue are called overload condition, or congestion.

e  The queue of waiting sessions can be finite or infinite.
Here we assume infinite (Erlang-C).

e A M/M/C queueing model describes the basic
Erlang-C MC (Figure 1).

e The bottleneck question becomes more relevant in
when heterogeneity is introduced with Eq. 4

The parameters used and their values for analysis are given in
Table 1.

TABLE 1. PARAMETERS FOR THE ERLANG SCENARIOS
[ Parameter [ var | assumption,value |
Connection/call arrival rate A variable
Average connection holding time, d=pT 240 s
e.g., video session duration
Offered traffic in Erlangs u=21-d 5..45
means average load P 10...90%
Number of trunks/lines/circuits/resources, capacity C=m 50
Max. number of sources n 200
Heterogeneity factor h 0...50%
A A
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Fig. 1. Markov chain for an Erlang-C scenario. The service depends on the
number of active sessions (state index i) by i - u. The aggregate arrival rate
Aiiv1 = A is constant (negative exponential interarrival times). The states C + 1
and above represent overload and can only be served by capacity C = m [14].

The Erlang-C result for the probability of waiting (over-
load) is known to be given by
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Fig. 2. SPN model for two separate networks (Erlang-C scenario). The traffic
load of network 1 and 2 are set to be (1 —h)-u and (1 + h) - u respectively,
thus 1=Low and 2=High load.

T1

Fig. 3. SPN model for a virtualized network, aggregating the resources of
two networks together. New sessions are pooled in P2, but then served either
in network1 (T2) or network 2 (T21). The heterogeneity factor i cancels out,
thus the load is 2 - u. This SPN graph can easily be extended to contain more
than two partner networks.

Figure 2 depicts two independent SPNs for the Erlang-
C scenario. In order to highlight the SPN operation, we will
explain the first SPN in Figure 2 [14]. The timed transitions 7'1
and T'0 represent the generator and server aspects, respectively.
Their rates are Ar; = u/d and ury = 1/d respectively, where d
is constant (average session length) and u is the load in Erlangs.
The immediate transition 72 is a gate between the waiting
sessions in P2 and the active sessions in P1. As long as there
are less than m active sessions = tokens in P1 (#P1 < m),
T2 accepts all pending sessions in P2 to be transferred to
P1. As soon as the capacity m is completely utilized, this gate
closes and session tokens begin to wait in place P2. This is the
cause for the waiting time discussed later. Those user sessions
wait for free capacity. The place PO is only required to limit
the state space, but with n > m; this does not change the
statistics of interest. Figure 1 shows the corresponding MC for
this model. Tool support [6] automatically generates the MC
via the reachability graph of the underlying Petri net within
seconds.

For the numerical analysis in this paper, the capacity of
each network is assumed to be C = m = 50 Erlangs, so that
the theoretical sum capacity would be 100 Erlangs. Having
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Fig. 4. Scenario input traffic explanation: The number of active sessions (in
network 1=Low as well as network 2=High) depends on the nominal load u
in Erlangs and the heterogeneity factor 4 between 0 and 50%. The graph for
h =0 is in the middle, and all graphs appear in the same order as provided
in the legend.

two separate networks would be less efficient than having one
network with the sum capacity. This is what will be shown
in this paper. This is not trivial when we modifiy the traffic
balance later in (4).

A virtualized network brings together the resources of
separate networks together, so that they can operate and
perform as if they were one pool of resources. The SPN in
Figure 3 reflects this in the following way, for two networks
combined. 71 and T'11 are the session generating transitions,
with the same rates as in Figure 2. Also, the servers 70 and
T01 as well as the active sessions per network in Pl and
P11 are identical to the distinct network case. This means,
each network still carries its individual traffic. However, the
distribution of sessions (traffic) among the two networks is
performed via a broker, represented by the queue in place P2
and the two concurrent (“choice”) transitions 72 and 721. In
underload (#P2 = 0, #P1 < m and #P11 < m), new sessions go
into network 1 or 2 with equal probability (Bernoulli process).
In overload (#P2 > 0), the first queued session on hold goes
into the network which has the next free capacity. In the
intermediate state (one of the networks 100% utilized), the
session token goes into the other network with still available
capacity. This is the reason why a virtualized network performs
superior compared to distinct networks. This will be shown in
Section IV. The SPN model can systematically be extended
to three or more networks to be virtualized, and the gain
would increase with higher multiplexing order. In this paper,
we consider two networks for the numeric results.

Instead of just studying the statistical multiplexing gain
of the combined networks, the contribution of this paper is
considering heterogeneity or load imbalance among the user
groups. In future wireless networks we have to cope with less
and less homogeneous traffic load. Inhomogeneous clusters of
users form naturally in time and space, depending on busy
hours and social connectedness. Heterogeneous traffic distribu-
tion imposes a severe burden to the network, as one cell is more
likely to be congested and another almost empty compared to
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Fig. 5. Scenario input traffic explanation: The number of active sessions

(in network 1=Low as well as network 2=High) plotted depending on the
heterogeneity factor £, with the nominal load u as parameter. All graphs start
from u at i = 0. To the right, each constant load u point splits into two graphs,
the H and L part. The topmost curve represents an overload condition in the
network 2=H.

the homogeneous case with equal load in each cell. Assuming
that the same heterogeneity is present within the coverage
region of a set of networks which can be virtualized, then
it is worth studying what happens in such an imbalanced load
scenario. For this purpose the scenario studied here modulates
the load of each network by a heterogeneity factor £, such that

u-(1-nh), “)
u-(1+h), (@)

where network 1 is the lightly (L) loaded and network 2
the heavily (H) loaded system. Figures 4 and 5 display the
load scenario depending on the two parameters u# and h. For
one scenario situation (given u and h), there are always two
individual partial loads “L” and “H”. We expect that the
situation will worsen for the distinct scenarios with increasing
h and for high total load 2u.

uj
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IV. ANaLysis REsuLrs

The SPN analysis leads to the MC with all state transition
rates known, so that the steady-state probabilities for each state
can be calculated. From this, performance metrics are derived
which can be interpreted in the model context. The state
probabilities for states 0, ...,m represent the probability mass
function of the number of active sessions. The complementary
cumulative distribution function (CCDF) is the probability of
exceeding state x, always a monotonously decreasing function.

The ideal situation (benchmark) would be the network with
the sum capacity 2u = 100 Erlangs [14]. The CCDF of active
sessions in Figure 6 shows the performance for this case.
Figure 9 can be interpreted as the extension to the right side
of Figure 6, when more than 100 sessions are requested. For
u = 45 (load 90%) and u = 40 (load 80%), a significant number
of sessions are queued waiting for service. The average waiting
time can be computed using the Little’s formula (W = g/A).

The baseline scenario (non-virtualized) is two distinct and
separate networks with the same load. Its CCDF is plotted in
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Fig. 6. Complementary cumulative distribution function (CCDF) of the
number of active sessions (#P1) in a unified network of double capacity of
100 Erlangs and traffic load 2 - u [14].
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Fig. 7. CCDF of active sessions (#P1) for two separate networks and
homogeneous load (7 = 0).

Figure 7. The differences are noticable especially in the region
with a high number of tokens, close to 50. Now we study
the virtualized network of Figure 3: The results in Figure 8
appear to be superior to those in Figure 7, but still not as
good as Figure 6 for a single network. The reason is that
each individual network can still be completely full at some
occasions (with higher probability than the single network of
double capacity), and that the queueing process within one
network experiences a different service rate in both cases.
The overload probability Pr{#P2 > 0}, however, is identical
in both the virtualized and the single full capacity network.
Thus, Figure 9 is the same in both cases.

Now we apply the heterogeneity factor 4 and study its
impact on the performance. As there are now two distinct
networks with different individual loads, there are always two
curves per scenario (“L” and “H”, for the lightly and heavily
loaded networks). Figure 10 shows the average waiting time
depending on the nominal load u of both and with parameter
h. The homogeneous case is included with a single curve for
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Fig. 8. CCDF of active sessions (#P1) for a virtualized network of two and
homogeneous load (2 = 0). There is a lower congestion probability for the
high load region near #P1 = 50 compared to Figure 7.
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Fig. 9. CCDF of queued sessions (probability of overload by #P2 sessions)

in a virtualized network of two. This graph can be seen as continuation of
Figure 8 to the right. The parameter is total load u.

h = 0, in black. The dominant effects happen in the H network,
not surprisingly, for high load u and high A. Of course, any
waiting of more than a few 100 ms is noticable to the user, and
the average shown here comes with variations within one order
of magnitude in both ways. So if 1 second is our tolerable limit,
then a homogeneously loaded network can sustain 35 Erlangs,
whereas an unbalanced scenario would only allow 23 Erlangs
(on average).

We can observe a similar trend in Figure 11 for the
overload probability (given by Pr{#P2 > 0}). Here the overload
probabilities p; and p, are combined. As the L network is
much more unlikely in overload, the graph basically displays
% - p2. If an overload probability of 0.01 or less is desired,
then if the imbalance % increases, we can only accept a lower
average load, e.g., down from 35 to 25 Erlangs.

In order to show gains between the virtualized and non-
virtualized networks directly, we determine the ratio of the
metrics acquired above, again depending on u and h. The
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Fig. 10. Two separate networks in unbalanced load (heterogeneous factor 4,
total load u). Waiting time [s] of the 1=L network with lower load and 2=H
network with higher load in one figure.
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h). Overload probability of both networks combined (%([)1 + p2)). Because
there is almost no overload in the lower-load network (p; < po for u > 0),
this graph is = % - pa.

overload probability ratio depicted in Figure 12 could only
be shown for u > 30, because the probabilities were too close
to zero below that. The ratio looks impressive for lower u, but
this region is not very relevant, as any network would cope
well with the underload situations. The region around u = 45,
or 90% load, is the more interesting. Here we achieve a higher
gain, the more heterogeneous the load situation is. The gain
easily spans up to one order of magnitude. Note that for u = 50,
the network is congested, and thus all overload probabilities
are 1.

If we compare the waiting times, the ratio is even more
significant. As shown in Figure 13, between u = 40 and 45,
there is a factor of 100 increase of the average waiting time
for the h = 0.5 scenario. The reason is that the H network is
already fully congested; the black curve for & = 0.5 suggests
the limit.

The results strongly indicate that there is a very high
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Fig. 13. Ratio (gain) of average waiting times in the separate case compared
to the combined virtualized case, depending on load u.

potential for improvements by network virtualization in het-
erogeneous scenarios, which we expect to see more likely
in the future. This paper promotes the SPN method as one
efficient way of obtaining accurate results in a broad range
of probabilities, unlike simulations which would require more
than 10® samples for a similar precision.

V. CoNCLUSION

In this paper a stochastic Petri net model is introduced
to study network virtualization under heterogeneous load con-
ditions. The model is a fluid-flow approximation with (e.g.,
video) session arrivals and departures based on Poisson point
process input and multiple servers. The comparison of two
separate networks with one combined network under the same
load conditions shows strong advantages of virtualization,
especially if the networks are unevenly loaded (heterogeneous).
The SPN paradigm allows quick results from Markov analysis
and provides accurate numerical results down to probabilities
of 1077 or less, which would be impossible with simulation.
Future research will study more networks in parallel, HetNets

(macro and pico cells), and can take channel variations into ac-
count [17]. Yet another extension is obtaining analytical results
based on Erlang-C formulation. The heterogeneity parameter
and scenario can be used combined with nonhomogeneous user
distributions in space for HetNets [18]. Relay deployment can
also be beneficial in HetNets [19].
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