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	DEVS Library for Layered Queueing Networks
	by Dorin Petriu (dorin@sce.carleton.ca)
	Overview
	This report covers the implementation of a DEVS library for the simulation of Layered Queueing Ne...

	1. Layered Queueing Networks
	1.1. Background
	Queueing Networks are based on a customer-server paradigm. Customers make service requests of the...
	LQNs model both software and hardware resources. The basic software resource is a task which runs...
	Service calls can be made from entries in one task to entries in other tasks. LQNs support three ...
	Figure 1: Time semantics of LQN asynchronous, synchronous, and forwarding calls.

	1.2. Solving
	LQNs can be solved either using either the Layered Queueing Network Solver (LQNS) or the Layered ...
	LQNS is an analytic solver developed at Carleton University by Greg Franks as part of his Ph.D. r...
	LQSim uses the ParaSol simulation environment. ParaSol can simulate multithreaded systems that su...
	Both LQNS and LQSim generate results that show entry average service times, average waiting time,...

	2. LQN Simulation Library for DEVS
	2.1. Design
	The DEVS LQN library must represent processors, tasks, and entries with phases. Additionally, the...
	The main design issue for the DEVS LQN simulation library was to decide which LQN elements or art...
	LQN elements have queues that are implicitly supported by LQNS and LQSim. FIFO queues were incorp...
	LQN calls are made using entry names to identify the call target. Therefore a mechanism was neede...
	Figure 2: FSMs for the DEVS queue and processor atomic models.
	Figure 3: FSM for the DEVS entry atomic model.
	Table 1 lists the different DEVS models for LQN elements, while Figure 2 and Figure 3 show FSMs f...
	Figure 4: ROOM structure for the LQN processor and LQN entry DEVS coupled models.

	2.2. DEVS Coupled Model Structure
	Figure 4 shows the structure, using ROOM [6] actor notation, of the DEVS coupled models for LQN P...
	2.2.1. Structural Limitations
	The coupled Entry and Processor models are the building blocks that can be composed into layered ...


	2.3. Messaging
	LQN messages can be thought of as having a source field denoting the entity making the call, a de...

	2.4. DEVS LQN Limitations
	DEVS LQN Tasks are formed by aggregating, but not interconnecting, coupled Entry models. Using th...
	The DEVS environment does not provide any finer time granularity than milliseconds. This is a lim...
	Another limitation of the current implementation of DEVS LQN is that the random number generating...

	3. Conclusions
	The DEVS LQN simulation library provides a starting point for creating simple LQN performance mod...
	The current implementation exhibits some weaknesses in the generation of random numbers, the fixe...
	References
	[1] Greg Franks, “Performance Analysis of Distributed Server Systems”, Report OCIEE-00-01, Ph.D. ...
	[2] E. Mascarenhas, “A System for Multithreaded Parallel Simulation and Computation with Migrant ...
	[3] E. Mascarenhas, F. Knop, and V. Rego, “ParaSol: A Multithreaded System for Parallel Simulatio...
	[4] J.E. Neilson, C.M. Woodside, D.C. Petriu and S. Majumdar, “Software Bottlenecking in Client-S...
	[5] J. A. Rolia, K. C. Sevcik, “The Method of Layers”, IEEE Transactions on Software Engineering,...
	[6] B. Selic, G. Gullekson, P.T. Ward, “Real-Time Object-Oriented Modeling”, John Wiley & Sons, N...
	[7] C. M. Woodside, “Throughput Calculation for Basic Stochastic Rendezvous Networks”, Performanc...
	[8] C. M. Woodside, J. E. Neilson, D. C. Petriu and S. Majumdar, “The Stochastic Rendezvous Netwo...
	[9] C. M. Woodside, S. Majumdar, J. E. Neilson, D. C. Petriu, J. A. Rolia, A. Hubbard and R. B. F...
	[10] Woodside C.M. (2002) Tutorial Introduction to Layered Performance Modeling of Software Perfo...




