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Abstract
Software-defined networking (SDN) is a contemporary structural design paradigm 
that aspires to correct bandwidth-efficient usage and user application transparent 
interoperability. It claims to be self-motivated, convenient, affordable, and program-
mable. The network control may become directly programmable thanks to SDN 
architecture’s decoupling of the network control and management plane from the 
data plane. Due to the centralized architecture of the SDN network, message prop-
agation to various network devices in SDN is delayed. The SDN controller must 
thus establish new rules for each new communication. Peer-to-peer protocols are 
deployed in the system for the fast propagation of contents over the layered archi-
tecture. However, these protocols produce unwanted packets because these proto-
cols mostly use a reactive routing protocol over an SDN architecture. This causes 
the delay for different applications due to inefficient bandwidth management. By 
offering resistance to connection failures and accommodating constantly changing 
bandwidth needs, it is difficult to control the needed bandwidth. This paper proposes 
a new technique using the Random Forest algorithm for efficient bandwidth man-
agement for peer-to-peer applications. In this technique, bandwidth usage of differ-
ent applications is computed and predicted. So, according to the need of applica-
tions, network traffic is adjusted accordingly. An ultra-peer node is responsible for 
communication with other nodes in this methodology, eliminating unwanted traf-
fic across the network. A Linux-based OpenvSwitch, POX controller and Mininet-
based SDN-based network system are used for the tests. The results of the experi-
ment demonstrate that the proposed framework may significantly improve QoS 
while outperforming the current bandwidth allocation algorithms in terms of suc-
cess rate, throughput, response time, etc.
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1  Introduction

Software-defined networking (SDN) performs administration adaptability and 
control by providing programmability modules for system manipulation [1, 2]. 
These modules are critical to empowering the framework to react rapidly and have 
the ability to apply changes to the underlying topology when it is needed. This 
programmability segment is the clear separation of the data plane, connected with 
sending packets, from the control plane, related to coordinating decisions [3]. 
SDN is a cutting-edge paradigm that claims to be naturally awakened, helpful, 
and adaptive. It aims to be suitable for the dynamic, high-transfer-speed nature of 
current applications. By separating the transmission and control functions of the 
system, SDN architectures enable the system control to become purely program-
mable [4]. SDN is an innovative technology to overcome the loophole of the tra-
ditional network along with its continuously architectural development for higher 
adaptability. One problem is the slow propagation of messages during the com-
munication among SDN and overlays architecture for searching or sharing the file 
between the networks [5].

The primary motivation behind this programmability system is the reasonable 
division of the data plane from the control plane [6]. Thus, SDN comprises three 
planes providing a promising environment for the end user at low cost, open for 
the customized network application, network orchestration, and global network 
view at the central point of the network. Management plane’s applications inter-
act with the control plane via northbound API and control plane with forwarding 
devices via southbound API (OpenFlow). Figure 1 presents the SDN planes and 
their interactions broadly [7].

The engineering of SDN is the layered design, and the correspondence among 
the associated layers is the basic operation that facilitates the administrations. 
The spread of messages to various system gadgets is easing the system because of 
the unique nature of SDN [8]. In this regard, well-known peer-to-peer protocols 
like BitTorrent are used for fast propagation of content. SDN uses the reactive 
routing protocol, and BitTorrent is deployed as a peer-to-peer protocol for the fast 
propagation of contents over the layered architecture. Unfortunately, this mecha-
nism produces unwanted packets due to the underlying SDN architecture [9]. This 
work sorts the cooperation issues into three classes: fully internal, fully external, 
and half internal, relying upon the area of the members within the neighborhood. 
When we frequently search for the best path then saturate each channel, so the 
BitTorrent choking strategies are the sense of the change of underlying topology. 
In reactive routing, the changes are occurred in top layer traffic, representing the 
overall point of reactive routing [10].

This paper proposes to contemplate the impact of SDNs’ reactive routing con-
siderations on various development circumstances for the peer-to-peer network. 
Using the Gnutella protocol, a new mechanism was introduced in which peers are 
grouped; then, the head peer is chosen. In order to manage the network bandwidth 
and traffic efficiently, a machine learning algorithm random forest is deployed to 
predict the network traffic load on different links. The head peer communicates 
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with other peers and helps in managing the bandwidth allocation for different 
applications using SDN. In this way, the entire network performed efficiently. The 
efficiency of the proposed mechanism was assessed using simulation results. The 
main contribution of this paper is as follows:

•	 The study of the deployment of peer-to-peer network applications over an 
SDN-based network and analyzed the link bandwidth and latency issues.

•	 Proposing a machine learning-based solution to solve the issue of link band-
width related to the dynamic bandwidth allocation according to the need of 
the applications.

•	 In this proposed mechanism, the introduction of ultra-peer nodes responsible 
for communication with other nodes, thus eliminating unwanted traffic across 
the network.

•	 A machine learning algorithm random forest is deployed to predict the net-
work traffic load on different links. In this way, the traffic is adjusted accord-
ing to the need of the applications and links.

•	 The proposed mechanism achieves a high response rate, low overhead, high 
success rate, etc., over the existing mechanism.

The rest of the paper is organized as follows: Section 2 describes the related 
work and problem formulation is elaborated in Sect. 3. The proposed solution is 
discussed in Sect. 4 with details of the Random Forest algorithm to manage the 

Fig. 1   SDN Architecture
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link bandwidth. Section 5 includes the implementation details and performance 
evaluation of the system and Sect. 6 concludes the paper.

2 � Related work

SDN is yet a rising innovation, and the pace of SDN innovation progress meant is 
advancing quickly [11]. One of SDN’s key points of interest is that SDN enables 
application-level control/programming of the framework. In [12], a new network 
controlling mechanism for a large-scale enterprise computer network is introduced. 
This mechanism can take the place of the current network configuration, control, 
and management mechanism. Network management, however, is a big issue due to 
the increase in wireless and wired users worldwide. About 80% of company budgets 
will be spent on maintenance, control, and configuration of the networks. One solu-
tion is by adding an extra layer of protocols and applications. This solution is based 
on the 4D [13] project to adopt central control management. It also resembles SANE 
[14], a clean slate solution for enterprise security.

Ethane [12] is developed given three principles: first, a network should be built 
using policies and based on entities. Second, these policies should determine the 
path of the packet flow. Third, there must be a strong binding between the packet and 
its origin. Ethane contains the main controller with a global network policy describ-
ing the path for data packets. This controller has all information about network 
components and finds routes for permitted flows. Ethane consists of several Ethane 
switches which are more straightforward and dumber. These switches include a flow 
table and a secure channel to the controller. When a packet arrives, and the switch 
does not have a path for it, it merely forwards it to the controller with port number. 
The controller keeps the information for entities, hosts, and devices in the network 
and keeps mapping information for machines, IP addresses, IP addresses, and MAC 
addresses. As the controller has a centralization mechanism, it is easy to keep the 
namespace consistent as node leave joins or moves to some other space.

Another approach, the Application Layer Trace Optimization (ALTO) [15], gives 
a benchmarks-based plan in which SDN can deploy different applications, includ-
ing Peer-to-peer network applications. For example, by using the proposed ALTO 
SDN approach, a BitTorrent client can observe the activities of a tracker (middle 
person) who uses ALTO SDN to keep up the information UpToDate [16]. Accord-
ingly, SDN may not over favorable critical position appeared differently about the 
existing application-level partner assurance frameworks [17].

SDNs’ advances show intuitive ways to overhaul the framework topology; one 
possibility of using SDNs is through Reactive Routing [18]. On Reactive Routing, 
the sensible topology is unendingly creating in light of follow estimations, such as 
workload or jitter, accumulated by the switches. Despite the way that layer exempli-
fication should roll out these improvements in the lower layers direct to the Applica-
tion Layer, the fact of the matter is far from that for this circumstance [19]. The most 
famous cases are Pareto proficiency and BitTorrent choking estimations [20]. The 
measure of P2P movement and the number of inhabitants in P2P clients on the Inter-
net continues expanding. A considerable test of studies has been performed on the 
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estimations, displaying, and calculations of various P2P frameworks. The creators 
additionally found that the entry, prematurely ends, and flight procedures of down-
loaders try not to take after a Poisson dispersion in the 8-month follow they gath-
ered, which was expected in the past demonstrating study [21]. The administration 
limit of BitTorrent-like frameworks and found that multipart downloading causes 
P2P frameworks to enhance execution amid a streak swarm period.

BitTorrent convention was mostly planned to be a substitute for old concentrated 
HTTP downloads and not a full p2p convention, as shown in Fig. 2. As it developed, 
it progressed toward becoming distributed in nature where clients associated with 
each other straightforwardly to transfer and download segments of a vast document 
(called as a piece) from different companions who have likewise downloaded either 
the record or parts of it [22]. Then reassembled into the full record. This instru-
ment gave speedier download though, in typical p2p frameworks, the companion 
downloads from a solitary associate alone and the download speed are restricted. 
The traditional brought together server-based types of downloads were defaced with 
server bottlenecks and added to arrange clog. While BitTorrent was intended to give 
a quicker download and clog free component. The property of concurrent transfer-
ring while simultaneously downloading guarantees that there is no single source to 
download from (along these lines expelling the bottleneck issue) and guarantees that 
system movement because of record download gets disseminated over the system 
[23].

Overlay networks are mainly used for searching and distributing data by using 
routing and forwarding over an ordinary network [24]. There are large numbers of 
network designs for overlays network, and in these designs, Distributed Hash Table 
(DHT) has some special properties and characteristics like scalability and load-bal-
ancing capabilities. In the current emerging technologies like Information-Centric 
Networking (ICN) [25] and Internet of Things (IOT) [26], the network is considered 
for finding and delivering the different types of contents and services to the user 
on their demands. DHT provides scalability and other properties based on the logi-
cal association of overall network. However, sometimes, this logical organization of 

Fig. 2   Centralized peer-to-peer network
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nodes in DHT [27] lacks some of the aspects like (1) network administrative domain 
boundaries, (2) inter-domain routing policies, and (3) physical network proximity. 
This paper uses a hierarchical pastry H-Pastry, a multi-level DHT scheme that uses 
the DHT pastry [28] and the canon approach and supports multihoming and peering 
relationships. This scheme shows that H-Pastry [29] keeps traffic within administra-
tive boundaries and decreases intra-domain hops by up to 27% compared to pastry. 
It also supports caching and multicast.

Shyan et al. [30] proposed the mechanism of software-defined networking deploy-
ment in peer-to-peer networks applications that are sharing data in optical networks. 
The authors evaluate their architecture as it retains a little bandwidth consumption 
overhead for passing the P2P wavelengths, but it handles the bandwidth manage-
ment efficiently in Passive Optical Network (PON) under the collaboration of Open-
Flow protocol as shown in Fig. 3. Optical line terminal in PON has multiple optical 
network unit (ONU), which transmit the data packets using Time and Wavelength 
multiple access (TWDM). The proposed architecture consists of an SDN controller 
applications in optical line terminal and agents at ONU, commanded by the control-
ler via a secure channel and OpenFlow protocol to redirect packets with the ONU or 
intra-ONU transmissions. The P2P controller using the SD-Agent, Mac control, and 
Flow Table has classified packets based on types and commands the ONUs to mod-
ify their wavelength for packet transmission. The ONUs also have the SD-Agents to 
get an order from optical line terminal controller orders and Flow tables for collabo-
rative transmission of packets and efficient bandwidth utilization.

Although a lot of work is done to mature the SDN, many organizations are still very 
reluctant to adopt SDN due to several reasons, i.e., critical downtime, untrained staff, 
more expensive solution, new hazard, and security challenges. A large number of appli-
cations are increasing daily, requiring more sophisticated resources and bandwidth pro-
vision. An optimal link bandwidth load-balancing approach can be used in networks to 
utilize optimum energy. The link load method distributes the load by assigning a series 
of demands to a collection of services. Network upgrades are not only essential in the 
sense of more dynamic and fine-grained networks (e.g., minimizing the network loads) 
but also the capability to reroute flows rapidly and reliably is essential for consistency, 
accessibility, and for overall performance. Network upgrade issues occur because of 
improvements in the network’s policies (security), connection faults, or routine main-
tenance. A dynamic bandwidth allocation framework, known as DART, is presented 

Fig. 3   Optical line terminal interaction with optical network unit and OpenFlow collaboration
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in [32] and is capable of dynamically allocating network bandwidth among different 
services to effectively use the network resources. To reduce congestion on the shared 
links, the SDN controllers work together in DART to divide the bandwidth among 
slices. The admission control completes a simple task and provides a priority ceiling. 
The flow is permitted to continue and a flow rule is sent to the switch each time a new 
flow seeks bandwidth with a priority higher than the priority limit. Otherwise, the flow 
is unable to communicate. There are now two different methods for assigning band-
width to each node of a software-defined network [33, 34]. In contrast to our method, 
which is flow-oriented, such systems address a node-oriented approach to bandwidth 
management. A resource provisioning strategy for network flows based on continuous 
monitoring of a number of thresholds on the range of permitted transmission rates is 
proposed in the work in [34].

In order to offer effective dynamic resource infrastructure management on Soft-
ware-Based Networks, this study explores one of the most crucial difficulties in net-
work virtualization [35]. Based on a combination of the Time Division Multiple 
Access (TDMA) protocol and the Markov-Process, the suggested solution (cTMvSDN) 
enhances resource management. A customized controller module only starts the map-
ping when enough resources are available. The future time gaps are predicted using the 
Markov-Pattern and TDMA slicing model in order to improve reaction time and SDN 
Quality of service. In TDMA slots, successfully mapped packets will be transmitted. 
Simulation findings using the NS2 and Mininet simulator indicated an improvement in 
metrics like latency and expenses.

2.1 � Gnutella P2P protocol in SDN

The Gnutella protocol is one of the simple, consistent, and reliable file distribution 
schemes. Using this mechanism, we can share, distribute and deliver a lot of data like 
audios, videos, images, multimedia, presentation, documents, etc., to our friends, fam-
ily members, and other users. This is a distributed system in which no central entity is 
present to control and manage the network traffic and user communication. All nodes 
in this network act as peers means every node has the facility to send and receive the 
files form all other users or peers. These peers work as a server and client at a time and 
known as servants. Each peer work individually ad independently and collaboratively 
these peer works as a library of digital contents. This protocol is used for flat routing 
in peer-to-peer networks [32]. This is a very famous file sharing protocol that spans all 
over the world. The servants in this protocol are managed by TCP/IP protocol. Gnutella 
is a traditional protocol used for the scattered request. Gnutella "Request" packages 
empower you to look for by curious in the matter of whether they are sharing specific 
data (and have an acceptably brisk framework affiliation) [31].
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3 � Problem statement

SDN is an innovative technology to overcome the traditional network’s loophole, 
but SDN is still in the development phase. One problem is slow propagation speed 
during the communication between layered architecture and searching or sharing the 
file between the network elements.

We show the actual problem using an example scenario shown in Fig.  4. This 
illustration has three hosts (BT1, BT2, BT3) contributing and these hosts utilize Bit-
Torrent. There are two associations built up among peers. The approach of respon-
sive routing application is that most stream are using the best transfer speed among 
their peers. Prior to any exchange out of BT1 begins, there is initial synchronization 
of messages before the connection is built between BT1–BT2 and similar steps are 
carried out of the BT1–BT3. When selecting the data for exchanging, BT1 consent 
is to unchoke the BT2, and after that unchokes the BT2. The point of confinement 
for exchange between these links is 1mbps, and the new connection is established, it 
can exchange at the speed of 10 Mbps, so the client chose the BT2 as the best con-
nection and then check the BT3 in the following round. As indicated by the arrange-
ment, the controller moves the streams in two ways: b–c and a–c. Therefore, these 
are utilizing the most conceivable data transfer capacity between peers. Another 
depraved effect of BitTorrent is that when a few switches exist in the way, a new 
path needs to be selected every time so that packets can reach the destination within 
time.

For instance, as an outcome, BitTorrent continues utilizing the least conceivable 
data transfer capacity between peers. Suppose the reactive routing computes the path 
before the data transfer. In that case, BitTorrent again picks the wrong one, and Bit-
Torrent never has the ability to get the most extreme possible information exchange. 
The second issue emerges when numerous switches are in the path from source to 
destination. The distinction in the paths made by the controller requires the stream 
tables to get involved for efficient data transmission. This path computation triggers 
the issue of congestion due to excess data transmission among the nodes.

To lessen the complexity, the interaction can be organized between reactive 
routing and BitTorrent into three classes: internal, half internal, and fully external. 

Fig. 4   The network topology in which systems are making an overly peer-to-peer network
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While each BitTorrent user is in the identical SDN location, we recall the interaction 
is fully internal. If one BitTorrent client is within the SDN region and the other is 
not in the same SDN, it is considered half internal interaction. Finally, while both 
BitTorrent clients are outside of the SDN region, they are considered fully exter-
nal. The proposed categories discussed above take one connection between clients; 
however, the problem is that the BitTorrent might also have three hundred distinc-
tive open connections involved in the same crowd, so the hybrid state of affairs is 
predicted in exercise.

Today, without going into great depth to optimize bandwidth distribution for each 
service category, ISPs only limit the overall bandwidth of each residence within 
subscription bandwidth bounds. For instance, during rush hour traffic, some fam-
ily members are watching MBA games on YouTube (video streaming), while others 
are playing online games, using Skype for VoIP chats, browsing Facebook or other 
websites, or P2P file sharing. It will be challenging to maximize the QoS of delay-
sensitive services like video streaming if ISP continues to utilize the conventional 
approach to manage the bandwidth of a large number of smart homes. Another 
source of expense is the public disclosure of the network’s dynamic features. The 
link’s load and the application’s status change over time. The link’s load can vary 
from empty to fully loaded. Furthermore, the applications can begin and stop at any 
time. Certain measurements are required to convey this information between nearby 
peers. On the one hand, it would increase the number of messages sent, perhaps 
resulting in unpredictability. On the other hand, the accuracy of the information 
exchanged would be difficult to predict.

4 � Proposed solution

In SDN, monitoring the network is essential to build a well-working network. All 
the problems that occurred are needed to be monitored and controlled. For exam-
ple, peer-to-peer propagation effects when a bandwidth of a defined path varies, and 
some other existing path keeps a better bandwidth for the same communication. In 
this regard, communication between two hosts should be interchanged by adopting a 
better path. In this work, a random forest algorithm is deployed on the SDN central-
ized unit that computes and predicts a suitable path for the data packets. It instructs 
the switches to change their paths or routes according to the currently fastest avail-
able route for communication.

4.1 � Methodology of proposed solution

To fulfill the requirement of the fastest path reaching each time and each packet, 
we implement a random forest algorithm, considered a good solution for efficient 
traffic routing. A flexible, simple machine learning method called random forest 
often produces outstanding results without hyper-parameter modification. It is 
one of the most popular algorithms because of its simplicity and adaptability 
(it can be used for classification and regression tasks). To monitor each switch’s 
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path, queries are acquired periodically from the data plane. Thus, according to 
updated information gathered from the data plane, the paths are updated periodi-
cally. When a decision tree is given a training dataset with features and labels, 
it generates a set of rules that are used to make predictions, as shown in Fig. 5. 
Each switch was assigned IDs for each possible path to each switch, which is 
updated only by exchanging IDs according to the currently fastest available path.

Four switches were introduced into the initial SDN topology in this experi-
ment, and the proposed solution is implemented in the following way, as shown 
in Fig. 6. First, the nodes are grouped into the form of a cluster—retrieval of the 
total number of switches as a constant topology. Then, the paths are collected 
for each switch and assigned IDs to paths switch-wise. The second element is 
bandwidth collection for each path at a specific time. Finally, this information 
is plugged into the Random Forest algorithm, a training data set, and after this, 
test data are used to predict the possible paths for data transfer. In this way, the 
proposed algorithm worked efficiently.

Fig. 5   Working of RF algorithm 
to predict the possible paths for 
efficient data transfer

Fig. 6   Diagram of proposed solution
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4.2 � Peer‑to‑peer node management

In this proposal, the controller is in charge of centrally monitoring the P2P 
streaming network nodes. A content request is made to the controller to find 
out whether a node has joined or left the P2P streaming network. An OpenFlow 
switch adjacent to the server receives the flow seen in Fig. 6 and forwards it to 
the controller. The controller looks through the packet’s header when it receives 
a content request to identify the originating IP address. Following the joining or 
leaving of the IP address node, the controller modifies the information about the 
network topology.

4.3 � Peer‑to‑peer network construction and reconstruction

To rebuild a peer-to-peer streaming network, the controller must choose a parent 
node for a newly connected P2P streaming network node. The controller must 
also choose a parent node for nodes that were children of a leaving node. The pro-
cess for determining a parent node is as follows: (1) choose the candidate nodes 
that are the furthest away from the server and have the most capacity to spare, and 
(2) out of all the candidates, choose the parent node with the fewest child nodes.

To reconstruct a balanced P2P streaming network, a joining node or child 
nodes of a leaving node select a parent node using these methods. However, 
because this approach ignores these nodes’ child nodes, the P2P streaming net-
work may be unbalanced. As a result, the controller monitors the topology of the 
P2P streaming network frequently. If the P2P streaming network is unbalanced, 
an unbalanced node repeats the above operation to find a parent node. The P2P 
streaming network is then re-configured to be more balanced.

4.4 � Network Topology of Gnutella protocol

Peers preferentially make connections with highly accessible and high out-degree 
nodes in the overlay in Gnutella, resulting in a vertex connectivity power-law dis-
tribution with an index less than 3. In the face of random node failures, such a 
network is extremely resilient. The overlay, for example, fragments only when 
more than 60% of the nodes randomly break down. On the other hand, an attack 
on the overlay’s highest degree nodes "shatters" the overlay into a vast number 
of disconnected components. In addition, firewalls and NATs (Network Access 
Translation) further complicate network topologies by creating partitioned 
domains.

Five different message types make up the Gnutella protocol: ping, pong, query, 
query hit (the response to a query message), and push. In order to find new nodes 
on the network, a ping message is sent. In response to a ping, a pong message 
is issued that contains details about a network node, such as its IP address, port 
number, and the total amount of shared files. To look for files shared by other net-
work nodes, a query message is utilized. It has a query string and a minimum link 
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speed requirement. One or more files matching a particular query are listed in a 
query-hit message, their sizes, and the responding node’s connection speed. Push 
is used to upload files to clients protected by a firewall and unable to download 
files on their own.

Then, A and B communicate via the Gnutella protocol. A 23-byte descriptor with 
the following fields is included in every protocol message: "id, type, TTL, hops, 
payload length." A 16-byte descriptor number (approximately) unique on the net-
work makes up the first field. In an overlay network, TTL represents the packet’s 
time-to-live, and hops denote how many hops the message has taken. The hop count 
is modified each time a network node that the message passes through. The actual 
data in the Gnutella packet, if any, are described by the payload length. This value 
is significant since there are no gaps in the Gnutella datastream and several Gnu-
tella packets may fit in a single IP datagram. Finally, the type specifies which of the 
five message types—Ping, Pong, Query, QueryHit, and Push—is contained in the 
packet.

4.5 � Random forest for P2P categorization

This section provides a clear picture of the random forest algorithm and how pro-
posed model works. In the previous section, as we talked about RFA (random forest 
algorithm), it can handle large amount of dataset, so there is a lot of flexibility in 
terms of how many trees can be run. There is no requirement for cross-validation 
in this approach. The basic classification framework employed is random forest. A 
random forest is made up of multiple tree-structured classifiers, as seen in Fig. 5. 
The foundation tree structure of the random forest in the proposed technique is deci-
sion tree and feature extraction. In the forest tree, all of the other trees have the same 
structure, and the bootstrap sample is generated using a random vector. Finally, the 

Fig. 7   Working of proposed solution
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most popular class is chosen and categorized based on voting results. In our pro-
posed solution, the main objective is feature ranking, selection and filtering of the 
preprocessing state using the random forest technique. The working of random for-
est algorithm is generalized as seen in Fig. 7.

By using this selection strategy, there may be a higher chance of choosing m bet-
ter variables. Consequently, we may increase classification accuracy. The model will 
be built faster if the splitting variables are improved since each tree will grow faster. 
Another benefit of this approach is that, since a variable’s significance to various 
applications varies, we could specify higher probabilities for such variables if, in 
particular circumstances, we are more interested in specific applications. As a result, 
we can improve these apps’ categorization accuracy.

4.6 � Random forest algorithm based on heuristic categorization

A supervised learning method known as "random forest" builds several decision 
trees throughout the training phase and outputs the class that represents the mean 
or average of all the classes. It is used in several applications, including regression 
and classification. The packet-based classification method receives the unclassified 
P2P data. On the basis of the suggested heuristic principles, traffic flows are catego-
rized as P2P or non-P2P. If a flow of traffic meets any of the suggested criteria, it is 
categorized as a P2P flow, and the P2P flow database and destination IP table are 
modified appropriately. The packet-level categorization procedure is shown in Algo-
rithm 1. P2P traffic is classified as the initial phase. The unclassified P2P traffic is 
sent into the flow-level classification mechanism.
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To aggregate the predictions of several decision trees into a single model, the 
main justification for using a random forest rather than a decision tree. According 
to this reasoning, a single model that is composed of several poor models would 
nevertheless be superior to a single excellent model. Given the general effective-
ness of random forests, this is true. Because of this, random forests are less likely 
to overfit.

With a flexible model, such as decision trees, over-fitting might happen because 
the model will also remember the training data and learn any noise in the data. It 
won’t be able to forecast the test findings as a result. By integrating several trees into 
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a single ensemble model, a random forest helps minimize the high variance from a 
flexible model like a decision tree.

Random Forest is less costly to compute and does not need a GPU to complete 
training. A random forest may interpret a decision tree differently yet more effec-
tively. For neural networks to be really successful, they will need a lot more data 
than the average human could have on hand. Simply said, the neural network will 
reduce your features’ interpretability to the point where they are irrelevant for 
performance.

4.6.1 � Flow diagram of proposed solution

The entire system of the P2P traffic categorization process is depicted in Fig.  8, 
which is separated into two steps, such as the packet-level process and the flow-level 
process. The P2P-port-based approach, in combination with the packet-heuristics-
based method, conducts traffic categorization at the packet level. The traffic not cat-
egorized as P2P in the first stage is put into the flow-level classification stage, which 
uses flow-heuristics in conjunction with a statistical-based approach to classify the 
remaining data. Mininet simulator is used to implement the suggested approach on 
Ubuntu Linux.

A collection of five network factors (source-IP, destination-IP, source-port, desti-
nation-port, and protocol) are utilized to define traffic flow when categorizing traffic. 
Any communication between the two processes would share these five factors. Packets 
related to the same flows are identified by computing the hash-key of the packet by 
integrating the five-tuple flow information in the packet-level classification procedure. 
The hash key would be the same for packets belonging to the same flow traveling in 

Fig. 8   Flow diagram of proposed solution
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any direction. This hash-key is important for determining whether or not the packets in 
the flow have already been classed as P2P or non-P2P.

5 � Performance Evaluation and implementation

In order to test the performance and efficiency of the proposed system, the simulation 
environment was chosen to consist of famous networking tools and devices. For this 
purpose, Ubunto 20.04 LTS operating system, Mininet simulator (a software program 
to simulate the network in a laptop), POX SDN Controller, OpenFlow switches and 
routers, topology generator, etc., are used. Firstly, the topology was created using this 
specific tool and integrated with the SDN controller. Then, multiple SDN switches, 
hosts, and a controller were added to create a network in Mininet according to the 
scenario according to the problem statement and projected solution. Finally, the per-
formance was evaluated in terms of bandwidth usage, propagation delay, success rate 
query, average response time, P2P computation overhead, overall dropped packets, etc.

5.1 � Evaluated parameters

The following parameters were used to validate the performance of the proposed meth-
ods, which is under discussion: (1) bandwidth usage, (2) propagation delay, (3) success 
rate query, (4) average response time, (5) P2P computation overhead, and (6) overall 
dropped packets. The parameters are defined as follows:

5.1.1 � Network bandwidth usage

The greatest amount of data that may be sent across a wired or wireless communica-
tions link in a certain amount of time is referred to as P2P network bandwidth con-
sumption. The amount of bits, kilobits, megabits, or gigabits that may be transferred in 
a second is a common way to describe bandwidth.

5.1.2 � Propagation delay

The travel time of packets through the transmission channel is described as propagation 
delay and is limited by the speed of light.

If the medium’s distance is greater, it takes longer to arrive at the desired location. 
And packets will be delivered faster if the signal’s velocity (speed) is high.

5.1.3 � Success rate query

The success rate is a critical indicator for assessing the efficacy of the P2P resource 
finding method. It is a proportion of the total number of created requests to the total 
number of successfully received answers. It is expressed as a percentage as follows:

Tp = Distance/Velocity
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where Req is the total number of resource requests issued and Rep is the total num-
ber of correctly received resource replies.

5.1.4 � Average response time

Another key statistic for assessing the efficacy of the P2P resource discovery method 
is response time. It is the time differential between the resource request’s production 
and the resource response’s receipt. It is calculated in the following manner:

5.1.5 � P2P computation overhead

This paper defines Overhead as the total amount of routing messages created and 
sent at the network layer.

5.1.6 � Overall dropped packets

Packet drop is an essential indicator for assessing network performance. In a wire-
less Ad hoc network environment, packets will be discarded for a variety of reasons. 
Dropping of packets is projected to be significant in a typical P2P network since 
these techniques would employ many repetitions of the same resource discovery 
message over the whole resource discovery process, increasing overhead and gener-
ating network bottlenecks. The number of packets dropped at each network layer of 
all P2P nodes were counted.

5.2 � Results and discussion

This suggested approach is compared to two fundamental protocols: flooding and 
random walk. A good resource discovery protocol uses less bandwidth (i.e., fewer 
throughput) and has an equal success rate. Figure  9 depicts throughput compari-
sons for several procedures. Although the present technique uses less bandwidth, 
there is a compromise in terms of success rate. This proposed technique outperforms 
the others when compared. Based on the simulation output shown in Fig. 9, all end 
nodes are receiving a significant network throughput. From the graph, the proposed 
solution has received priority access to the network capacity as observed. This indi-
cates that the bandwidth reservation carried out following the SDN Controller’s 
instructions received the desired and consistent receiving throughput.

Figure 10 depicts the measurement of propagation delay to monitor the effective-
ness of the P2P protocol. Only correctly transmitted data packets are examined for 
each resource discovery step. The random walk has a low performance. This recom-
mended technique yields positive outcomes.

Success rate = Rep∕Req ∗ 100

Average response time = TRep − TReq(s)
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Figure  11 depicts the successful inquiries as a ratio of the total produced 
requests to successful answers during the course of the experiment. This proposed 
strategy outperforms the flooding method in terms of performance. The random 
walk strategy is ineffective. The success rate of each technique declines as band-
width use rises. The cause of this is that when bandwidth use rises, network con-
gestion rises as well. More defects result from increased congestion, which low-
ers the success rate. Flooding has the lowest average success rate because it lacks 
a link load balance strategy, resulting in the biggest number of errors. While the 
proposed solution has a link load balance mechanism and robust contracts, which 
results in a higher average success rate.

Fig. 9   Network bandwidth usage

Fig. 10   P2P network propaga-
tion delay
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The query response time is utilized as a measure in Fig. 12 to validate the per-
formance of the resource discovery technique. The query response time is defined 
as the shortest time difference required by the protocol to resolve the question. The 
algorithm with the shortest query latency is the best technique. This proposed tech-
nique outperforms the current methods.

Figure 13 compares network overhead for our proposed and existing strategies. 
The overhead is calculated in terms of routing packets produced. When compared 
to competing protocols, this protocol has relatively minimal overhead. This is due 
to the usage of conditional addressing. The overhead in the random walk protocol is 
substantial owing to unicast message delivery.

Figure 14 shows the results of the lost packet count. The total packet lost statistic 
is calculated as the difference between the number of packets sent and the number 
of packets received. The total number of packets lost throughout the simulation is 
counted in this example. The graph illustrates that suggested approach outperforms 
all current resource discovery algorithms. Because of the message forwarding archi-
tecture, which has no effect on the resource discovery process, this suggested proto-
col performs better.

Fig. 11   Success rate query

Fig. 12   Average response time
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5.3 � Computational cost

The space complexity of a program determines how much memory it needs to function. 
Because a program needs memory to store input data and temporal values while it is 
running, space complexity is auxiliary and input space. Similar to how temporal com-
plexity aids in solution evaluation, it does the same. For a Random Forest of size F and 
maximum depth L (excluding the root), the computational complexity at test time is 
O(F.L). However, the computational cost may be cheaper as trees are not balanced. In 
the regime where Random Forest works, the unification costs of ensemble techniques, 
which were neglected in the theoretical cost calculation since they are often insignifi-
cant, become extremely substantial and account for the majority of the overall cost. 
Memory space, which is exponential in the tree’s depth and must be considered while 
using our technique, has the formula O(2L).

Fig. 13   P2P network generated 
overhead

Fig. 14   Dropped packets count
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6 � Conclusion

To simplify bandwidth management in peer-to-peer networks, this research paper 
has suggested a paradigm based on the SDN idea. According to the kind of traffic 
each sender in the network carries, this suggested model makes it simple to reserve 
a certain amount of network bandwidth for them. Because of the dynamic nature of 
its nodes’ joining and leaving, a Peer-to-Peer (P2P) streaming network is typically 
imbalanced and suffers from delivery delays. As a result, dynamic network recon-
figuration is necessary to maintain the network balanced. An SDN-based adaptive 
reconfiguration of the structure and routing in a P2P streaming network is proposed 
in this research. This technique allows for entirely decentralized data distribution 
under centralized supervision, allowing for optimal bandwidth management through 
a machine learning algorithm. A unique approach is suggested that uses the Random 
Forest algorithm to regulate connection bandwidth based on the network’s needs. In 
comparison to existing techniques, these simulations suggest that the proposed solu-
tion has achieved a good performance.
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