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	Research-Driven University Breaks Down Barriers to High-Performance Computing

	
	
	
	



	Overview

Country or Region: United Kingdom
Industry: Higher education
Customer Profile

Queen’s University in Belfast is a research-driven university with students from more than 90 countries. About 50 companies have emanated from Queen's research, creating some 700 jobs in Northern Ireland.
Business Situation

The university wanted to make high-performance computing more widely available to its researchers.
Solution

In January 2006, Queen’s University deployed Microsoft® Windows® Compute Cluster Server 2003 on a test environment. The system went into production in June.
Benefits

· 50 percent faster computation

· Wider access to high-performance computing
· Increased productivity

· Tighter cost controls

	
	
	“The virtue of the Windows Compute Cluster Server is that you're reaching out to a broader community with a centralized service that ensures that users get their appropriate share of the resources.”
Dr. Ricky Rankin, Principal Analyst, Information Services, Queen’s University


	
	
	
	Queen’s University in Belfast has long invested in high-performance computing (HPC), but less-technical researchers rarely took advantage of these resources, finding the learning curve of UNIX and Linux too steep. Queen’s University wanted to make HPC more widely available and deploy a system that could run a greater variety of third-party software. The university turned to Microsoft® Windows® Compute Cluster Server 2003. With the new computer cluster, researchers can solve complex computational problems by running financial modeling, data analysis and visualization, and many standard UNIX/Linux imaging and engineering applications in a more familiar environment. More research groups are beginning to use HPC applications, and researchers are now running large data models on the cluster rather than tying up their workstations with such tasks for days at a time.
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Situation

Queen’s University in Belfast, Northern Ireland, is a research-driven university with a dynamic world-class research and education portfolio and strong international connections. Founded in 1845 by Queen Victoria with one building and 90 students, the university estate has grown to more than 300 buildings, with some 24,000 students.

Queen’s University has a strong reputation for the use of high-performance computing (HPC) to develop research solutions. Dr. Ricky Rankin, Principal Analyst for Information Services at Queen’s University, says, “Over the last several years, we have tried to provide supercomputing capabilities to all of our researchers. We were the first university in Ireland to have a Cray Y-MP EL. We went on to deploy an IBM SP, and then the first Itanium 2 HP cluster in Europe.”
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Rankin continues, “One of the strategic goals of our director of Research and Regional Services was to widen the use of high-performance computing within the university. But every time we got a new system in, the same people used it: engineers and scientists.”

Queen’s University realized that one of the reasons why more researchers weren’t using its HPC resources was that people working in the humanities and other nonscientific disciplines found UNIX and Linux too time-consuming to learn and use effectively. These researchers preferred to work in the more familiar Microsoft® Windows® operating system environment, where third-party software was more widely available to meet their needs. In contrast, researchers who used UNIX were more accustomed to working in a command-line environment. 

The lack of universally accessible HPC reduced the efficiency of many researchers. “Many of our users use MATLAB on their workstations, and running very large data models took up all of the computers’ resources,” says Rankin. “That often took days. One researcher’s computer was unavailable to him for an entire week.” The release of a distributed version of the MATLAB software that could be run on a computer cluster spurred the university’s efforts to find an HPC solution that everyone could use.
Solution

In September 2005, Microsoft representatives visited Queen’s University and demonstrated the capabilities of Microsoft Windows Compute Cluster Server 2003. The university immediately saw that the powerful computing capabilities combined with the familiar Windows environment would provide an HPC solution that would meet the needs of both highly technical and less technical users.

Queen’s University installed Windows Compute Cluster Server 2003 in January 2006, on an 8-node cluster of HP ProLiant DL140 server computers, each with 4 gigabytes of memory. These clusters are connected to the university’s storage area network, which is shared with the university’s Linux-based computer cluster. The network architecture is built to a standard HP design so that the university can easily add to the system as needed. 

Following successful testing from January through May, Queen’s University began gradually making the system available to users. The university has installed distributed MATLAB on the new compute cluster and has also ported the 32-bit version of CFX, its computational fluid dynamics software, with plans to install a 64-bit version soon.

The project group is meeting with various departments throughout the university about using the computer cluster to meet their needs. These include aerospace engineers and finance experts who need to perform massive calculations.
Benefits

Queen’s University has made the new Windows Compute Cluster Server 2003 deployment available to researchers, who report numerous benefits from the system. As Queen’s University extends access to more staff members, and to researchers outside the university, it expects to see additional benefits emerge.

50 Percent Faster Computation

The university is finding that computation on the new computer cluster is much faster than it is when performed on workstations. “One of our researchers tested his fluid dynamics code on Windows Compute Cluster Server 2003, and reported that it ran 50 percent faster than it does on a typical workstation,” says Rankin.
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Wider Access to High-Performance Computing

Few researchers at Queen’s University have the computing power necessary in their workstations to easily run very large calculations and data models. By deploying an HPC solution that offers the familiar Windows environment, the university gives that power to more users in a controlled way. Researchers who are unfamiliar with UNIX or Linux can easily access the computing resources that they need, using an operating system they’re comfortable and skilled with.

One example of a users group at Queen’s University that might make good use of Windows Compute Cluster Server 2003 are pathologists who use computers to analyze elements of cytological smear or tissue microarray slides. The pathologists plan to scan as many as 500 slides a day into an imaging system for analysis, which results in a large amount of data to process. Queen’s University is examining the possibility of creating an interface between the imaging system and the computer cluster using Web services. This would help pathologists analyze more elements than they could using a workstation, and get the results back more quickly.

“The virtue of the Windows Compute Cluster Server is that you're reaching out to a broader community with a centralized service that ensures that users get their appropriate share of the resources,” says Rankin. “The Job Scheduler enables us to make some of the nodes available only to particular sets of users and for certain applications.”

Increased Productivity

One very attractive aspect of the new computer cluster is the way it frees other computer resources throughout the university for other work. “Running these calculations on normal workstations slowed them down severely, sometimes making them unusable for anything else,” Rankin says. “Researchers would have to go and find another computer to do their regular day-to-day work.

Now, software such as MATLAB recognizes that a request exceeds that power of the workstation and sends it to the computer cluster. The workstation stops working on that request until the cluster returns the answer, which the software then presents to the user. In the meantime, the user can work normally on other things.

Tighter Cost Controls
Rankin says that the introduction of Windows Compute Cluster Server 2003 will help Queen’s University address a persistent challenge in academic computing: cost control. “In the past, academic computing was very compartmentalized, with various groups buying and maintaining their own computers” says Rankin “Having a centrally managed computer cluster that’s available to a wide variety of users makes groups more inclined to buy into a shared system. This helps reduce overall costs because you’re not duplicating support.”

Queen’s University expects the Windows Compute Cluster Server 2003–based cluster to expand more rapidly than the university’s Linux-based cluster, because adding nodes will be less expensive.

Rankin says that the role Microsoft has played in the adoption and deployment of Windows Compute Cluster Server 2003 has helped make it a positive experience. “The support we've been getting from Microsoft for this project has been very good,” he says. “Microsoft kept abreast of what we were doing and showed us how to best to set up the system to get the results we wanted, and provided training for us. It’s all been very helpful and very positive. We look forward to developing the system further.”
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For more information about the Microsoft server product portfolio, go to:

www.microsoft.com/servers/default.mspx
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For More Information


For more information about Microsoft products and services, call the Microsoft Sales Information Center at (800) 426-9400. In Canada, call the Microsoft Canada Information Centre at (877) 568-2495. Customers who are deaf or hard-of-hearing can reach Microsoft text telephone (TTY/TDD) services at (800) 892-5234 in the United States or (905) 568-9641 in Canada. Outside the 50 United States and Canada, please contact your local Microsoft subsidiary. To access information using the World Wide Web, go to: �HYPERLINK "http://www.microsoft.com/servers/default.mspx"��www.microsoft.com/servers/default.mspx�





For more information about Queen’s University products and services, call (44) (0) 2890 245133 or visit the Web site at: �HYPERLINK "http://www.qub.ac.uk"��www.qub.ac.uk�











“Having a centrally managed computer cluster that’s available to a wide variety of users makes groups more inclined to buy into a shared system.”


Dr. Ricky Rankin, Principal Analyst, Information Services, Queen’s University
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“One of our researchers tested his fluid dynamics code on Windows Compute Cluster Server 2003, and reported that it ran 50 percent faster than it does on a typical workstation.”


Dr. Ricky Rankin, Principal Analyst, Information Services, Queen’s University
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