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Manufacturing systems can be thought as production networks nodes whose relations have a strong impact on design
and analysis of each system. Commercial simulators are already adopted to analyse complex networked systems, but the
development of a monolithic model can be too complex or infeasible when a detailed description of the nodes is not
available outside the ‘owner’ of the node. Then the problem can be decomposed modelling complex systems with
various simulators that interoperate in a synchronized manner. Herein, the integration of simulators is addressed by
taking as a reference the High Level Architecture (HLA). This paper proposes modifications to Commercial-off-the-
shelf Simulation Package Interoperability Product Development Group protocols and to use patterns of how HLA can
be effectively adopted to support Commercial Simulation Package interoperability: a new solution for the synchronous
entity passing problem and modifications to the Entity Transfer Specification are presented. The resulting infrastructure
is validated and tested over an industrial case.
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1. Introduction

Nowadays, manufacturing companies have to face an

increasingly turbulent market characterized by demand

variability, unstable requirements from the clients and short

product lifecycles (Terkaj et al, 2009). In addition to the

problems related to the market, the performance of a

manufacturing system is deeply affected by its relations with

other systems. Indeed, every production system is not a

standalone unit, but a node in a production network

characterized by complex dynamics that should be considered

during the design and analysis phases (Wiendahl and Lutz,

2002). Both in the literature and in the industrial practice,

Discrete Event Simulation is used to analyse production and

logistics problems in various industrial domains (Law, 2007;

Smith, 2003). This is also due to the spreading of Commercial-

Off-The-Shelf (COTS) Simulation Packages (CSPs) that are

available on the market and provide a wide range of

functionalities (eg, visual building of the simulation model,

simulation run support, animation, etc).

However, the complexity of a simulation model becomes

hardly manageable when the relations between the nodes of

a production network must be considered, since the

modelling of a single node is already complex by itself and

requires specific expertise and information (Vàncza et al,

2008). Moreover, in real practice the developer of a

simulation model can hardly access all the information

characterizing a production network because information

sharing is seen as a threat by most of the companies, thus

hindering the feasibility of developing a unique and

monolithic simulation model to evaluate the performance

of complex production networks.

A distributed simulation (DS) approach can be proposed

to face the aforementioned criticalities, but several problems

arise when trying to interoperate heterogeneous simulators

in real industrial cases, even though a standard like High

Level Architecture (HLA) (IEEE Standard a, b, c, 2000,

Kuhl et al, 1999 and IEEE Standard 2003) has already been

proposed to support the interoperability between simulators.

Indeed, the enhancement of HLA with additional comple-

mentary standards (Taylor et al, 2006a, b) and the definition

of a standard language for CSPs represent relevant and

not yet solved scientific and technical challenges (Hibino

et al, 2002; Stra�burger, 2001; Stra�burger, 2006b).

The realization of an effective integration between several

COTS is hindered by the lack of a unique simulation

language and a common standard for data modelling (Sacco

et al, 2011). Indeed, as long as different COTS do not share a

common language, the interaction between the HLA-Run

Time Infrastructure (RTI) and the simulator has to be

tackled in a dedicated way. An example is represented by the

work of Mustafee and Taylor (2006), who propose the

development of a manufacturing adapter to the simulation

software Simul8. The connection between the simulator and

the distributed environment is obtained, thanks to the CSP

controller middleware. This controller performs two specific

tasks: it communicates with Simul8 through its COM
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interface and interacts with RTI using the HLA interface

specification. In particular, the first task is performed by

the Simul8 adapter. As highlighted in the aforementioned

paper, the adapter is tailored on the specific simulator and

the experience suggests that the development of general

purpose adapters may be more difficult than it logically

seems.

On the other hand, the definition of a data model

describing the system under analysis would facilitate the

exchange of information between disparate software appli-

cations. In the manufacturing domain a lot of interest is

being given to standard information modelling (examples are

Core Manufacturing Simulation Data—CMSD—Lee et al,

2006, and Simulation Data Exchange—SDX—Sly and

Shreekanth, 2001).

Recently, the COTS Simulation Package Interoperability-

Product Development Group (CSPI-PDG), within the

Simulation Interoperability Standards Organization (SISO),

worked on the definition of the CSP interoperability

problem (Interoperability Reference Models, IRMs) and

on a draft proposal for a standard to support the CSPs

interoperability (Entity Transfer Specification, ETS). Never-

theless, an effective interoperability among CSPs is still far

to be reached in industrial contexts.

Boer and Verbraeck (2003) investigated the main benefits

and criticalities related to the industrial application of HLA

by interviewing the actors involved in the problem

(eg, simulation model developers, software houses, HLA

experts). The results of the survey showed that CSPs vendors

do not see direct benefits in using DS, whereas in industry

HLA is considered troublesome because of the lack of

experienced users and the complexity of the standard.

The remainder of this paper is structured as follows.

Section 2 presents preliminary results obtained by the

authors from the analysis of the literature on HLA applied

in civil domain. Section 3 presents the Problem Statement,

delving into the problem of CSP interoperability and the

IRMs. Section 4 analyses the literature and highlights some

of the open issues. Section 5 proposes a solution to the Type

A.2 IRM, a modification to ETS, and a communication

protocol between the CSP and its adapter taking as a

reference the work already carried out by CSPI-PDG.

Section 6 addresses the implementation of the proposed

solution that is validated (Section 7) and then tested over a

realistic industrial case (Section 8). Finally, conclusions and

future developments are drawn in Section 9.

2. Literature review

Although HLA-based DS has received significant attention

from the scientific research and is frequently adopted in

military applications, several issues arise when DS is

proposed outside the military environment (see Boer and

Verbraeck, 2003; Boer, 2005; Boer et al, 2006a b c; Alvarado

et al, 2008; Pedrielli et al, 2011). The literature related to the

application of HLA-based DS technique in the civil domain

and, in particular, the manufacturing domain was investi-

gated aiming at:

� Individuating the specific fields in the civil domain where

DS is currently more applied.

� Identifying the motivations that lead to the use of DS

technique.

� Highlighting the main technical and scientific open issues

that still represent a hurdle for the use of DS.

The bibliography search was carried out by considering

the following keywords: Distributed Simulation, Operations

Research and Management, Commercial Simulation

Packages, Interoperability Reference Models, High Level

Architecture, Manufacturing Systems, Discrete Event Simu-

lation, Manufacturing Application, Industrial Application

and Civil Applications. The use of these keywords brought

to identify 20 core papers based on the number of citations

(Fujimoto, 1998; Stra�burger, 2001; Linn and Chen, 2002;

Taylor et al, 2002, 2003, 2004; Banks et al, 2003; Boer and

Verbraeck, 2003; McLean et al, 2003; Stra�burger et al, 2003;

Wang et al, 2004, 2006; Boer, 2005; Boer et al, 2006a, b, c;

Lendermann, 2006; Stra�burger, 2006a; Lendermann 2007;

Zacharewicz et al, 2008; Liang et al, 2009; SISO-STD-006-

2010; Taylor, 2011; Yuan and Zhang, 2011). These papers

can be considered as introductory to the topic of DS in civil

domain. Starting from these papers the bibliographic search

followed the path of the citations, that is, works cited by the

core papers and papers citing the core ones were considered.

This search brought to the selection of 83 further papers.

The overall 103 papers were published mainly in the

following journals and conference proceedings: Advanced

Simulation Technologies Conference, European Simulation

Interoperability Workshop, European Simulation Symposium,

Information Sciences, International Journal of Production

Research, Journal of the Operational Society, Journal of

Simulation, Workshop on Principles of Advanced and Dis-

tributed Simulation and Winter Simulation Conference.

The collected papers addressing the HLA-based DS in

civil applications have been analysed and classified according

to the following criteria:

1. Specific field of application of DS in the civil domain (eg,

Supply Chain Management (SCM), Health Care).

2. Motivation that justified the use of DS technique.

3. Technical issue that is addressed in the paper, proposing a

solution to an integration issue or enhancement to

services of the HLA architecture components.

Most of the papers can be classified according to more

than one criterion. In particular, over 70% of the papers

deal with technical issues, thus showing that HLA and DS

experts are putting a lot of effort in the enhancement and
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extensions of HLA-based DS to face civil application

problems. In addition, more than 60% of the papers

propose the application of HLA-based DS in a specific

field in the civil domain (eg, Rabe et al, 2006; Kubat et al,

2009).

Figure 1 shows which are the main fields of application of

DS: SCM (eg, Terzi and Cavalieri, 2004; Gan et al, 2007),

Manufacturing (eg, Taylor et al, 2005), Health Care (eg,

Mustafee et al, 2009) and Production Scheduling and

Maintenance (eg, Uygun, 2006). Figure 1 clearly shows that

much attention is paid to SCM (Rabe et al, 2006) and

Manufacturing, whereas Health Care is acquiring larger

interest in the recent years.

A further analysis was carried out by considering only the

papers related to the manufacturing domain, aiming at

evaluating whether the contributions addressed real indus-

trial case applications or test cases applications. This analysis

was performed to have a measure of how the solutions

proposed within the scientific community have then been

implemented over real cases.

The results show that only 22% of the papers address a

real case. This result confirms the outcomes obtained by

Boer (2005) in the analysis of the adoption of DS in the

manufacturing environment. Although solutions have been

developed for manufacturing domains, this technique is still

far from being adopted as an evaluation tool in industrial

companies because the end-users perceive HLA and DS as

an additional trouble rather than a promising approach

(Boer et al, 2006 c). As a consequence, a lot of effort is put in

the development of decision support systems that hide the

complexity of a distributed environment to the end user

(Raab et al, 2011).

Analyzing the contributor under the second criterion, the

main motivations leading to adopt an HLA-based DS for

civil applications were:

1. Complexity: The DS is used because a single developer is

not able to reproduce all the dynamics of the system that

consists of several complex subsystems.

2. Re-use: The DS is proposed to integrate pre-existing

simulators.

3. Industrial secrecy: This motivation is similar to complex-

ity, but in this case the main problem for realizing a

unique simulation model consists in the lack of shared

information.

Complexity is clearly the main reason for the use of DS

technique, as highlighted in McLean and Riddick, 2000;

Linn and Chen, 2002; Gan et al, 2007; Kubat and Uygun,

2007. On the other hand, the low percentage (E5.6% of all

papers analysed) of papers using DS to cope with industrial

secrecy can be partially traced back to the lack of real

industrial applications that still characterizes DS in civil

environment.

Concerning the third criterion two main technical issues

were identified analyzing the collected papers:

1. Integration of discrete event simulators (CSP): Several

discrete event simulators are put together and synchro-

nized by means of the services offered by the HLA

infrastructure.

2. Enhancements to RTI services (please refer to Section 4.1

for more details on HLA integration infrastructure).

The integration of CSPs is the most addressed technical

issue, nonetheless the integration of real CSPs (ie, not

general purpose programming languages) still represents a

challenging topic. Figure 2 gives a picture of the main

simulators that have been adopted (eg, Park et al, 2005; Gan

et al, 2005; Wang et al, 2007). It can be noticed that CSP

Emulators (eg, Wang et al, 2006; Pedrielli et al, 2011) are still

one of the most used solutions because of the problems

related to interoperating real CSPs. These problems are

mainly caused by the lack of data and information mapping

between simulators and the possibility to interact (eg, send

and receive information, share the internal event list), while

the simulation is running.

The enhancement of the RTI services is another key

research topic (Fujimoto et al, 2007; Al-Zoubi and

Wainer, 2009). In particular, the scientific papers deal

mainly with two open issues: (1) Time management

Figure 1 Domains of application. Figure 2 CSP adopted.
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(eg, Peschlow and Martini, 2007; Malik, 2010); (2) Data

distribution management (eg, Wainer et al, 2010; Yuan

and Zhang, 2011). Time Management has received more

attention because it strongly influences the computational

performance of the DS.

The following conclusions can be drawn from the

literature analysis, providing also the motivations of this

paper:

� There is a lack of DS applications in the real manufactur-

ing environment.

� The interoperability of CSPs still represents a technical

challenging problem.

� The HLA architecture components (RTI services) must be

extended and adapted to civil applications.

3. Problem statement

The analysis of networked manufacturing systems by means

of distributed discrete event simulation is addressed by

developing distinct simulators, each representing a single

sub-system, and connecting them according to the relations

characterizing the network. The work presented in this paper

is aimed at supporting the design and analysis tasks (see

Section 1) for the following classes of manufacturing systems

(Colledani and Tolio, 2005):

� Assembly/disassembly systems, where assembly (disas-

sembly) machines take different components (part) from

one or more input buffer(s) and produce a single part

(parts of different types), which is (are) placed in a

downstream buffer (different output buffers).

� Split/merge systems, where different part types are

managed. A split machine receives all parts from a

single upstream buffer and then places the processed

parts in different downstream buffers according to the

part type and the adopted policy. A merging machine

receives the parts of different type from more than one

upstream buffer, but places all the processed parts in a

single downstream buffer. The split/merge systems

differ from the assembly/disassembly ones because

parts cannot be modelled as components of the same

product. For further details please refer to Colledani

and Tolio (2005).

� Closed loop systems, where the last machine of the system

is linked with the first machine and the number of parts in

the system remains constant.

� General production lines with dedicated (flexible) ma-

chines performing only one or more operations.

The simulation of these classes of manufacturing systems

via a distributed approach is strongly related to the

representation of the part and information flow between

the subsystems, thus rising the need to formalize this kind of

transfer.

In literature (Taylor et al, 2004), the part transfer has been

formalized through the definition of the entity passing

problem where the term entity refers to elements that are

dynamically created and moved during a simulation (Taylor

et al, 2006b). The main result in the formalization of entity

passing problem was presented by CSPI-PDG with the

definition of Type A IRM, namely Entity Transfer. Figure 6

outlines the basic idea behind both Type A.1 and Type A.2

IRMs. The manufacturing system is decomposed into

subsystems consisting of workstations and buffers, and each

subsystem is associated with a different simulation model.

Mi represents the model of the i-th production subsystem

and Enij/Exij represent the j-th entry/exit point in Mi. Qik is

associated with the k-th buffer in Mi, Wih stands for the h-th

workstation in Mi, whereas the arrows represent the flow of

entities. In Figure 3, an entity can be transferred from

workstation W1a to buffer Q2a.

Type A.1 IRM (named ‘General Entity Transfer’) is

defined as the transfer of entities from one model to another,

that is, an entity leaves from a given place in a sending model

(eg,M1) at time T1 and arrives at a given place in a receiving

model (eg, M2) at time T2 (T1pT2). The departure and

arrival places can be buffers, workstations and so on

(eg, W1a is a departure place and Q2a is an arrival place).

According to Type A.1 IRM the entity transfer is always

feasible, thus no authorization is required before passing an

entity from a model to another. The entity transfer

represented in Figure 3 can be of Type A.1 IRM only if

the capacity of Q2a is unbounded.

Type A.2 IRM (named ‘Bounded Receiving Element’) is

defined as the relation between a generic element in the

sending model and a bounded element in receiving model, so

that the feasibility of the entity transfer depends on the state

of the receiving element. For instance, an entity transfer is

blocked when the queue of the receiving element is full, even

if the entity is ready to leave at time T1 and would attempt to

arrive at the bounded element at time T2. Therefore, the

information about the target element state is needed by the

sending model, since it could stop the entity transfer. The

entity transfer represented in Figure 3 is of Type A.2 IRM if

the capacity of Q2a is bounded.

Type A.3 IRM (named ‘Multiple Input Prioritization’)

represents the case where an element of the receiving model

can receive entities from more than one sending model.

A problem arises if entities coming from different places

arrive at the same time (ie, there are simultaneous events)

Figure 3 Entity transfer.
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and the receiving element is not able to receive all of them

(Wang et al, 2006; Peschlow and Martini, 2007).

The literature review showed that around 21% of the

papers taken into consideration dealt with IRMs. Figure 4

shows how the IRMs addressed are distributed within the

sample of papers facing them (Taylor et al, 2004, 2006a, b,

2008, 2009; Peschlow and Martini, 2007).

The largest part of the papers deal with the basic IRM,

that is, the general entity transfer, since most of the

applications is related to SCM (ie, queues can often be

modelled as infinite capacity as they represent inventory,

production or distribution centres).

The situation is slightly different if the manufacturing

domain is analysed. Indeed, IRM Type A.2 is largely

adopted in the case of manufacturing applications. The

reason is that, when a production system is modelled, the

decoupling buffers between workstations must be usually

represented as finite capacity queues.

Merge systems (see Figure 7), can be modelled using

Type A IRM. In particular, the receiving model will start

only when the batch of components is available, this can

be done defining the entity in the receiving model as a

batch. The communication can be represented by Type

A.1 and A.2 based on the receiving model buffer capacity

being infinite or finite. The case of split systems (see

Figure 6) can be modelled by IRMs Type A.1 and A.2

depending on the receiving model queue capacity (finite

or infinite).

In addition, in many applications, it is necessary to deal

with management policies (eg, shared resources assignment,

simultaneous events and entity priority) requiring a solution

to IRM Type A.3 and IRM Type B. However, the

management policies still represent a challenge both in

terms of problem formalization and proposed solutions

(Taylor, 2011).

These results motivate the research into the field of the

formalization of the interoperability issues in manufacturing

domain: the definition of interoperability issues is still an

ongoing research topic and the standardization of a solution

to these problems is far from being reached.

4. The problem of entity transfer

Past research contributions presented solutions to face

both Type A.1 and Type A.2 IRMs (Section 3). In parti-

cular, a reference architecture (Figure 5) for the DS (Taylor

et al, 2006b) and a protocol to manage the communication

between the architecture components (Taylor et al, 2006a, b;

Stra�burger, 2006a) were proposed.

Section 4.1 presents the reference architecture adopted in

this work and highlights the open issues, whereas Section 4.2

introduces the communication protocols and highlights their

major drawbacks.

4.1 Reference architecture

The general architecture shown in Figure 5 is taken as a

reference throughout this work and it is mainly based on

architecture proposed by Taylor et al (2006b). A detailed

description of the architecture components can be found in

Taylor et al (2006a, b). Each federate consists of a COTS

CSP, a model that is executed by the CSP, and the

middleware that is a sort of adaptor interfacing the CSP

with the RTI. The relationship between CSP, the middleware

and the RTI consists of two communication flows: (1)

middleware-RTI, (2) CSP-middleware. The middleware

translates the simulation information in a common format

so that the RTI can share it with the federation. In addition,

the middleware receives and sends information from/to the

CSP.

Two main issues arise when the simulation information is

translated for the RTI:

� A common time definition and resolution is necessary. For

example, the time should be defined as being the time

Figure 4 IRMs distribution.

Figure 5 Reference architecture.
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when an entity exits a source model and then instanta-

neously arrives at the destination model (ie, the definition

of time implies zero transit time) (Taylor et al, 2006a).

Alternatively, it should be defined including the notion of

travel time, in this case the entity would arrive to

destination with a delay equal to the transfer time.

� The representation of an entity depends on how the

simulation model is designed and implemented in a CSP.

Indeed, the names that the modellers use to represent the

same entity might be different. A similar problem can

arise for the definition of simple datatypes. For example,

some CSPs use 32-bit real numbers, whereas others use

64-bit (Taylor et al, 2006a).

Since the aforementioned issues are related to the adopted

CSP and the decisions taken by the modelers, two

simplifying hypotheses have been made in this paper: all

the models have the same time definition and resolution

(ie, there is a relationship between how time is represented in

one CSP and another) and a mapping relationship exists

between the entity representations in the various models.

This paper addresses the transfer mechanism that is used to

move an entity from one model to another thanks to the

communications between middleware and RTI, and between

CSP and middleware.

CSPI-PDG proposed the ETS Protocol (Taylor et al,

2006a, b) to manage communication at middleware-RTI

level (see Section ‘ETS protocol’). In this paper, a

communication protocol based on Simulation Messages is

proposed to manage the communication between a CSP and

its middleware (or adapter). The communication protocol

was conceived for the DS of network of Discrete Event

Manufacturing Systems characterized by the transfer of

parts in the presence of buffers with finite capacity. The

presence of Simulation Messages is the main difference

between the reference architecture in Figure 5 and the

architecture proposed in Taylor et al (2006a).

4.2 ETS protocol

The ETS protocol proposed by CSPI-PDG defines the

communication between the sending model and the receiving

model (ModelA and ModelB in Figure 5, respectively) at

RTI level by means of a special hierarchy of interaction

classes. An interaction class is defined as a template for a set

of characteristics (parameters) that are in common within a

group of interactions (refer to IEEE HLA standard, 2000).

The middleware of the sending model instantiates a specific

interaction class and sends it to the RTI whenever an entity

has to be transferred.

After developing the interaction class hierarchy, following

the HLA standard, the Simulation Object Model and

Federation Object Model (FOM) were developed to include

the novel interactions and their parameters. In particular

extensions were proposed to the Interaction Class Table to

include the novel interaction classes and define them as

publish and/or subscribe. The Parameter Table was modified

to include the proposed parameters for the interactions and

the Datatype table was also modified. For further details

please refer to (Taylor et al, 2006b).

Stra�burger (2006a, b) highlighted some relevant draw-

backs in the ETS standard proposal:

� It is not possible to differentiate multiple connections

between any two models.

� ETS suggested interaction hierarchy does not work: a

federate subscribing to the superclass will never receive the

values transmitted in the interaction parameters.

� The specification of user-defined attributes is placed into a

complex datatype, this introduces new room for inter-

operability challenges as all participating federates have to

be able to interpret all of the attributes.

� There are some possibilities for misinterpretation in

the definition of ‘Entity’ and ‘EntityType’ introducing

changes in FOMs, whenever a new entity type is talked

about.

Furthermore, the ETS was not designed to manage the

Type A.2 IRM and the interaction class hierarchy refers to

the entity transfer without taking into account any

information on the state of the receiving buffer (eg, Q2a

and Q2b in Figure 6). The industrial cases defined in Section

3 can be modelled only if the first drawback of the list is

properly addressed: the simulation of a manufacturing

system in a distributed way may ask for the representation

of multiple connections between the models, thus requiring

multiple entry points in a receiving model (eg, Model 2 in

Figure 6) and/or multiple exit points in a sending model (eg,

Model 1 in Figure 7). The ETS draft standard should be

modified to manage Type A.2, IRM as well.

Figure 6 Multiple part type production system (eg, disassembly
or split system)—Case I.

Figure 7 Multiple part type production system (eg, assembly
or merge systems)—Case II.
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5. A solution proposal for the type A.2 IRM

This section presents the solutions proposed to cope with the

problems related to the Type A.2 IRM, as highlighted in

Section 3. In particular, Section 5.1 proposes a modification

to ETS, whereas Section 5.2 describes how information

is sent (received) between the CSP and its middleware.

Section 5.3 shows the new protocol aimed at managing the

communication between a CSP and its middleware. Finally,

the hypothesis underlying this protocol to minimize the use

of zero lookahead is shown in Section 5.4.

5.1 Proposal to modify ETS

The ETS standard proposal (Taylor et al, 2006a, 2006b) is

modified by defining a new class hierarchy. In particular,

different subclasses of the transferEntity class are defined to

face the drawbacks of the ETS Protocol (Section 4.2). The

resulting class hierarchy consists of the following classes

(Figure 8):

� transferEntity, as already defined in the ETS protocol.

This superclass allows the federate subscribing to all the

instances of entity transfer. The instantiation of this class

is related to visualization and monitoring tasks.

� TransferEntityFromFedSourceEx is a novel subclass

defined for every exit point, where FedSourceEx stands

for the name or abbreviation of a specific exit point in the

sending model. This class is useful to group the instances

of the transferEntity that are related to the source

federate, so that the FedSourceEx can subscribe to all

these instances without explicitly naming them.

� TransferEntityFromFedSourceExToFedDestEn is a novel

subclass defined for each pair of exit point (Ex) of the

source federate (FedSource) and entry point (En) of the

receiving federate (FedDest). This class is instantiated

both when a sending model needs to transfer a part to a

specific entry point in the receiving model, and when a

receiving model needs to share information about a buffer

state or about the receipt of a part from a specific exit

point in a sending model.

The models both publish and subscribe to this subclass

that was designed to create a private communication

channel between the sending and the receiving model.

Therefore, if an entry point in the receiving model is

connected with multiple federates/exit points, then the

receiving federate has to inform about the state of the

entry point by means of multiple interactions, each

dedicated to a specific federate/exit point. This commu-

nication strategy is not the most efficient in a generic

case, but it offers the possibility to deliver customized

information and adopt different priorities for the various

federates/exit points. This becomes fundamental in real

industrial applications where information sharing among

different subsystems is seen as a threat, thus rising the

need to design a protocol that creates a one-to-one

communication between each pair of exit/entry point

inside the corresponding sending/receiving model.

The ETS Interaction class table was modified to

represent the transferEntityFromFedSourceEx and trans-

ferEntityFromFedSourceExToFedDestEn subclasses. The

Parameter Table was modified to include the parameters

of the novel interaction class transferEntityFromFed-

SourceExToFedDestEn. The introduced parameters are

presented below. The similarities with the parameters

included in the ETS Parameter Table are highlighted

where present.

� Entity: It is a parameter of complex datatype containing

the EntityName, that is used to communicate the type of

the entity, and the EntityNumber, that is used to

communicate the number of entities to be transferred.

The EntityName and EntityNumber play the role of the

EntityName and EntitySize defined in ETS (Taylor et al,

2006a b), respectively.

� ReceivedEntity: It refers to the entity received by the

receiving federate and has the same type of the parameter

Entity.

� Buffer_Availability: It was designed to enable the com-

munication about the buffer availability.

� SourcePriority: This parameter was designed to commu-

nicate the priority assigned to the entity source, so that the

infrastructure can be further extended to manage Type

A.3 IRM (Section 3).

� EntityTransferTime: It defines the simulation time when

the entity is transferred to the destination point, that is

the arrival time. In this work, the entity leaves the source

node and reaches the destination node at the same time,

since it is assumed that the transferred entity instanta-

neously arrives at destination (Section 4.1).

5.2 Simulation messages

Simulation Messages are designed to support the commu-

nication between a CSP and its middleware (Section 4.1),

that is, not on the HLA side. The function of the

communication protocol depends on the role played by the

Figure 8 Interaction class hierarchy.
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federate. The sending federate uses the protocol for

communications concerning the need of sending an entity

to another model (outgoing communication) and/or infor-

mation on the availability of the target receiving federate

(incoming communication). The receiving federate uses the

protocol for communications concerning the buffer state

and/or the acceptance of an entity (outgoing communica-

tion) and/or the receipt of an entity from other models

(incoming communication). Simulation Messages are

implemented as a class that is characterized by the following

attributes:

� Time referring to the simulation time when the message is

sent to the middleware from the CSP. This attribute is

used by the middleware to determine the TimeStamp of

the interaction that will be sent to the RTI.

� BoundedBuffer containing the information about the

availability of the bounded buffer in the receiving model.

� TransferEntityEvent representing the entity transfer event

scheduled in the sending model event list and contains the

information about the entity to be transferred and the

scheduled time for the event.

� ExternalArrivalEvent representing the external arrival

event that is scheduled in the receiving model. It contains

the information about the entity to be received and the

scheduled time for the event.

� ReceivedEntity representing the information about the

entity that was eventually accepted by the receiving

model.

5.3 Communication protocol

This section presents the communication protocol between

federates, whereas in Section 5.4 will define the hypotheses

needed to minimize the zero lookahead when applying the

proposed protocol.

Herein, the behaviour of the sending federate will be

analysed at first, then the receiving federate will be taken

under consideration. Finally, an example will be described to

clarify how the protocol works.

Sending federate. The CSP of the sending federate sends

a message to its middleware whenever a TransferEntity-

Event (Section 5.2) is scheduled, that is, the departure event

of an entity from the last workstation of the sending model

is added to the simulation event list. Then, the middleware

uses the attributes time and TransferEntityEvent to inform

the RTI about the need of passing an entity, while the

simulation keeps on running (the TransferEntityEvent

time corresponds to the EntityTransferTime presented in

Section 5.1).

The request to advance to EntityTransferTime is sent by

the middleware to the RTI as soon as all local events

scheduled for that time instant have been simulated.

After the time has advanced, the middleware can

inform the CSP of the sending model about the state of

the receiving buffer in the receiving model. If the receiving

buffer is not full, then the workstation can simulate the

TransferEntityEvent, otherwise it becomes blocked. From

the blocking instant until when the middleware informs

the sending model that the receiving buffer is not full, the

model keeps on sending requests for time advance at the

lookahead value.

Receiving federate. The CSP of the receiving federate

sends a message to its middleware whenever a change in the

buffer availability occurs. This message contains the

updated value of the attribute boundedBuffer representing

the availability of the buffer, that is, the number of

available slots. Then, the middleware communicates this

information to the RTI via interactions. In particular, the

information on the availability of the buffer represents a

field of the timestamped interaction transferEntityFrom-

FedSourceExToFedDestEn.

If the change in the buffer availability is due to the

arrival of an entity from another model, then the update

of the information does not imply zero lookahead and the

communication is characterized by defining the entity

that has been accepted (ie, the ReceivedEntity attribute).

If the buffer state change is not related to an external

arrival, then the update of the buffer information may

imply a zero lookahead (Taylor et al, 2006b), whenever it

is not possible to determine an advisable a-priori looka-

head for the federation (Section 5.4). After being

informed by the middleware that another federate needs

to transfer an entity, the receiving model actually

simulates the arrival of the entity only if the buffer is

not full, otherwise the arrival is not simulated and the

workstation in the sending model becomes blocked.

Example. The application of the Simulation Messages

can be better appreciated by presenting an example (see

Figure 9) that is characterized as follows: (1) the reference

production system is represented in Figure 3, (2) the buffer

Q2a at time t accommodates a number of parts, that is,

greater than zero and less than the buffer capacity and an

entity enters workstation W1a, (3) a departure event from

workstation W1a is scheduled for time t0 ¼ tþ p, where p

represents the processing time of the leaving entity at

station W1a, (4) during the time interval (t, t0), no event

happening in the federate M2 (local event) influences the

state of the buffer Q2a.

Since W1a is the last machine in model M1, the departure

event is also a TransferEntityEvent. Therefore, the CSP

sends a message to its middleware containing time (t) and the

TransferEntityEvent attributes. After receiving the message,

the middleware of the sending model informs the RTI via

interaction.
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Once the RTI time advances to time t, the middle-

ware of the receiving model receives the information

about the need of the sending model to transfer an entity

at time t 0. Then, the middleware sends to the receiving

model a simulation message containing the External-

ArrivalEvent. The receiving model simulates the external

arrival as soon as the simulation time advances to t 0 and

all local events for that time have been simulated (since

the buffer Q2a is not full according to the example

settings). A message is sent to the middleware of the

receiving model containing the updated level of Q2a

(attribute BoundedBuffer) together with the information

concerning the recently accommodated part (attribute

ReceivedEntity).

Afterwards, the middleware sends two interactions to the

RTI: one is with a TimeStamp equal to t0 and contains the

updated state of the buffer Q2a and the receipt of the entity,

the other contains the request of time advance to time t0.

Once the RTI reaches time t0, the middleware of the sending

model receives the information regarding the state of Q2a

and the received entity by means of the RTI. Since the entity

has been delivered to the receiving model, the station W1a is

not blocked by the middleware.

5.4 Formal characterization of the communication
protocol

This section defines which hypotheses are needed to

minimize the occurrence of zero lookahead if the commu-

nication protocol afore presented is adopted.

Let Ej
i(t, t 0) represent an external event scheduled in the

i-th federate j-th exit (entry) point at simulation time t,

where t can be, in general, smaller or equal to t 0 that

represents the simulation time when the event is

supposed to be simulated. An event scheduled into the

event list of a simulator is defined as external if one of the

three following conditions holds:

� The realization of the event depends on the state of a

federate, that is, in general, different from the one that

scheduled the event. One example of external event has

been addressed in Section 5.3: when the sending federate

(model M1) wants to transfer a part to the receiving

federate (model M2), the possibility for the leaving event

to be simulated depends on the state of the queue of the

receiving federate.

� The simulation of the event leads to changes into the state

of other federates in the federation. This is the case when

the downstream machine to the first buffer in the receiving

model takes a part from the buffer thus changing its

availability, this information must be delivered to sending

models that are willing to transfer an entity, the state of

the sending federate(s) will change depending on the

information delivered (W1a can be idle or blocked).

� The event is not scheduled by the simulator that will

simulate it, but is put into the simulation event list by the

middleware associated with the simulator. This is the case

of the External Arrival Event.

In this paper three types of external events are taken into

consideration:

� Entity transfer event: this event happens when a sending

federate wants to transfer a part to a receiving federate.

Figure 9 Communication protocol.
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� Buffer availability change event: this is a departure event

from the workstation downstream the buffer representing

the entry point of the receiving model.

� External Arrival event: this event is scheduled by the

middleware inside the simulation event list of the receiving

federate every time a part has to be transferred.

If tot0 it means that the simulation message can be sent

by the sending (receiving) model and received by the target

federate before the event contained in the message has to be

executed. When this happens it is possible to minimize the

use of the zero lookahead for the communication between

federates.

The federate sending the message can communicate with

tot0under the following conditions:

� The Entity transfer event is scheduled when the part enters

the machine in the sending model. In this case, the event is

put into the event list a number of time units before it

must be simulated, that is, at least equal to the processing

time of the workstation under analysis.

In the case the event is scheduled when the part leaves the

workstation, then the condition holds if there exists a

transfer time between the sending and the receiving model,

that is, larger than zero and no events affect the arrival of

the part once the transfer has started.

The conditions aforementioned are not unrealistic when a

manufacturing plant is simulated: both in the case the

event is scheduled before or after the processing activity,

the time between the departure from the exit point and the

arrival to the entry point is in general not negligible.

Nonetheless, in both the aforementioned cases, it is

required that no other external events are scheduled by

the same exit point during the interval (t, t0). This can

happen when, after a leaving event has been scheduled, a

failure affects the machine. In this case, the information

related to the part to be transferred has already been

delivered and cannot be updated. As a consequence an

external arrival event will be scheduled in the receiving

model although the sending model will not be able to

deliver the part because of the machine failure. A solution

to this issue is part of the future developments of this

work (Section 9).

� It is possible to communicate in advance the Buffer

availability change event if the workstation processing the

part schedules the leave event in advance to its realization

and no other events are scheduled by the same work-

station during the interval (t, t0). However, the zero

lookahead cannot be avoided by the sending federate,

which cannot be aware of the downstream buffer changes

and then it will send update request at the lookahead

value.

� The zero lookahead can be avoided if the middleware of

the receiving model can schedule the External Arrival

event in advance and then inform the target federates on

the availability of the buffer in advance. This condition

can be satisfied based on the entity transfer event

characteristics.

In the case one or more of the conditions aforementioned

do not hold than the communication protocol shown in the

Section 5.3 implies the use of zero lookahead.

If the hypothesis that no additional external events must

be scheduled by the same exit (entry) point in a federate

(sending or receiving) within the time interval (t, t0) is

relaxed, then the middleware should be able to arrange

incoming events in a queue and wait before delivering the

information to the simulator until when the most updated

information has been received. However, it is quite

straightforward to show that, in the worst case, the

middleware should wait until when the simulation time

reaches t0, and therefore all the time advance requests would

be performed at the zero lookahead. This relaxation is under

analysis by the authors (Section 9).

6. HLA-based infrastructure implementation

The HLA-based architecture shown in Figure 5 was

implemented as follows:

� MAK-RTI 3.3.2 (http://www.mak.com) was used as the

RTI component implementation.

� The middleware was developed in Cþþ language

following the specifications defined in A Solution

Proposal for Type A.2 IRM section and was named

SimulationMiddleware.

� The simulation models were developed using a CSP

emulator, thus following the approach suggested in Wang

et al (2006).

The FederateAmbassador and RTIAmbassador were pro-

vided by MAK-RTI as Cþþ classes and were linked to the

SimulationMiddleware. Further extensions were needed to

implement the proposed modification to ETS (see Section

‘Proposal to modify ETS) and the Simulation Messages (see

Section ‘Simulation messages’). The former required a

modification to FederateAmbassador class, whereas the latter

led to the development of a new Cþþ class. The

SimulationMiddleware was implemented to manage the

information contained in Simulation Messages.

7. Manufacturing production system: a test case

The experiments presented in this section were designed to

test the proposed entity passing solution (Section 5.1). The

test case refers to a factory that produces two part types

(Part_A and Part_B) and consists of two separated

manufacturing systems (Plant1 and Plant2). Plant1 executes

a set of manufacturing operations on both part types,
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whereas Plant2 is divided into two production lines and each

line is dedicated to process a single part type. If the

performance of Plant1 and Plant2 is simulated via two

separated simulators, then the whole production system can

be simulated in a distributed way by representing Plant1 and

Plant2 as federates within a federation (see Figure 10). This

test case is characterized by Type A.2 IRM, because the

workstation W12 has to transfer parts of type A (type B) to

the bounded buffer Q21 (Q23) in the Part_A Line (Part_B

Line) of Plant2. For validation purposes the results from the

DS were compared with a monolithic reference implementa-

tion. Two simulators representing Plant1 and Plant2 were

developed using the CSP emulator mentioned in Section 6.

These simulators were integrated by means of the HLA-

based infrastructure (DS approach). Furthermore, a mono-

lithic simulator was built using the CSP emulator to

represent the overall factory (SA approach). Finally, a

monolithic simulator was built using Rockwell Arenas 12

to validate the CSP emulator (results of this validation are

out of scope, thus they are not reported). It is assumed that

all simulation models do not contain any stochastic element.

The experiments were designed as follows:

� Parts of type A arrive at Plant1 every two time units,

whereas parts of type B every time unit.

� The capacity of Q11 was set to a value large enough to

guarantee that it never becomes completely full.

� Three conditions of maximum capacity (ie, 1, 5 and 50)

were considered for the other buffers.

� Three conditions of processing times were considered for

the workstations. Equal to 1 for all the workstations in the

first condition, then to 7 for workstation W11 and to 1 for

all the other workstations in the second condition, and

finally to 7 for workstations W21 and W23 and to 1 for all

the other workstations in the third condition.

Nine experimental conditions were obtained by combining

the buffer capacity and processing time conditions. For each

experimental condition the performance of the manufactur-

ing system was simulated according to both the SA and the

DS approach. A simulation length of 10000 time units was

set for all the experiments. A conservative synchronization

approach was adopted: given the deterministic nature of the

simulation, it was possible to evaluate the smallest interval

elapsing between two consecutive events and the lookahead

was set to that value (ie, 1 time unit) for all the experiments.

The experiments were run on a single machine Intel

Core2 Duo Processor T7250, 2.00GHz and 2046MB-

RAM. Both simulation approaches (DS and SA) returned

identical simulation output values (not reported for

reason of space) for each experiment, thus validating

the interoperability offered by the proposed solution for

Type A.2 IRM. However, the DS approach required a

significantly higher (four times on average) computational

time compared with the SA approach because of the

overhead related to the services offered by RTI (Gan et al,

2000). The aforementioned result led to examine the

number of interactions sent during the simulation experi-

ments, thus delving into the overhead related to the RTI

services.

Table 1 reports the number of interactions sent during the

DS of the experiments characterized by the first condition of

buffer capacity and the third condition of processing times.

This experimental condition is the most critical in terms of

the number of interactions needed to synchronize the two

federates because the two slowest workstations are placed

in Plant 2 and therefore buffers Q21 and Q23 are frequently

full while workstation W12 is frequently blocked. As a

consequence, many interactions are needed to communicate

when the parts can be actually transferred according to the

state of buffers Q21 and Q23.

The receiving federate sends more entity passing inter-

actions than the sending federate because the receiving

federate sends an interaction every time an entity is

received and/or the availability of the receiving buffer

changes, whereas the sending federate sends an interaction

only when a departure event is scheduled. Each part

arriving at the buffer, except the first that is directly

assigned to the machine, causes two interactions: one to

communicate the receipt of the entity and the updated

buffer state, and another one to communicate the updated

buffer availability when the entity leaves the buffer to enter

the next workstation. A large number of time interactions

is necessary because a request for time advance is generated

at every time unit since the workstation W12 is almost

always blocked and the time advances at the lookahead

(conservative synchronization approach). This behaviour

highlights how the solution proposed in Section 5 needs to

be further improved.

Table 1 Analysis of interactions

Type of interaction Total number of interactions

Sending
federate

Receiving
federate

Time advance 9999 10 000
Entity passing (part type A) 715 1429
Entity passing (part type B) 1429 2857
Entity passing (AþB) 2144 4286

Figure 10 Factory test case.
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8. Industrial case

This section aims at verifying if the proposed integration

infrastructure presented in Section 5 can help to better

evaluate the performance of complex manufacturing

systems as described in Section 3. The goal does not

consist in comparing the HLA-based DS with a mono-

lithic simulation in terms of accuracy and computational

efficiency as already done in the previous section. Herein,

the attention is focused in the industrial field represented

by sheet metal production, thanks to the collaboration

offered by the company Tenova Pomini. In this industrial

field, the production systems are characterized by the

presence of at least two subsystems interacting with each

other (Figure 11). The Roll Milling System produces sheet

metal using milling rolls that are subject to wearing-out

process; once the rolls wear out (ie, at the end of the roll

life) there is the need to change them to avoid defects

in the laminates. The Roll Shop performs the grinding

process to recondition the worn out rolls. Tenova Pomini

is a designer and provider of this kind of systems.

If the attention is focused on the rolls, then the

resulting production system can be considered as a closed

loop (Figure 11). The Roll Milling System sends batches

of worn out rolls to the Roll Shop following a given

policy and receives reconditioned rolls back. Both Roll

Milling System and Roll Shop have finite capacity

buffers. This implies that it is necessary to check whether

the buffer in the system receiving the rolls has available

slots. The deadlock in the closed loop is avoided because

the number of rolls circulating in the system is less that

the number of available slots (taking into account also

the machines) and is constant.

The two subsystems forming a closed loop are strongly

related and their reciprocal influences should be con-

sidered to properly evaluate the performance of the

whole factory. However, the lack of shared information

between the owner of the Milling System and the Roll

Shop designer makes the realization of a monolithic

simulation model hard to obtain or even infeasible. In

particular, the Roll Milling System works according to

specific roll changing policies that are not shared with the

Roll Shop designer even if they play a key role in the

dynamics of the whole factory. Indeed, when a roll is

worn out, the remaining life of the other rolls is checked

and if the remaining life of a roll is under a predefined

threshold, then it is sent to the grinding system together

with the completely worn out rolls. The presence of a

policy determines a relation between different roll types,

since a roll can be sent to the grinding system depending

on the behaviour of other roll types.

When Tenova Pomini designs a Roll Shop, the owner of

the Roll Milling System provides aggregated information

about the yearly average demand of worn out rolls to be

reconditioned. Then the Roll Shop designer develops a

simulator for the roll grinding process with high level of

detail.

The hypothesis is made that the Roll Shop designer has

developed and validated a simulator using the CSP

emulator (see Section 6). Similarly, the Roll Milling

System owner has developed and validated a simulator

using the CSP emulator, modelling the milling process

and the roll changing policy with high level of detail;

however, the model of the Roll Milling System simulator

is not shared with the Roll Shop designer. The Service

Level (SL) is the typical key performance indicator for

evaluating the milling system and is defined as the ratio

of the time during which the milling system is producing

laminates over the total time when the milling system

is available (ie, there is no failure). The SL would be

reduced if the Roll Milling System had to wait for

reconditioned rolls coming from the Roll Shop.

The Roll Shop designer has to evaluate the system

performance while taking into account the influence of the

Roll Milling System related to (1) the arrival rate of worn

out rolls from the Roll Milling System that is estimated from

the yearly aggregate demand of reconditioned rolls and (2)

the acceptance of the reconditioned rolls sent by the Roll

Shop (closed loop model).

The influence of the Roll Milling System can be

represented by a mathematical model inside the detailed

simulation model of the Roll Shop. This mathematical

model roughly reproduces the Roll Milling System by

generating the arrival of worn out rolls and accepting the

reconditioned ones. The realization of a simulation model as

described before will be referred to as Approach A. The main

drawbacks of Approach A consist in:

� The real behaviour of the Roll Milling System cannot be

precisely modelled since it is reduced to a black box

sending and receiving rolls (eg, the roll changing policies

are not modelled).

� The performance (eg, mean starvation time for every

station, mean level of roll buffers, etc) of the Roll Milling

System cannot be evaluated.

These drawbacks lead to a potentially inaccurate evalua-

tion of the factory performance. The Roll Shop designer

could increase the level of detail of the mathematical model

to improve the completeness of the simulation model and theFigure 11 Industrial case representation.
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accuracy of the estimated SL. However, the lack of shared

information hinders the feasibility of this enhancement. It

must be stressed that simulator of Approach A cannot be

considered as a proper monolithic simulator of the whole

factory, since the Roll Milling System is only poorly

modelled.

An alternative approach (Approach B) to evaluate the

performance of the whole factory can be developed

by adopting the proposed HLA-based Infrastructure to

integrate the simulators of the Roll Milling System and of

the Roll Shop. In this case, the mathematical model is

removed from the simulation model of the Roll Shop, since

the behaviour of the Roll Milling System is already modelled

by its simulator. Approach B enables to evaluate the impact

of the number of rolls on the system performance, so that

the Roll Milling System owner can optimize the investment

cost associated with the expensive rolls, whereas the Roll

Shop designer can design a more effective and efficient

Roll Shop thus better meeting the needs of the customer.

The two approaches have been compared by designing

a set of experiments that are characterized as follows:

� Three experimental conditions are designed with reference

to the total number of rolls circulating in the whole

system. These three conditions are defined as Low,

Medium and High level.

� The simulation run length was set to 6 months.

� The roll changing policy adopted for the Approach B

simulator has been kept fixed throughout the experi-

mentation.

The results of the experiments are shown in Table 2.

Approach A and Approach B are compared in terms of the

estimated SL. The results show that the difference between

the two approaches is larger for the High and Medium level

conditions. When the level of rolls is Low the roll changing

policy does not affect the overall performance of the

production system because the Roll Milling System is

frequently starved and therefore the estimations are similar.

In case ofMedium andHigh level conditions the workload of

the rolls in the roll shop can be strongly influenced by the

roll changing policy, thus generating a higher difference in

the estimation between the two approaches.

On the basis of the analysis carried out so far, it was

decided to design further experiments to analyse the

behaviour of the system with different starting workload

conditions, that is the number of rolls that are present in the

Roll Milling System when the simulation starts. These

experiments can be useful to analyse the ramp-up period and

select the roll changing policy that avoids the arising of

critical workload conditions. These additional experiments

can be carried out only adopting Approach B, since the

starting workload conditions cannot be modelled with

Approach A. Indeed, the mathematical model generates rolls

for the Roll Shop independently from the starting workload

conditions. Therefore, the mathematical model would

generate roll arrivals even if all the rolls are already located

in the Roll Shop, thus incorrectly increasing the number of

rolls in the whole system. This represents an additional

criticality of the Approach A that can be solved only using

Approach B.

The second set of experiments was designed as follows: (1)

Two types of roll circulate in the factory (RollType1 and

RollType2). The roll of type RollType2 has a longer roll life

than RollType1; (2) For each type of roll three levels of the

Starting Workload (ie, number of rolls) in the Roll Milling

System are considered; (3) Three simulation run lengths are

considered, that is, 1, 2 and 4 weeks; (4) The roll changing

policy is fixed for all experiments; (5) the total number of

rolls is equal to the High level of the previous experimenta-

tion and is fixed for all the experiments.

Figure 12 shows the main effects plot for the SL evaluated

by simulating the 27 resulting experimental conditions with

Approach B. The plot suggests a significant influence of the

factor Starting Workload for RollType1. This roll type

assumes a key role because of its short roll life. If the

Starting Workload For RollType1 is Low, the Roll Shop can

hardly follow the frequent roll requests of RollType1 from

the Roll Milling System during the transient period and low

values of SL are observed. This transient phenomenon

occurs in all conditions of the simulation lengths, however, it

mitigates when the simulation length increases. Indeed the

SL tends to a stationary value, that is, independent from

the starting conditions. Nonetheless, this analysis can be

useful for the Roll Milling System owner that can

individuate critical conditions, thus designing roll changing

policies that avoid the occurrence of these situations during

the ramp up period.

9. Conclusions and future works

The simulation of complex manufacturing systems led to the

investigation of the use of DS technique in industrial

environment. The first results of the literature review

performed by the authors were presented. The sample of

papers will be enlarged and further review will be performed

to obtain a clear picture of DS in manufacturing. The need

of simulating complex manufacturing systems led to

investigate the integration of CSPs based on HLA and to

propose a solution to the CSP interoperability problem by

Table 2 Service level results

Experimental
conditions

Approach A Approach B Percentage
difference

High level 0.995 0.872 12.3
Medium level 0.946 0.682 27.7
Low level 0.308 0.273 3.5

G Pedrielli et al—An HLA-based distributed simulation for networked manufacturing systems analysis 249



addressing the Type A.2 IRM and modifying the ETS

protocol. In particular, Simulation Messages were designed

to manage the communication between a CSP and its

adaptor in case of Type A.2 IRM. Nonetheless, the

implementation can be extended to the case of simultaneous

events (Type A.3 IRM). The main hypotheses that have to

be satisfied to minimize the zero lookahead have been

described. Future work will be done to relax the hypothesis

of the absence of additional events when the first simulation

message has been sent. The experiments showed the

feasibility of the use of the integrated simulators infra-

structure. The last section showed the industrial benefits that

can be reached by applying the HLA-based DS.

Further developments are needed to optimize the time

advance management. The effect of different lookahead

values should be investigated together with the use of

optimistic synchronization approaches. The analysis of the

number of interactions needed for the entity transfer

(see Section 7) highlights that further research on the

implementation of Type A.2 IRM is necessary as well. For

instance, it would be interesting to investigate the design of

protocols that do not force to send interaction at every time

unit to communicate the state of the federates, but enable the

interaction depending on the system state (Adaptive Com-

munication Protocols).
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