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ABSTRACT 

 
This contribution describes the design and 

implementation of a novel Wireless Body Area 

Network system for healthcare monitoring, the 

architecture of which is based on commercially 

available and cost-effective hardware components, 

open-source software and a remote data repository for 

storage. In particular, the system utilizes a number of 

wearable medical sensors to measure different patient 

bio-signals which are all collected to a wearable 

microcomputer station. Medical sensor measurements 

are then categorized based on the criticality of the 

measurement and transmitted to a remote station. This 

long-range transmission is supported by a new network 

adaptive protocol designed to mainly transmit real-time 

medical data. In a prototype system, tests based on real-

time and close to real-time transmission architectures 

have so far yielded favorable results in comparison to 

other existing protocols. 

 

KEYWORDS 

 

Medical sensors, monitoring protocols, Wearable 

Health Monitoring Systems, Body Area Networks. 

 

1 INTRODUCTION 

 

One of the most promising application domains of 

medical monitoring systems is the Wireless Body 

Area Network (WBAN), an emerging and 

promising health monitoring technology which 

promotes treatment of the specific and individual 

needs of each patient separately. A WBAN in a 

medical environment may consist of multiple 

wearable sensor nodes, strategically placed on the 

human body, which are capable of measuring and 

reporting the user’s physiological state. The sensor 

nodes are designed as embedded or stand-alone 

devices which differ on the sensor type, size and 

weight. In general, each sensor node enables 

periodic or continuous sensing, sampling and bio-

signal processing, while wirelessly transmitting 

one or more physiological signals (such as heart 

rate, blood pressure, body and skin temperature, 

oxygen saturation, respiration rate and 

electrocardiogram), but depending on the 

application, may also determine the user’s 

location, state or physical activity. 

In many cases, the obtained measurements are 

transmitted over a short distance via custom-made 

or industry standard wireless protocols to a small 

in size central node, such as a Personal Digital 

Assistant (PDA) or a microcontroller board, worn 

on the body or placed at an accessible location. 

Existing monitoring systems use the short-range 

wireless systems such as ZigBee (IEEE 802.15.4), 

WLANs, GSM and Bluetooth (IEEE 802.15.1). 

The central node may display the information on a 

user interface or transmit the collected vital signs 

to a remote medical center for diagnostic purposes 

by incorporating another wireless network for 

long-range transmission. 

In this way, WBAN systems offer to the patient 

freedom of movement and assisted monitoring in 

selected living environments and also provide 

minimal feedback to help maintain an optimal 

health status. It is evident from the above, that a 

WBAN system may encompass a wide variety of 

components and advanced algorithms for data 

extraction, communication, storage and decision 
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support making, which when integrated all 

together, may suggest the usage of cloud 

computing as a potential technology. 

Cloud computing can be described as an on-

demand service model which is often based on 

virtualization and distributed computing 

technologies to provide information delivery and 

consumption where applications and information 

are accessed from a web browser while software 

and data are stored on web servers [1, 2]. Cloud 

components communicate and exchange data with 

one another using service-oriented architectures 

(SOA), as well as web services which allow self-

contained business processes to operate over the 

internet [3]. The incorporation of cloud 

capabilities in medical applications means that 

medical data can be stored in a virtual archive, 

accessed and shared by healthcare providers and 

medical personnel when and as needed. The 

development of private cloud based services for 

health-care minimizes the limitations of traditional 

medical systems such as small physical storage, 

security and privacy, limited availability, 

processing limitations and lack of responsiveness. 

This contribution describes the design and 

implementation of a novel WBAN system for 

healthcare monitoring, the architecture of which is 

based on low-cost off the shelf sensors and 

computing components, open-source software and 

a private repository for data storage in order to 

provide an economical solution to personalized 

health care monitoring problems, while retaining 

all the functionality and flexibility of more 

expensive systems. In particular, the system 

utilizes a number of wearable medical sensors to 

measure different patient bio-signals which are all 

collected to a wearable central microcomputer 

station. Medical sensor measurements are then 

categorized based on the criticality of the 

measurement and transmitted to a remote station. 

This long-range transmission is supported by a 

new network adaptive protocol designed to mainly 

transmit real-time medical data. Its novelty derives 

from its associated monitoring, notification, trend-

calculation services and middleware protocols. 

The rest of the paper is organized as follows: 

Section 2 presents existing health care monitoring 

systems and their monitoring capabilities. Section 

3 describes the architecture of the proposed system 

and its framework, section 4 presents the 

classification of medical services while section 5 

describes existing network protocols. Section 6 

explains the design and implementation of the 

proposed network adaptive protocol. Section 7 

presents experimental scenario results and section 

8 summarizes and concludes this paper. 

 

2 EXISTING MEDICAL MONITORING 

SYSTEMS 

 

A substantial number of medical monitoring 

systems is described in literature, the majority of 

which may be grouped into the following 

categories: 

 

2.1 Communication Systems 

 

This category includes a collection of papers 

which reflect interesting concepts and recent 

advances in medical monitoring systems and 

applications concentrated on the design, 

simulation, and implementation of mobile and 

networking technologies.  

In Yuce et al. [4] a multi-hoping 4-channel sensor 

network system is implemented to monitor 

physiological parameters from multiple patients 

using the Medical Implant Communication Service 

(402-405 MHz) to establish communication 

between the sensor nodes and a remote central 

control unit, and the Wireless Medical Telemetry 

Service (608-614 MHz) to exchange information 

between the remote central control unit and the 

remote base stations. These two services utilize 

frequency bands that are mainly assigned to 

medical applications. A single sensor channel is 

dedicated to support a continuous physiological 

signal such as ECC/EEG. Another example by 

Aydin et al. [5] present the development and 

implementation of a direct-sequence spread-

spectrum system for real-time communication of 

physiological data such as temperature, PH and 

oxygen concentration using an implanted sensor 

within the system for diagnostic and monitoring 

purposes. Chu et al. [6] implements and evaluates 

the performance of a portable tele-trauma system 

to assist health-care centers. The system is based 

on commercially available 3G networks for 

simultaneous transmission of a patient’s video, 

medical images and ECG signals. 

 

2.2 Sensors 

 

This category focuses on the implementation, 

issues, challenges and integration of general 
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purpose or application-specific sensors to the 

communication infrastructure of medical 

monitoring systems.  

In Milenkovic et al. [7] a prototype sensor network 

is presented for health monitoring which discusses 

implementation issues and utilizes off the shelf 

802.15.4 compliant network nodes and custom-

built motion and heart activity sensors. In Jovanov 

et al. [8] the architecture of a wireless body area 

network is described composed of off the shelf 

sensor platforms with application-specific signal 

conditioning modules. A custom made sensor is 

developed, which can be used as a heart activity 

sensor and also to monitor position and activity of 

the upper and lower extremities. A three level 

wearable health system is presented using WBAN 

for patient monitoring. The first level consists of 

various physiological sensors, the second level 

contains the personal server and the third level 

includes the health care servers and other related 

services. In order to address some of WBAN 

challenges, C. Otto et al. [9] designed a system 

that includes accelerometer-based motion sensors, 

an ECG sensor, and a pocket PC based personal 

server. The WBAN hardware architecture is based 

on off the shelf commodity sensor platforms while 

the software architecture utilizes an open-source 

operating system for embedded sensor networks. 

 

2.3 Systems  

 

This category presents a collection of papers 

concentrated on the architecture and 

implementation of medical monitoring systems, 

addressing issues and challenges of system 

integration.  

In Bourouis et al. [10] the architecture of a 

ubiquitous health monitoring system is presented 

which is based on wireless body area sensor 

networks to collect and send data through 

GPRS/UMTS to a cloud server. A smartphone 

application evaluates the state of a patient utilizing 

cloud technology, location data and a neural 

network running as a cloud service. In Choi et al. 

[11] a bedroom system for ubiquitous health 

monitoring is presented based on Bluetooth and 

Wireless LAN networks. Sensors attached to a 

patient's bed transmit all medical information to a 

remote monitoring station for further data 

processing and analysis. In Dai et al. [12], a 

wireless physiological multi-parameter monitoring 

system is based on mobile communication 

networks where the system monitors vital signs 

and transmits data via mobile communication 

networks to a mobile monitoring station and 

finally to a hospital central management system 

for data review and interpretation by medical 

personnel. A comprehensive review of the current 

research and development on medical monitoring 

systems is also available in Pantelopoulos et al. 

[13] where system implementations are compared 

with an emphasis given to multi-parameter 

physiological sensing system design in order to 

provide reliable vital sign measurements and to 

incorporate real-time decision support for early 

detection of symptoms. 

 

2.4 Support Devices  

 

The next group of papers covers different aspects 

of support devices, such as PDAs and tablets for 

medical monitoring applications.  

Rodriguez et al. [14] present a location-aware 

medical information system that was developed to 

provide access to hospital information and services 

based on the user’s location. A PDA was used to 

access and adapt user interfaces and resources 

such as patient’s records or the location of a 

medical specialist, based on the user location 

detected by a trained backpropagation neural-

network with radio-frequency signal strengths 

used as inputs. In order to reduce power 

consumption, connection time and at the same 

time increase autonomy and reliability of the 

monitoring system, local signal processing by 

PDAs was suggested by Lin et al. [15] and Rasid 

et al. [16]. Both systems are used for data 

acquisition, collection, processing and 

transmission. 

 

3 SYSTEM ARCHITECTURE 

 

The proposed system utilizes low-cost off the shelf 

sensors, computing and transmission components, 

as shown in Figure 1, to provide an economical 

solution to personalized health care monitoring 

problems, while retaining all the functionality and 

flexibility of more expensive systems. In 

particular, a WBAN is designed and developed 

based on wearable medical sensors to exchange 

patient information with a remote Central Station. 

Data transmission is performed using services over 

existing wireless technologies (3G or Wi-Fi) and 

protocols. 
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3.1 Wearable Sensors 

It is the group of sensors that are attached to a 

patient’s body and gather all medical information. 

In particular, the V2.0 e-Health sensors were used 

to monitor pulse and blood oxygenation (SpO2), 

airflow (breathing), body temperature, 

Electrocardiogram (ECG), blood sugar, galvanic 

skin response, blood pressure 

(sphygmomanometer), patient position 

accelerometer and electromyography (EMG). 

Commonly used sensor types are shown in Table 

1. 

 

 

Figure 1. High level architectural diagram of the proposed 

WBAN system. 

Wearable sensor bio-signals may be used for real-

time monitoring of a patient status or to obtain 

close to real-time data in order to allow continuity 

in medical diagnosis.  

 

3.2 Wearable Smart Sensor Data Controller 

 

The wearable smart sensor data controller 

(WSSDC) is a credit card sized single-board 

microcomputer that collects all patient data 

gathered by the wearable sensors. The aggregated 

information is transmitted with the help of a 

3G/Wi-Fi transceiver via the Internet to a remote 

central station. In general, biometric data can be 

sent wirelessly using any of the five available 

connectivity options (Wi-Fi, 3G, GPRS, Bluetooth 

and ZigBee) depending on the application. If 

required, a real time diagnostic image camera can 

be connected to the unit in order to send photos 

and videos of a patient to a medical diagnostic 

center. The WSSDC consists of the following 

devices: 

 
Table 1. Wearable sensors which can be interfaced to 

WSSDC. 

Bio Signal Sensor Type Description of 

measured data 

Electrocardio

gram (ECG) 

Skin / chest 

electrodes 

Electrical activity of the 

heart 

Blood 

pressure 

(systolic and  

diastolic) 

Arm cuff-

based monitor 

Refers to the force 

exerted by circulating 

blood on the walls of 

blood vessels, especially 

the arteries 

Body and/or  

skin 

temperature 

Temperature  

probe or skin 

patch 

http://www.engadget.co

m/2013/06/17/geak-

watch-android-china/ 

Respiration 

rate 

Piezoelectric, 

Piezoresistive 

sensor 

Number of movements 

indicative of inspiration 

and expiration per unit 

time (breathing rate) 

Oxygen 

saturation 

Pulse 

Oximeter 

Indicates the 

oxygenation or the 

amount of oxygen that is 

being “carried” in a 

patient’s blood 

Heart rate Pulse 

Oximeter/ 

Skin 

electrodes 

Frequency of the cardiac 

cycle 

Perspiration  

(sweating)  

or skin 

conductivity 

Galvanic Skin  

Response 

Electrical conductance 

of the skin is associated 

with the activity of the 

sweat glands 

Heart sounds Phonocardiogr

aph 

A record of heart sounds, 

produced by a properly 

placed on the chest 

microphone 

(stethoscope) 

Blood 

glucose 

Strip-base 

glucose meters 

Measurement of the 

amount of glucose (main 

type/source of 

sugar/energy) in blood 

Electromyog

ram  

(EMG) 

Skin 

electrodes 

Electrical activity of the 

skeletal muscles 

(characterizes the 

neuromuscular system) 

Electroencep

halogram 

(EEG) 

Scalp 

placed 

electrodes 

Measurement of 

electrical spontaneous 

brain activity and other 

brain potentials 

Body 

Movements 

Accelerometer 

Gyroscopic 

and magnetic 

sensors 

Measurement of 

acceleration forces in 3D 

space 

Weight 

measurement 

Weighing 

scale 

Measures the weight of 

the patient 

 

a) E-health Arduino platform: The e-Health 

platform [17] is designed to measure biometric 
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data from medical sensors and transmit that data to 

the controller processor (RPI) via a Serial 

Peripheral Interface (SPI). Sensors connected to 

the E-health platform and through the RPI’s 

communication channel (an external USB data 

transceiver) transmit medical data to the remote 

Central Station, as shown in Figure 1. 

 

b) Arduino Shield: The connectivity between the 

Arduino E-health platform and the Raspberry Pi 

B+ was established with the use of a stackable 

Arduino shield. 

 

c) Raspberry Pi B+: The Raspberry Pi B+ (RPI) 

is a low power (0.7-1.2W) single-board computer 

which includes a 32 bit, 700 MHz quad-core ARM 

processor with 512 MB of RAM, running a 

Rasbian Jessie Linux distribution. It consists of a 

40 Pin GPIO that has 16 digital I/O pins used by 

digital sensors, an I2C interface for two wire 

sensors and an SPI interface for the connection for 

up to 8 analog sensors with the use of the 

MCP3008 8 channel 10-bit analog to digital chip. 

In this case though, a COTS Arduino based E-

health platform was used. The RPI is responsible 

for the collection and transmission of all sensor 

data, from the WSSDC to the remote Central 

Station, using a USB Wi-Fi and a 3G dongle. The 

transmission protocol on the sender side is 

implemented on the Raspberry. 
 

3.3 Wireless Network Infrastructure 

 

It is the wireless network through which all data 

from the WSSDC is transmitted to the Central 

Station. All wireless communication standards that 

could be used for this transmission are shown in 

Table 2.  

Existing standards fail to address the requirements 

of BANs, either due to security concerns [18] or 

interference problems [19] or due to the form 

factor of hardware modules or power 

consumption. As a response to these issues, the 

802.15.6 IEEE Task Group [20, 21] is planning the 

development of a communication standard 

optimized for low power devices and operation on, 

in or around the human body. Furthermore, the 

Bluetooth Special Interest Group announced and 

implemented recently an alternative protocol, the 

Bluetooth Low Energy (BLE) [22], an ultra-low 

power technology for devices with limited battery 

capacity allowing consumption of only a small 

fraction of the power of the original Bluetooth 

products, which is targeting sports and wellness, 

and health care devices. Another promising 

wireless technology is the 5G (5th generation 

mobile network or 5th generation wireless system) 

[23] and its main target is to offer 1 GBps 

bandwidth with lower than 1 ms end-to-end delay. 

As far as its efficiency is concerned, it should be 

significantly enhanced compared to 4G.  
Up to now, the most promising standards for long 
range transmission of patient information are the 
GPRS/3G/4G and the 802.11g because of the 
available range they offer. The GPRS/3G/4G uses 
the cellular network to offer unlimited range, while 
the range of a Wi-Fi network may be extended to 
several hundreds of meters. 

 

Table 2. Wireless Communication Standards. 

 Max. 

Theoretic

al Range 

Max. 

Theoretic

al Data 

Rate 

Power Frequency 

ZigBee 10 – 75 m 20 / 40 / 

250 kbps 

30 mW 868 MHz / 

915 MHz / 

2.4 GHz 

Blue 

tooth 

 

10-100 m 1-3 Mbps 2.5-100 

mW 

2.4 GHz 

IrDA 1 m 16 Mbps 10 μW Infrared 

MICS 2 m 500 kbps 25 μW 402-405 

MHz 

802.11

g 

200 m -1 

Km 

54 Mbps 100 

mW-

1W 

2.4 GHz 

GPRS/

3G/4G 

Cellular 

based 

12Kbps/5

Mbps/12M

Bps 

32-200 

mW 

900MHz/ 

1800MHz/2

.3GHz 

5G Cellular 

based 

1 GBps Lower 

than 

4G 

Undefined 

 

3.4 The Central Station  

 

This is the main station of the WBAN where all 

medical and positional patient data is stored. It is 

an Apache Tomcat JSP/PHP based application 

server with a MySQL database for medical data 

storage capabilities. A physician may access the 

history and real time medical information over the 

Internet, alter the thresholds and the destination of 

the medical alerts, as well as to start/stop 

monitoring a patient sensor. 

The Central Station includes a knowledge database 

for the storage of current measurements and 

historical information which can also be used 
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offline either for locating an accurate and detailed 

patient medical history or for post processing data 

mining, statistical analysis and research. Such 

information may become useful by the Prediction 

and Estimation Component (PEC). Its main 

functionality is to perform prediction algorithms 

on historical database records in order to generate 

behavioral responses for each application incident. 

Data mining algorithms for statistical model 

development are also considered to be applicable. 
 

4 MEDICAL SERVICES 

 

All medical sensor bio-signals are classified into 

four distinct categories, depending on resolution, 

data update intervals and priority:  
 

4.1 Real-time Services 

 

In this category, real-time traffic is generated by 

sensors that are performing measurements at short 

time intervals. Examples of such sensors are the 

electrocardiogram, the accelerometer and the 

electromyography sensors. The WSSDC, either 

stores this data on a local drive and transmits it 

later on or sends it on the fly. The first approach 

demands storage space while the second approach 

demands good network conditions. Real-time 

services follow the second approach. Such devices 

may support a delay buffering mechanism of no 

more than 1-3 seconds per transmission.   
 

4.2 Periodic Services 

 

In this category, sensor data are periodically 

transmitted to the Central Station. Examples of 

such services are the notification service, the 

reminding service, the nutrition proposal service 

and the health cognitive service. Cognitive 

services provide a health model based on previous 

sensor measurements and use data mining to 

decide if a patient is in accordance with a specific 

model. 

Periodic services require a shared timing 

mechanism set by the Central Station at the 

application layer. Periodic services are RESTful 

web services that take as input JSON data 

(JavaScript Object Notation) and reply with XML 

or JSON responses. Periodic services may include 

an authentication and encryption mechanism with 

the use of SSL/TLS protocols and x.509 

certificates for authentication. 

Furthermore, they are divided into periodic stream 

services (where the HTTP v.1.1 persistent session 

with the central session never expires) and 

periodic trend services (where the HTTP 

connection is re-initiated every time the WBAN 

system needs to transmit data). 
 

4.3 Close to Real-time Services 

 

In this category belong services that trigger on 

demand sensor measurements. A close to real-time 

service initiates sensor data measurement and 

transmission when there is indication of an abrupt 

medical status such as rapid temperature increase, 

fast posture and acceleration change. When a 

patient’s results are not within the thresholds set 

remotely by medical personnel then alerts are 

produced and send by the system. 

Close to real-time services need to be treated with 

respect to the content of the transmitted message. 

That is, a message acknowledgment mechanism is 

needed and a persistent retransmission mechanism 

for every packet loss is required. 

 

4.4 Interactive Services 

 

This category includes mostly multimedia medical 

services and action feedback services. That is, 

voice and video transmissions and Haptic services. 

Haptic data transmission is denoted by devices that 

provide real-time sense or touch or precise spatial 

position interaction between patient and doctor.  

Interactive voice and video services use the RTP 

(Real-Time Transport Protocol) that includes 

required timing and synchronization mechanism 

for multimedia flows. 
 

5 EXISTING REAL-TIME PROTOCOLS  

 

Many interesting protocols have been introduced 

for the transfer of real-time medical data over the 

internet. The most important of them are: 

 

5.1 Transmission Control Protocol (TCP) – 

HTTP/TCP 

 

The transmission control protocol (TCP) is a 

transport layer network protocol that provides a 

reliable and connection-oriented service to medical 

internet applications. The TCP mechanism of 
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packet retransmissions assists on packets 

reception. TCP also performs congestion control in 

order to regulate the transmission rate and 

provides a typical flow authentication mechanism 

by establishing a 3-way handshake prior to data 

delivery. For real-time services, the TCP 

retransmission mechanism and the congestion 

control algorithms lead to excess jittering, which is 

not suitable for real-time traffic.  

TCP is commonly used by periodic services, 

which use the HTTP protocol for the end-to-end 

delivery of medical data using XML and JSON 

data notation.  This promotes the HTTP protocol 

as a reliable end-to-end protocol for periodic and 

close to real-time medical services.  

 

5.2 User Datagram Protocol (UDP) 

 

UDP is an unreliable and connectionless protocol 

for medical applications that transmits interactive 

and real-time data but it is considered to be a good 

candidate protocol for multimedia streaming and 

voice transmission over the internet protocol 

(VoIP). The UDP uses packet flows (datagrams) 

transmitted at constant rates without 

acknowledgments, loss or packet reorder 

provisions. Unlike TCP, it does not guarantee data 

packet delivery or rate adjustments in case of 

congestion. Hence, data transfers using UDP can 

be accomplished without significant time delay 

and variations, if indeed delivered.  

In medical systems, UDP is useful for the 

transmission of real-time insensitive data, without 

a guarantee of a reliable transmission, but if 

channel capacity is exceeded then it leads to data 

loss and real-time flow corruption. UDP is a best 

effort protocol for the transmission of interactive 

services. Even if it does not guarantee data 

reliability, since it manages to maintain a constant 

flow rate by minimizing jitter. 

 

5.3 Real-Time Transport Protocol (RTP) 

 

RTP has been introduced as a successor of UDP, 

to carry interactive flow information between two 

end-systems. It includes flow control and packet 

retransmission provisions, in order to maintain 

real-time flow consistency [24]. It is augmented by 

another protocol called RTCP [25], which 

provides feedback to both communicating 

participants regarding data transmission such as 

the inter-arrival jitter estimate, information about 

the highest sequence number received, fraction of 

packets lost and cumulative number of packets 

lost. The RTP is mainly used by real-time medical 

applications that include video and audio 

streaming services. 

 

5.4 Interactive Real-Time Protocol (IRTP) 

 

The IRTP has been designed for interactive 

internet-based services [26] in order to reduce the 

end-to-end delay. It uses the TCP handshake for 

flow connection establishment, as well as the RTP 

flow control, and a re-transmission mechanism for 

crucial data. For real-time and interactive non-

crucial data, the IRTP uses TCP in contrast to 

UDP for crucial data flow delivery. 

 

5.4 Efficient Transport Protocol (ETP) 

 

ETP is an alternative protocol to IRTP. It is also 

designed for internet-based interactive services. 

ETP focuses on reducing the end-to-end delay by 

introducing a time gap called the IPG (Inter Packet 

Gap), between two successive data packets [27]. 

This IPG-based control mechanism provides 

congestion control similar to the TCP window size 

based congestion control. ETP is UDP based. It 

does not differentiate real-time medical services 

into critical and non-critical, but in cases of 

network congestion attempts to provide a uniform 

end-to-end delay by modifying data packets in 

flight based on receiver IPG feedback. 

 
 

6 PROPOSED PROTOCOL  

 

In order to accomplish long-range transmission of 

medical data, from the WBAN controller to the 

remote Central Station, a protocol was designed 

and implemented, named MESETP (Medical 

Services Transport Protocol). This protocol 

includes three sub-protocols, where each one was 

designed to meet the requirements of a different 

medical service (periodic, close to real-time and 

real-time, described in sections 4.1 to 4.3). The 

following sections describe each sub-protocol but 

concentrate mainly on the development of the 

Adaptive Medical Sensor Transmission Protocol 

(AMESETP), a new network adaptive 

transmission protocol for real-time medical 

services. 
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6.1 MESETP for Periodic Services 
 

For periodic services MESETP uses an application 

layer RESTful protocol with different options per 

service. If it is a non-streaming periodic service, 

then HTTP v.1.0 requests are used with keep-alive 

timeouts. If it is a streaming service, then HTTP 

v.1.1 persistent connections are performed to 

maintain connectivity at non-streaming time 

intervals. 

 

6.2 MESETP for Close to Real-time Services 
 

This protocol used for close to real-time services is 

based on a custom TCP half-open connection 

mechanism to transmit sensor data over an HTTP 

or an authenticated by SSL secure HTTP (ports 80 

and 443 respectively). Data acquisition is 

accomplished with the exchange of only two data 

packets. The first one is used for a connection/data 

initiation transmission (TCP connection initiation 

SYN packet), while the second is used as a 

connection acknowledgement packet (TCP 

acknowledgement packet reception). Upon one 

packet exchange gesture a TCP RST packet is send 

by the sender indicating HTTP connection 

termination. Data collection of this arbitrary data 

exchange is performed and buffered at kernel level 

thus reducing unnecessary application processing 

delays during data exchange. 

 

6.3 MESETP for Real-time Services 
 

For real-time services MESETP protocol is 
renamed to Adaptive Medical Sensor 
Transmission Protocol (AMESETP). In general, 
the AMESETP reads the network status in 
frequent intervals and depending on the detected 
network conditions, it adapts the sending rate of 
the data packets and the quantization levels of the 
transmission in order to overcome congestion 
incidents. The header of the AMESETP protocol 
for a single data packet is depicted at Figure 2.  

Bits 0 1-4 5-7 8 - 15 16-23 24-31 

0 Sequence Number CheckSum 

32 En SRL SenId PatientId - 

 
Data 

Figure 2. Header of AMESETP sub-protocol. 

 

AMESETP protocol header includes the following 

fields: 

The Sequence Number, used to reinforce the 

reliability of the protocol through the 

acknowledgment process. 

The Checksum used for error-checking of both 

header and payload data. 

The Sending Rate Level (SRL) field that informs 

the receiver for the sending rate level, described in 

following section. Based on this level the sending 

data rate and the packed data values per packet can 

be calculated (see Table 4). 

The Sensor ID (SenID) field informs the receiver 

to which sensor the data correspond to. 

The PatientID field informs the receiver to which 

patient the data correspond to. 

The Encryption (En) field informs the receiver if 

encryption is used for security reasons. As the 

AMESETP carries private medical data, the 

symmetric 3DES with ECB mode encryption is 

enforced at the application layer. 

Table 3 shows the efficiency of the AMESETP 

when it is compared to other common transport 

protocols such as the UDP, the RTP and the TCP. 

Table 3. AMESETP Protocol Efficiency 

 AMESETP UDP RTP TCP 

HEADER (bytes) 7 8 12+8(UDP) 20 

PAYLOAD 

(bytes) 
10-33 10-33 10-33 10-33 

EFFICIENCY 

% 
58.82- 82.50 55.55-80.48 33.33-60.00 33.33-60.00 

 

The overhead of the AMESETP header is only 7 

bytes. The payload of each packet varies from 60 

bytes to 500 bytes depending on the number of 

values that are grouped and the quantization level 

that is used. The maximum transmission rate of a 

real-time sensor is about 2 bytes of sensor data per 

ms. Using this value as a nominal real time 

transmission value the result is a data recording 

rate of 2 Kbytes/s per sensor at the WBAN system. 

AMESETP protocol packs these values into 

packets using as initially transmission rate the 

Normal data at Table 5, Level 5. 

The Normal data rate sends 10 packets/s (10 Hz) 

of 200 bytes of payload that correspond to 100 (2 

byte) sensor values per packet and a quantization 

level of 16bit per value. The level 6 Quantization-

Normal data rate has values of 8 bit that 

correspond to a smaller amount of payload data 

per packet. The combination of rates and bits per 

sensor value (quantization of value) that the 
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AMESETP protocol uses is presented at Table 5 

and is consisted of 12 distinct levels. The higher 

the level the more frequent and more quantized the 

sensor values. The rate level that AMESETP uses 

is controlled by the acknowledgment packets send 

by the receiver and the rate control mechanism 

described in the following section.  

 

6.3.1 AMESETP Rate Control Mechanism 

 

Based on existing real-time protocol 

measurements, the maximum acceptable values of 

delay, jitter and packet loss of the video, audio and 

graphic data are shown in Table 4 [28]. These 

quantities were evaluated based on the Quality of 

Experience that a user feels when he uses the 

corresponding real-time or interactive services.  

Table 4. Tolerable delay time reports for real-time audio, 

video and graphics [28]. 

QOS VIDEO AUDIO GRAPHICS 

JITTER (ms) ≤ 30 ≤ 30 ≤ 30 

DELAY (ms) ≤ 400 ≤ 150 ≤ 100-300 

PACKET LOSS 

(%) 
≤ 1 ≤ 1 ≤ 10 

REFRESH  

RATE (Hz) 
≥ 30 ≥ 50 ≥ 30 

 

When network conditions deteriorate, then the 

proposed protocol lowers its sending rate in order 

to avoid congestion [28]. To lower the sending 

rate, sensor generated measurements (at a 

maximum steady rate of 1 KHz) are grouped 

together into bigger data packets or quantized to a 

number of less accuracy bits. The size of bytes per 

packet and quantization of sensor values changes 

according to the network conditions shown in 

Table 5. 

 
Table 5. AMESETP Protocol Rates and Compressed Rates 

for Real-time Services. 

Sending 

Rate 

Level Packets/s 

(Pkt-Hz) 

Values/ 

Packet 

Bytes/ 

packet 

Quantization 

Bits/value 

High data 

rate 

1-

0000 

33 30 60 16 

Q-High 

data rate 

2-

0001 

33 30 30 8 

Medium 

data rate 

3-

0010 

20 50 100 16 

Q-Medium 

Data rate 

4- 

0011 

20 50 50 8 

Normal 

data rate 

5-

0100 

10 100 200 16 

Q-Normal 

data rate 

6-

0101 

10 100 100 8 

Q-Slow 

data rate 

7-

0110 

5 200 300 12 

Q-very 

slow data 

rate 

8-

0111 

5 200 250 10 

Q-very very 

slow data 

rate 

9-

1000 

5 200 200 8 

Extra slow 

data rate 

10-

1010 

4 250 250 8 

Compressed 

1 data rate 

11-

1011 

2 500 375 

 

6 

Compressed 

2 data rate 

12-

1100 

2 500 250 
 

4 

 

The mechanism for AMESETP rate level 

adaptation is the following: At the receiver, the 

AMESETP records periodically packet loss, as 

well as the inter-package delay variation time 

based on Eq. 1. The inter-packet delay variation is 

measured using the average packet reception gap 

among two consecutive packets, as shown by Eq. 

2: 

 

Tdi=(Ri-Ri-1)-(Si-Si-1+Ki+IPGi) (1) 

 

Tdi=dt(Ri-Ri-1)-0.0013   (2) 

 

Where Tdi is the inter-package delay time for 

packet i, Ri is the reception time of packet i, Si is 

the transmission time of packet i and IPG is the 

inter-packet gap set by the technology used. Ki is 

the user to kernel space delay insertion of a packet 

at the transmitter, an average experimental 

measurement of which is 120.5 usec for each 

packet insertion at kernel level for the RPI. 

Because data transmission by the sender is 

performed at a maximum of 1ms intervals and 

since the IPG during packet insertion is close to 

9.2 sec, the negative term of eq. 1 is a constant 

value (Eq. 2). It should be noted that the average 

10BASE-T IPG value of 9.6 us is used for both 3G 

and Wi-Fi technologies for packet insertion. The 

difference between two consecutive time inter-

packet delays corresponds to the value of inter-

arrival jitter estimate or inter-packet delay 

variation Ji. Ji value is then smoothed (SJi) for 

AMESETP based on Eq. 3. 

 

Ji=Tdi- Tdi-1,  
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SJi=(15/16)Ji-1 +(1/16)Tdi  (3) 

 

Eq. 3, is similar to the equation used by the RTP 

protocol for the calculation of the inter-arrival 

jitter at the receiver in order to adjust its flow rate. 

SRL metric (Eq. 4) defines AMESETP transmitter 

rate level (Table 5). When an increased packet loss 

is detected then the transmitter is notified by an 

acknowledgment packet to lower its rate (the 

number of the grouped values is increased based 

on Table 5). There are 12 levels of grouping and/or 

compression of sensor values per packet 

transmission and is changing according to Table 5 

based on Sending Rate Level (SRL) and calculated 

from Eq. 4.  

 
 

    

 
 
 

 
 
                                                              

             
     

 
    

     

 
    

                           
     

 
         

                                              
 

 
  (4) 

 

AMESETP SRL metric divides packet loss into 

three intervals: The first packet loss interval 

pl<plmax/2 or SJi<SJi-1/4 corresponds to perfect 

network conditions and the protocol attempts to 

increase the sending rate. The second interval 

plmax/2<pl<plmax corresponds to good network 

conditions and the protocol attempts to keep the 

sending rate steady. The last interval pl>plmax 

corresponds to unacceptable network conditions 

and the protocol lowers the sending rate in order to 

avoid congestion.  

For example when AMESETP detects a decrement 

on packet loss based on Eq. 4 or an average jitter Ji 

decrement of Ji/4 for a measurement receiver 

period then it signals via ACK the transmitter to 

increase its sending rate by one level based on 

Table 5.  If packet loss is more than maximum 

packet loss (plmax) then the sending rate is 

decreased according to Eq. 4 by one level based on 

Table 5 and so forth. 

The packet loss pl can be evaluated by the 

negative acknowledgements of the lost packets 

that the receiver sends to the sender. The factor 

plmax is the maximum acceptable packet loss taken 

from Table 4. For real-time graphics the maximum 

acceptable packet loss is set to plmax=10 %. 

Another method the AMESETP uses to avoid 

congestion is the network adaptive quantization 

where quantization levels are changing according 

to detected network conditions. When network 

conditions are good, the quantization levels 

increase and vice versa. Three different levels are 

used, denoted as the minimum, medium and 

maximum quantization levels (qlmin=16=2
4
, 

qlmed=4096=2
12

, qlmax=65536=2
16

) at Table 5 

respectively. 
 

6.3.2 AMESETP Flow Control Mechanism 

 

AMESETP flow control mechanism uses a unique 

sequence number for every packet and the method 

of the cumulative negative acknowledgement 

(CNAK) for packet drops signaling. Moreover, the 

sender transmits the packet with the grouped 

values as soon as they are created. A copy of this 

packet is stored in a buffer in case a negative 

acknowledgement is received. The maximum size 

of the sender buffer is set to 65536 packets. The 

maximum packet size and headers is 241 bytes. 

Consequently, the maximum buffer size is 16 

Mbytes. 

The receiver sends a CNAK with the packets that 

have not reached their destination every k sec 

(where k=2-12sec based on protocol 

configuration). The receiver also sends the 

sequence number of the last received packet to 

help the sender to empty its buffer.  

 
Bits 0-3 4-7 8 – 15 16-31 

0 
Sensor

Id 
ACK Sequence Number CheckSum 

32 PatientId - 

 

Data (Last Received Sequence Number, Dropped Sequence 

Numbers) 

Figure 3. The AMESETP Header of Cumulative Negative 

Acknowledgment Packets (CNAK). 

The maximum period of time for the CNAK 

cannot exceed the kmax=212 sec as the sequence 

number will be reset at this time for a packet rate 

of 33 Hz. In our case study we set the period for 

cumulative acknowledgment k=1 sec. The packet 

header for the CNAK is shown in Figure 3. 

To enforce reliable transmission of the CNAK 

packet an acknowledgment is sent by the sender. If 

the receiver doesn’t get the acknowledgment in a 

specific time period, a copy of the CNAK is sent 

again.  
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A flow diagram of the proposed protocol with the 

CNAK is shown in Figure 4. 

 

Figure 4. Flow Diagram of the AMESETP. 

7 AMESETP PERFORMANCE 

 

The AMESETP performance was experimentally 

tested against the UDP and the RTP for real-time 

services (Scenario I, II), as well as the TCP 

protocols for close to real-time services. All 

scenarios include transmission flows from the 

WSSDC to the Central Station (an Intel core I7 

32bit system at 3.2GHz and 8GB DDR3 RAM – 

running Ubuntu server 14.10 Linux distribution). 

Two different types of communication channels 

were used during experimentation: 
 

Type A - 3G HSDPA (High Speed Downlink 

Packet Access):  HSDPA provides packet data 

transmission over UMTS – W/CDMA cellular 

systems, by utilizing reduced delays, and a peak 

raw data rate of 14 Mbps. It also provides around 

three times the capacity of the 3G UMTS 

technology. That is a maximum of 14Mbit 

downlink speed and 512Kbit/s uplink (Average 

speeds tests showed for the test link 4.5Mbit/s 

Downlink and 420Kbit/s Uplink speeds). A 3G 

USB dongle was plugged into the RPI controller to 

transmit data. 

 

Type B – Wi-Fi IEEE802.11n wireless network 

transmission over ADSLv2: Wi-Fi transmission 

provides a symmetrical radio channel at an 

average of 54Mbit/s from the medical data 

collector to a central access point where data are 

redirected to the central medical station using 

ADSLv2 wired transmission. ADSL utilized a 

maximum downlink capacity of 24Mbps and an 

uplink of 1Mbit/s (Average speed tests for the test 

link showed 12Mbit/s Downlink and 784Kbit/s 

Uplink). 

 

7.1 Scenario I Experimental Results 

 

In this scenario, 20 EMG real-time flows were 

transmitted from the WSSDC to the Central 

Station using UDP protocol. The same 

transmission was then repeated but this time using 

the AMESETP for real-time services. In addition, 

a single real-time EMG flow was transmitted using 

an HTTP/TCP communication channel. All the 

transmissions shared the same measurements from 

a 2byte/ms sensor source which was transmitting a 

single data packet every 100ms (19.6Kbit/s per 

flow). Table 6 summarizes the experimental 

results. As it is seen, the AMESETP 

implementation outperforms the simple UDP 

transmission in the case of less packet drops due to 

the NACK periodic retransmission mechanism. 

Table 6. AMESETP performance comparison results with 

other common real-time protocols. 

Wi-

Fi 

3G Min Inter-

packet delay 

(msec) 

Max Inter-

packet delay 

(msec) 

% 

Packet 

Drops 

UDP 48 124 1048 1214 2 8 

AMESETP  73 114 912 998 - 2 

TCP 

RTT 

260 448 389 1042 - - 

 

As far as the 3G transmission is concerned, latency 

is introduced by the communication channel. 

Continuous system testing over long periods of 

time showed that the 3G transmission can tolerate 

spurious or continuous latencies up to 890msec 

before packet drops occur. 3G communication 

channel is also jitter tolerant maintaining similar 

inter-packet delays for AMESETP and UDP flows. 

In general, 3G is preferable in a mobile 

environment due to its extended range of 

transmission. However, in a good 3G signal 

reception, the packet delivery delay time is less 

than 130 msec. In environments with increased 

contention, low signal and/or mobility the inter 

packet delay time may reach up to 1200 msec. 

Furthermore, significant jitter was spotted in a 3G 
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network with increased mobility. In addition, Wi-

Fi networks with the same environmental 

conditions, present spurious and burst drops. 

As far as the Wi-Fi transmission is concerned, 

continuous system testing over long periods of 

time showed that it is preferable in less mobile and 

more stationary environments. When the WSSDC 

was in optical contact with an Access Point with a 

signal power more than -68dBm, then the Wi-Fi 

network provided fair real-time services with inter-

packet delays less than 120 msec. The Wi-Fi 

network is less tolerant to excessive jitter or delays 

and responded with packet drops for simple UDP 

flows when the packet inter-arrival time was more 

than 168 msec. Moreover, the Wi-Fi transmission 

medium introduces important jitter when there is 

no optical contact (multipath propagation) or 

interference from other sources close to the Wi-Fi 

access point. If such jitter persists more than 2-3 

sec it may lead a UDP flow to burst drops and the 

AMESETP protocol to a full stop. 
 

7.2 Scenario II Experimental Results 

 

In this scenario, Real-Time Medical sensor data 

flows (RTMs) are transmitted from the WSSDC to 

the Central Station in order to experimentally 

compare the performance of the UDP, the RTP 

over HTTP tunneling and the AMESETP 

protocols. Such flows simulate real ECG 

(Electrocardiogram) transmissions when a three-

electrode wearable sensor is attached to a patient. 

Each flow transmits a total 1 Mbyte of medical 

data then it stops. Sensor data are transmitted 

every 1msec and the sensor resolution is 16bits (2 

bytes of data every 1 us, equivalent to sensor real-

time rate of 2 Kbyte/s of data per second and per 

flow). The experiment was repeated using 5, 10, 

25, 50, 75 and 100 concurrent flows of AMESETP 

protocol and then the same experiment was 

repeated using the same number of flows for UDP 

and RTP protocols respectively. 

Figures 5 and 6 show typical results per flow of 

the average Goodput of the AMESETP, the UDP 

and the RTP using type-A 3G and type-B Wi-Fi 

networks respectively. (Goodput is the payload 

reception rate at the receiver end in terms of 

Kbit/sec–without the protocol headers). It is 

obvious that in both cases the AMESETP 

outperforms the UDP and performs at least as 

equally as the RTP for a low number of flows or 

even better for a higher number of flows. 

 

 
Figure 5. Per flow average Goodput of AMESETP, UDP, 

and RTP protocols over number of flows, using a Wi-Fi 

network 
 

 
Figure 6. Per flow average Goodput of AMESETP, UDP, 

and RTP protocols over number of flows, using 3G network 

 

In Table 7, Goodput gain results for both type-A 

and B networks are shown. Goodput gain is the 

average % better performance of an AMESETP 

flow over UDP and RTP flow average Goodput 

accordingly. It is expressed as the average 

Goodput difference of AMESETP flows minus 

average Goodput of UDP-RTP flows over 

AMESETP flows average Goodput.  

Table 7. AMESETP per flow % Goodput gain over UDP 

and RTP for Wi-Fi and 3G transmission medium over 

number of concurrent flows 

Wi-

Fi 

3G AMESETP Per 

flow % Goodput 

Gain Over RTP 

Protocol  

AMESETP Per flow 

% Goodput Gain over 

UDP 

Protocol  

AMESETP 

5 flows 0.7 - 1.4 0.5 

AMESETP 

10 flows 2.5 0.5 2.0 1.9 

AMESETP 

20flows 3 1.0 2.8 8.2 

AMESETP 4.1 5.0 8.2 8.8 
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50 flows 

AMESETP 

75 flows 5 6.1 12 12.8 

AMESETP 

100flows 7.2 9.7 19.4 17.14 

 

It is obvious that the AMESETP significantly 

outperforms UDP real-time flows for both 3G and 

Wi-Fi networks. The Goodput gains for up to 10 

flows is 1-1.5% more Goodput on average per 

flow over a UDP flow carrying the same data 

using the same initial transmission rate with the 

AMESETP.  

For less than 3 flows and non-congested links the 

AMESETP and the UDP perform similarly (no 

Goodput gain of AMESETP over UDP was 

detected). For more than 10 flows the UDP 

transmission deteriorates significantly to burst 

drops (10-15% packet drops per flow on average –

Table 8). 

Table 8. AMESETP, UDP, RTP cumulative %packet drops 

for all flows for Wi-Fi and 3G transmission medium over 

number of concurrent flows 

Wi-

Fi 

3

G 

%Packet 

Drops UDP 

%Packet 

Drops RTP 

% Packet 

Drops 

AMESETP 

5 flows 0.1 0.2 0 0 0 0 

10 flows 0.5 1.0 0.1 0.1 0.5 0.5 

20 flows 1.1 5.0 0.2 0.1 1.0 2.0 

50 flows 2.0 9.0 1.2 4 1.5 3.5 

75 flows  4.7 12 2.0 8 3.1 8 

100 flows 9.1 20 4.1 11 7.0 9 

 

The RTP performance is significantly better than 

that of UDP. For less than 10 flows the RTP 

presents similar performance characteristics with 

the AMESETP in terms of Goodput and packet 

drops (Tables 7, 8). As the number of flows 

increases the RTP abrupt rate scaling mechanism 

decreases significantly RTP transmission rates. 

This can be seen both at Goodput gains of Table 7 

for rates of 50 flows and over. This rate decrement 

leads also to significant burst packet drops at least 

2 times more than that of the AMESETP. 

Figures 8 and 9 show the average inter-packet 

delay time for the Wi-Fi and the 3G networks 

respectively. It is evident from these figures that 

the UDP presents less jitter in terms of inter-packet 

delay time than the AMESETP, which is more 

than 20% as the number of flows increases, but 

there is also a significant increase of packet drops 

(10-20%) which lowers its Goodput. 

 

 
Figure 7.Average inter packet delay time (ms) per flow of 

AMESETP, UDP, and RTP protocols over number of flows, 

using Wi-Fi network 

 

 
Figure 8.Average inter packet delay time (ms) per flow of 

AMESETP, UDP, and RTP protocols over number of flows, 

using 3G network 

 

The same figures show that the RTP performance 

is comparable to that of the AMESETP as far as 

inter-packet delay time is concerned. For the Wi-Fi 

transmission, the AMESETP performs better than 

the RTP in terms of jitter for both low and high 

number of flows, presenting at an average 10-15% 

less inter-packet delay. For the 3G transmission, 

the inter-packet delay of the RTP is less than that 

of the AMESETP for low flow numbers, but the 

situation reverses for higher than 50 flows 

numbers. This is an indication that the AMESETP 

attempts to increase the sending rate level (SRL), 

but in this case it fails to do so. Possibly a more 

aggressive adaptation rate is required based only 

on jitter or inter-packet delays. 
 

8 CONCLUSIONS 
 

This contribution describes the design and 
implementation of a novel WBAN system, the 
architecture of which is based on low-cost off the 
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shelf hardware components, open-source software 
and programming environments such as the Linux 
(RPI) and the Arduino IDE, to provide an 
economical solution to personalized health care 
monitoring problems. 

In particular, the system utilizes the V2.0 e-
Health wearable sensors to measure different 
patient bio-signals (airflow, body temperature, 
electrocardiogram, blood sugar, etc.), which are all 
collected to a wearable microcomputer station. 
Medical sensor measurements are then categorized 
into real-time, close to real-time and periodic 
based on resolution, data update intervals and 
priority of the measurement and transmitted to a 
remote station. The remote station serves as a 
repository for data storage, as well as a data 
processing unit where a physician may access the 
history and real time medical information, alter 
thresholds and send alerts. 

The long-range transmission between the 
microcomputer and the remote station is supported 
by a new real-time network protocol, which reads 
the network status in frequent intervals and 
depending on the detected network conditions, 
such as packet loss, jitter and inter-package delay 
time, it adapts the sending rate of the data packets 
and the quantization levels of the transmission in 
order to avoid congestion. 

In a prototype system, experimental tests have 
shown that the proposed protocol is a promising 
candidate for real-time Wi-Fi or 3G transmission 
of medical data since it outperforms in most cases 
other existing protocols, such as the TCP, UDP 
and RTP, although a more aggressive adaptation 
rate may improve its performance. However a 
better calibration of AMESETP rate level change 
for non congestive intervals may further increase 
AMESETP performance characteristics. 
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ABSTRACT 

 
This work is located in the domain of distributed 

information retrieval (DIR). A simplified view of the 

DIR requires a multi-search in a set of collections, 

which forces the system to analyze results found in 

these collections, and merge results back before 

sending them to the user in a single list. 

Our work is to find a fusion method based on the 

relevance score of each result received from collections 

and the relevance of the local search engine of each 

collection, which is the main issue of our work. 

 

KEYWORDS 

 
Text mining; distributed information retrieval; content-

based retrieval; merging results. 

 

1 INTRODUCTION 
 

The growth of the number of servers on the 

worldwide network makes the management of a 

huge quantity of information an obligation. For 

this, the use of information retrieval systems 

became indispensable especially in the distributed 

world. To organize this huge quantity of 

information, web search engines find their origins 

in the information retrieval systems developed to 

find, from a database of documents, relevant 

documents to a user request. [1], [2], [3], [4], [5], 

[6] 

Information retrieval systems can be categorized 

into classes based on their architectures: 

centralized and distributed. Centralized systems 

require that all documents were located on the 

same site. But distributed systems were considered 

as a set of independent information retrieval 

systems allowing the simultaneous access to 

distributed collections of documents on local or 

wide network. [7], [8], [9] 

 

1.1 Problematic 

 

One of essential problems of distributed 

information retrieval systems is the fusion of 

results obtained from a set of local information 

retrieval systems. The user must receive one list as 

response to his request. This list is the fruit of the 

fusion of different result's lists of different local 

information retrieval systems. 

For example, user presents a query to the 

distributed information retrieval system. The 

system forwards the query to selected servers. 

Each server calls its local information retrieval 

system to search for the query. Each server 

provides a list of results to the distributed system. 

Finally, the distributed system merges all the lists 

of results in a single list and returns it to the user. 

Therefore, the main problem is to define a set of 

rules for merging these lists. 

 

1.2 Background 

 

The field of information retrieval touches the 

distributed world in order to try to find relevant 

information contained in distributed servers. A 

user can't search the information in all these 

distributed servers. He needs a system which can 

do an automatic search for him. 

A distributed information retrieval system [10] can 

do this work for the user, where the system 

receives the query of the user, then, and according 

to the query, it selects the pertinent servers and 

tries to find the needed information in these 

servers. Each server sends back a list of results. 

The user can't process all the lists of results by 

himself, the system has to do this task for him. 
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Figure 1. Information search process in distributed 

information retrieval system 

Figure 1 shows the details of information search 

process in distributed information retrieval. In the 

first part, there is an important process called 

"Best servers selection". In this part, according to 

the query's content, the relevant servers will be 

selected. 

The query will be sent to the selected servers in 

order to find relevant documents. 

An important component of the system was the 

merging (or combining) results process. This 

module receives all the lists of results from 

selected servers and generates a combined list. 

The system returns this combined list to the user 

who can use it easily. 

In this work, we address issues pertaining to the 

merging results process in distributed information 

retrieval system. 

 

1.3 Challenges 

 

Merging results is challenging in particular in the 

context of a heterogeneous lists of results for 

several reasons.  

The challenges are (1) make lists of results 

compatible, (2) sort merged results and (3) have a 

good relevance. 

As we have said in the last section, the received 

lists of results from selected servers are not 

compatible because each server uses his own 

method of information retrieval. Therefore, 

merging and sorting results in one list is a 

problem. 

We have to resolve this problem without losing 

the relevance. 

The rest of the article is organized as follow. 

Section 2 discuses related work. We describe our 

proposals in section 3 and we report our 

experimental results in section 4. Finally, section 5 

concludes the article. 

 

2 RELATED WORK 
 

Recently, there are a lot of researches realized in 

the domain of distributed information retrieval [3], 

[9], [11], [12], [13], [14], [15], [16], [17]. 

We focus our search on the last step of the process 

of distributed information retrieval systems which 

is the fusion of results. 

The architecture of fusion process is shown in 

Figure 2. 
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Firstly, Roa et al.[11] have presented the results of 

the research carried out on the field of ranking 

strategies. 

The analysis reported in their survey aims at 

providing a starting point towards future 

developments on benchmarking and empirical 

evaluation of ranking solutions for the Web of 

Linked Data. 

 

 

Figure 2. Architecture of fusion process 

Dragut et al. [13] describe a system that integrates 

spatial objects from multiple local search engines. 

They find the set of neighborhoods in a search 

engine that best approximates the area of a 

neighborhood in a different search engine. 

Huo et al. [14] propose a fusion model to improve 

the tail queries by introducing new results from 

their reformulations. In our case, we have one 

query and several collections. 

Savoy et al. [3] propose a method called RSM 

(Raw Score Merging) where they use local scores 

to sort results of different servers. They suppose 

that all servers use the same method to sort results 

and scores are compatible. 

In our case, servers don't use the same method to 

sort results. 

Other methods exist exploiting the heterogeneity 

of the sources of the documents. We can cite the 

CombSUM method and CombMNZ method. 

Hubert et al. [18] propose CombSUM method 

which is based on the local scores obtained by 

different servers. 

The score of the document Dj is calculated as 

follow: 

𝑆𝑐𝑜𝑟𝑒𝐶𝑜𝑚𝑏𝑆𝑈𝑀𝑗 = ∑ 𝑠𝑐𝑜𝑟𝑒𝑖𝑗
𝑛𝑏𝑟𝑠𝑒𝑟𝑣𝑒𝑟𝑠
𝑖=1  (1) 

 

Hubert et al. [18] propose also CombMNZ method 

which is based on the local scores and the number 

of servers which have returned the query 

document in their results. 

The score of the document Dj is calculated as 

follow: 

𝑆𝑐𝑜𝑟𝑒𝐶𝑜𝑚𝑏𝑀𝑁𝑍𝑗 = (∑ 𝑠𝑐𝑜𝑟𝑒𝑖𝑗
𝑛𝑏𝑟_𝑠𝑒𝑟𝑣𝑒𝑟𝑠
𝑖=1 ) × 𝐶𝑜𝑢𝑛𝑡𝑗   (2) 

where Countj is the number of servers which have 

returned the document Dj. 

This normalization isn't very important for our 

goal. 

There is another kind of methods [3] based on the 

length of results of different servers. In this kind 

of methods, the local score of returned documents 

is weighted by the coefficient Wi calculated as 

follow: 

𝑊𝑖 = 1 + (
(𝑆𝑖−𝑆𝑚)

𝑆𝑚
) (3) 

where Si is the score of the ith server calculated as 

follow: 

𝑆𝑖 = 𝑙𝑛 (1 + (
𝐿𝑖∙𝑘

∑ 𝐿𝑗
𝑑𝑏
𝑗=1

)) (4) 

where Li is the number of documents returned pas 

the ith server 

and db is the number of interrogated servers. 

These methods aren't pertinent for our case. 

Rasolofo proposes in its thesis [19] the Round 

Robin approach where the merged list of results is 

constructed by taking alternately one document of 

each list returned by servers. 

The disadvantage is that this method doesn't take 

into account the difference between the scores of 

the documents. 

The CORI [20] algorithm is one of best used 

algorithms. The score of a document is calculated 

as follows: 

𝐷 =
𝐷′+0.4×𝐷′×𝐶′𝑖

1.4
 (5) 

where: 

𝐷′ =
𝑆−𝑆𝑚𝑖𝑛

𝑆𝑚𝑎𝑥−𝑆𝑚𝑖𝑛
 (6) 

and S is the local score of a document; 

Server 1 Server 2 Server n 

Fusion process 

User 

Query 

Query 
Query Query 

Combined results 

Result n Result 1 

Result 2 
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Smax and Smin are the maximal and the minimal 

values of local scores of documents. 

𝐶′𝑖 =
𝐶𝑖−𝐶𝑚𝑖𝑛

𝐶𝑚𝑎𝑥−𝐶𝑚𝑖𝑛
 (7) 

and Ci is the relevance of the algorithm used by 

the ith server. 

The final CORI score D is normalized between 0 

and 1. According to the studies, the computational 

time of this method increases rapidly. 

Yuwono and Lee propose a method called 

"Rank_based" [21] based on the conversion of 

ranks of documents in the list of results into a 

value of similarity. 

This conversion isn't important for our case. 

Rasolofo speaks about a method called 

Normalized Raw Score [19]. In this method the 

local scores are normalized by using maximal 

score of returned documents of all servers. 

This normalization also isn't important for our 

case. 

 

3 PROPOSED APPROACHES 

 

In the distributed information retrieval we need to 

merge incompatible lists of results returned by 

several servers. 

The problem of merging results is difficult 

because the lists of results are incompatible. They 

come from different information retrieval systems. 

Therefore, we can't gather all received lists of 

results in a single list without pretreatment. 

To resolve this problem, we have to 

mathematically model the merge process which is 

the last step in the process of a distributed 

information retrieval system. 

 

3.1 Problem Formulation 

 

In the rest of this article we represent the merge 

process as a system defined as follows: 

MP = <SR, CR, wf> 

where: 

MP is the Merge Process system; 

SR is the Set of lists of Results returned by 

consulted servers (called: local results); 

CR is the list of Combined Results (called: global 

results); 

wf is the weight function used to make local 

results compatible. 

In order to improve the relevance of the merging 

process and minimizing the calculation time, we 

had two ideas: 

 

3.2 Approach Based on the Relevance of Local 

Information Retrieval Systems 

 

The first idea is an approach based on the 

relevance of local information retrieval systems 

used by servers and local scores. We call it "M1" 

for (Method 1). 

We define the weight function as the difference 

between the relevance of local information 

retrieval system and the maximal value of 

relevance of all used information retrieval 

systems. It is defined as follows: 

𝑤𝑓(𝑖) = (𝑆𝑚𝑎𝑥 − 𝑆𝑖) × 100 (8) 

where: 

wf(i) represents the weight of the ith server; 

Si is the relevance of the information retrieval 

system used by the ith server. It is restricted 

between 0 and 1; 

Smax is the maximal relevance of information 

retrieval systems used in all known servers. 

 

The constant 100 is used to make wfi as a 

percentage since Si is restricted between 0 and 1. 

The algorithm 1 gives the details of calculation of 

the weight function. 

 
Algorithm 1  

Calculate 𝑤𝑓(𝑖) = (𝑆𝑚𝑎𝑥 − 𝑆𝑖) × 100 

Require: i 

Ensure: 𝑤𝑓(𝑖) 

Find 𝑆𝑚𝑎𝑥 

return (𝑆𝑚𝑎𝑥 − 𝑆𝑖) × 100 

 

And then, the local results (SR) of documents 

returned by the ith server are weighted by wf(i). 

𝑆𝑅𝑖𝑗 = 𝑆𝑅𝑖𝑗 ×𝑤𝑓(𝑖) (9) 

Finally, documents selected by servers are sorted 

by their weights to build the CR list (global 

results). 

The algorithm 2 shows how to combine the lists of 

local results in a single list. 
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Algorithm 2 Combine results 

Require: SR, S 

Ensure: CR 

k  0 

for I = 0 to nbServers do 

for j = 0 to sizeof(SR[i]) do 

CR[k]  SR[i][j]*wf(i) 

k++ 

end for 

end for 

Sort the table CR 

return CR 

 

3.3 Approach Based on the Relevance of Local 

Information Retrieval Systems and the Ranks 

of Selected Documents 

 

The second idea is based on the relevance of local 

information retrieval systems used by servers and 

the ranks of selected documents in local results. 

We call it "M2" for (Method 2). 

We define the weight function as the ratio between 

the relevance of local information retrieval system 

and the maximal value of relevance of all used 

information retrieval systems. 

To make this weight dependent on the rank of 

documents, the ratio is multiplied by the 

complement of the rank of a document in its list of 

results. 

The weight function is defined as follows: 

𝑤𝑓(𝑟𝑎𝑛𝑘𝑖 , 𝑖) = (𝑟𝑎𝑛𝑘𝑚𝑎𝑥 − (𝑟𝑎𝑛𝑘 − 1)) ×
𝑆𝑖

𝑆𝑚𝑎𝑥
 (10) 

where: 

ranki is the rank of a document in the local list of 

results SR of the ith server (ie. the rank in SR[i]  

1); 

wf(ranki,i) is the new score of the rankth document 

of the ith server; 

rankmax is the maximal value of rank; 

Si is the relevance of the information retrieval 

system used by the ith server; 

Smax is the maximal value of the relevance of all 

consulted servers Smax=MAX(S1,S2,...,Sn). 

We note that the new score wf(ranki,i) depends, at 

the same time, on the local ranks of documents in 

the local lists of results and the relevance of the 

information retrieval systems used by consulted 

servers. 

The algorithm 3 gives the details of calculation of 

the weight function. 

 

Algorithm 3 Calculate 𝑤𝑓(𝑟𝑎𝑛𝑘𝑖 , 𝑟𝑎𝑛𝑘𝑚𝑎𝑥 , 𝑖, 𝑆) 

Require: ranki, i, S, rankmax 

Ensure: wf(ranki, i) 

Find Smax 

 

return (𝑟𝑎𝑛𝑘𝑚𝑎𝑥 − (𝑟𝑎𝑛𝑘 − 1)) ×
𝑆𝑖

𝑆𝑚𝑎𝑥
 

 

Finally, documents with good scores are the 

closest to the query. 

Using the new score wf(ranki,i), we try to make 

results provided by different servers compatible. 

The algorithm 4 shows how to combine the lists of 

local results in a single list. 

 
Algorithm 4 Combine results 

Require: SR, S 

Ensure: CR 

k  0 

for i = 0 to nbServers do 

rankmax  sizeof(SR[i]) 

for ranki = 1 to sizeof(SR[i]) do 

CR[k]  wf(ranki, rankmax, i, S) 

k++ 

end for 

end for 

Sort the table CR 

return CR 

 

4. EXPERIMENTAL RESULTS 

 

In this section we present results of performed 

experiments in order to validate the performances 

of our approaches. 

We need to evaluate our approaches in real 

conditions by taking into account the factor of 

computational time and the sizes of the corpora. 

 

4.1 Evaluation of Execution Time 

 

In order to compare our propositions with existing 

approaches of fusion of results, we begin by 

calculating the execution time using the same 

corpora with these methods. 

The following graphs show the evolution of 

execution time of developed methods. 

The graphs of Figure 3 show that the fusion time 

of each method rises almost linearly depending on 

the number of servers. (Except the CORI method 

which rises exponentially). 
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We observe that our first proposition called "M1" 

presents a good execution time comparing to the 

other methods. 

Our second proposition "M2" is situated between 

"CORI" and "Ranked based" methods which is a 

good result. 

 

Figure 3 Evolution of computing time of fusion process 

according to the number of servers 

4.2 Evaluation of the Relevance of Merge 

Process 

 

The relevance of a method isn't based only on the 

computing time. For this, we propose to use 

another metric called the "Mean-Squared Error" 

(MSE). 

Considerate that S is the number of documents 

sorted by a method of fusion. We propose to 

calculate the error rate of fusion process by the 

following formula: 

𝑀𝑆𝐸 =
1

|𝑆|
× ∑ (𝐼𝑑𝑖 − 𝑂𝑖)

2
𝑖∈𝑆  (11) 

 

In Eq. (11), Idi is the rank of the ith document in 

the ideal sorted list of results; and Oi is the rank 

assigned to the ith document by the fusion method 

to evaluate. 

In order to evaluate the relevance of implemented 

methods of fusion, we use the set of servers 

showed in Table 1, where spi is the relevance of 

the ith server. 

 

Table 1. Results obtained by different servers 

Server 1 Server 2 Server 3 

sp1 = 90 sp2 = 70 sp3 = 40 

doc score doc score doc score 

LA123  65.5 FR453 87.54 FT567 87.54 

LA673  57.8 FR012 75.5 FT195 51.64 

LA946  35.7 FR673 11.84 FT548 40.9 

LA765  19.81     

LA546  10.74     

 

Server 4 Server 5 

sp1 = 35 sp2 = 60 

doc score doc score 

DTR318 42.9 MHT217 90.43 

DTR707 24.95 MHT232 15.54 

DTR850 29.15 MHT305 22.56 

DTR964 44.54 MHT471 13.07 

DTR123 83.64   

 

After several tests with changing the number of 

servers, we obtained the results shown on the 

Table 2. Each column represents the sorted list of 

results obtained by one method. 
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Table 2. Comparison table of fusion results obtained by 

several methods 

CORI 

Modified 
NRS RRPriority Rank_Based 

MHT217 LA123 LA123 LA123 

DTR123 FR453 FR453 LA673 

FT567 LA673 MHT217 LA946 

FR453 MHT217 FT567 MHT217 

LA123 FR012 DTR123 FR453 

LA673 FT567 LA673 MHT305 

FR012 DTR123 FR012 LA765 

FT195 LA946 MHT305 DTR123 

LA946 DTR964 FT195 DTR964 

DTR964 DTR318 DTR964 FR012 

DTR318 FT195 LA946 MHT232 

FT548 LA765 FR673 FT567 

DTR850 MHT305 MHT232 DTR318 

LA765 DTR850 FT548 LA546 

DTR707 MHT232 DTR318 FT195 

MHT305 MHT471 LA765 DTR850 

MHT232 DTR707 MHT471 FR673 

LA546 FT548 DTR850 MHT471 

MHT471 FR673 LA546 FT548 

FR673 LA546 DTR707 DTR707 

 

CORI 

Modified 
M1 M2 

MHT217 FR453 FR453 

DTR123 LA123 LA123 

FT567 MHT217 MHT217 

FR453 FR012 FR012 

LA123 LA673 LA673 

LA673 FT567 FT567 

FR012 LA946 DTR123 

FT195 DTR123 LA946 

LA946 FT195 FT195 

DTR964 LA765 FT548 

DTR318 FT548 DTR964 

FT548 DTR964 LA765 

DTR850 DTR318 DTR318 

LA765 MHT305 MHT305 

DTR707 DTR850 DTR850 

MHT305 LA546 DTR707 

MHT232 MHT232 MHT232 

LA546 DTR707 LA546 

MHT471 FR673 FR673 

FR673 MHT471 MHT471 

 

According to the prepared query, we find that 

results of "CORI modified" method are the best 

comparing to other methods. For this, we consider 

that results of "CORI modified" method represent 

the ideal list of results, and we compare the results 

of all other methods with those of "CORI 

modified". 

On Table 2 we can see that the 8 first answers of 

our methods are almost equivalent to answers of 

"CORI modified" method. And we can see clearly 

that our two approaches are better than the other 

methods (NRS, RRPriority, Rank_Based). 

After these tests, we can apply the Eq. (11) to 

calculate the error rate of each method. We found 

results shown in Table 3. 

 

Table 3. Error Rates of Results Returned by Several 

Methods 

Methods MSE 

CORI Modified 00.00 

M1 05.80 

M2 05.80 

NRS 10.40 

RRPriority 10.60 

Rank_Based 13.50 

 

We observe on Table 3 that the error rates of 

proposed methods "M1" and "M2" are better than 

those of NRS, RRPriority and Rank_Based 

methods. 

Finally, according to these tests, we conclude that 

our approaches are good in computing time and in 

terms of relevance comparing to existing methods. 

 

4.3 Discussions 

 

Results obtained by performed experiments show 

that the calculation time of merge process rises 

almost linearly depending on the number of 

servers, except the "CORI modified" method 

which rises exponentially. 

Graphs of Table 3 show that our first proposition 

called "M1" presents a good execution time 

comparing to the other methods. Our second 

proposition "M2" is situated between "CORI 

modified" and "Ranked based" methods which is a 

good result. 

Results of the relevance tests show that the error 

rates of proposed methods "M1" and "M2" are 
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better than those of NRS, RRPriority and 

Rank_Based methods. The MSE of our proposed 

approaches is 5.8, but the MSE of NRS method is 

10.4, the MSE of RRPriority method is 10.6 and 

that of Rank_Based method is 13.5. 

Based on these tests, we conclude that our 

proposed approaches are good in computing time 

and in terms of relevance comparing to existing 

methods. 

 

5 CONCLUSION 

 

In our work, we were interested to the distributed 

information retrieval systems and especially to the 

last step in the process of these systems which is 

result's merging. 

After studying different existing approaches of 

result's merging, and in order to ameliorate the 

performances of these methods, we proposed to 

add the relevance of local information retrieval 

systems of different servers. 

By using the relevance of local information 

retrieval systems, the merging process provides 

good performance when we merge different lists 

of results obtained by different servers. 

The highlight of this proposition is to taking into 

account the heterogeneity of local information 

retrieval systems. 

To evaluate our propositions and to compare them 

with existing approaches, we used the computing 

time and the error rate of each method. 

Our tests showed that proposed approaches "M1" 

and "M2" are better than existing methods: NRS, 

RRPriority and rank_based in terms of computing 

time - relevance ratio. 
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ABSTRACT 

 
Indicators are widely used by organizations as a way of 

evaluating, measuring and classifying organizational 

performance. As part of performance evaluation 

systems, indicators are often shared or compared across 

internal sectors or with other organizations. However, 

indicators can be vague and imprecise, and also can lack 

semantics, making comparisons with other indicators 

difficult.  Thus, this paper presents a knowledge model 

based on an ontology that may be used to represent 

indicators semantically and generically, dealing with the 

imprecision and vagueness, and thus facilitating better 

comparison. Semantic technologies are shown to be 

suitable for this solution, so that it could be able to 

represent complex data involved in indicators 

comparison. 
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Performance measurement; semantic indicators; 

vagueness; imprecision; ontology; comparison. 

 

1 INTRODUCTION 

 

Performance measures have been recognized as 

important tools for organizational development [1]. 

Velimirovic, Velimirovic and Stankovic [2] state 

that continuous monitoring of performance 

measures has been the basis for improving 

organizational performance, and qualitative and 

quantitative expression of selected results. In other 

words, the authors state that performance measures 

enable organizations to effectively express their 

success through numbers. 

The performance, in this context, can be 

understood as “sum of all processes that lead to a 

potential or future sequence of outcomes and 

results” [3]. Kaplan and Norton [4] indicate that 

performance can be expressed “only as a set of 

parameters or indicators that are complementary, 

and sometimes contradictory, and that describe the 

process through which the various types of outcome 

and results are achieved” [5], [4].  

Thus, performance measures enable 

organizations to carry out a diagnosis of strengths 

and weaknesses, and to determine alignment with 

their goals by the analysis of indicators, which 

plays a central role in assessment processes. 

Some authors, however, have pointed out 

difficulties in the use of indicators, since they lack 

semantics, and may be vague or imprecise in the 

statement of values that they are intended to 

represent [6], [7], [8], [9], [10], [11]. 

Pintzos, Matsas and Chryssolouris [6] have 

pointed out the difficulties and challenges posed by 

the lack of semantics in indicators, in particular the 

difficulty of comparing indicators and results 

internally, between sectors or departments of the 

organization itself, or between external agents. We 

will explore specific examples of this issue in the 

usage scenario presented in Section 4. 

So, despite their importance in performance 

measurements, indicators have vagueness and 

imprecision, and lack semantics and these 

insufficiencies hinder their comparison. We will 

demonstrate that other information, for example, 

attributes and relationships between indicators, 

about these indicators is needed in order to allow 

their full comprehension and more accurate 

comparison. 

Knowledge Engineering is important in 

order to face these challenges, which, according to 

Schreiber [12], “has evolved into the development 

of theory, methods and tools for developing 

knowledge-intensive applications. In other words, 

it provides guidance about when and how to apply 

particular knowledge representation techniques for 

solving particular problems”.  Therefore, the 

purpose of this paper is to present a model to 

address these challenges, that can represent 

indicators in a semantic way. This model has to deal 

with vagueness, imprecision and temporality, to 

87

International Journal of Digital Information and Wireless Communications (IJDIWC) 6(2): 87-96
The Society of Digital Information and Wireless Communications, 2016 ISSN: 2225-658X (Online); ISSN 2412-6551 (Print)



 

allow improved comparison between performance 

measurement indicators. 

An important consideration about the use of 

semantic technologies to address the challenges of 

this study comes from the fact that a main aspect 

from our research problem is the need to compare 

two indicators. To make any comparison, it is 

important to know if the indicators are equivalent, 

if they have the same background.  

Therefore, in this paper we present a new 

approach to performance measurement 

representation, based on an ontology, which 

increases semantic representation of indicators, in 

particular specifying background information about 

measurements, and thereby reducing vagueness and 

imprecision. This in turn supports more accurate 

comparison. Our proposal is general and reusable, 

so a wide range of domains could be represented by 

the proposed model.    

The remainder of this paper is structured as 

follows. Section 2 provides some preliminaries on 

the fundamental theoretical aspects underlying this 

paper. In Section 3 we present our model. Section 4 

demonstrates the application of the model in a 

usage scenario. Some conclusions are drawn and 

ideas for future research are proposed in Section 5.  

 

2. PERFORMANCE MEASUREMENT 

 

The daily work of organizations requires their 

efforts to face the challenges ahead. The success of 

organizations, then, is connected directly to the 

capability to assess its reality and the variables that 

affect it internally and externally. In this respect, it 

follows that the practice of evaluation, in the 

broadest sense, is part of human nature and 

underpins decision-making tasks [1] [13]. 

According to Neely, Platts and Gregory 

[14], performance measurement may be defined as 

a process of quantifying the efficiency and 

effectiveness of an action, which leads to 

performance. 

So, performance measures have wide 

application in modern organizations, being 

understood as “qualitative, and quantitative 

expression of some results by chosen indicators. 

Performance measurement enable to effective 

organizations to express their success by numbers” 

(sic) [2]. In other words, it has the goal to translate 

organizational results into numbers and concepts 

that best express the satisfaction of the goals and 

objectives set by the company. Indicators play a 

central role in organizational performance 

assessment processes [7]. These authors also 

emphasize the role of indicators, stating that 

organizational performance measurement 

constitutes a development of measurable indicators 

that can be used to assess the progress toward a 

particular goal, as well as in achieving these goals. 

 

2 SEMANTIC REPRESENTATION AND 

COMPARISON OF INDICATORS 

 

As noted in the introduction, Pintzos, 

Matsas and Chryssolouris [6] have pointed out the 

difficulties caused by the lack of semantics in 

indicators. For these authors, the main 

characteristics that describe the context of an 

indicator are its name, calculation formula and 

measurement units. These attributes could situate 

an indicator, giving some meaning, allowing, as 

consequence, its comparison.  

On the other hand, Opoku-Anokye and 

Tang [7] recognize that the task of setting indicators 

for organizational performance evaluation is 

multidisciplinary, since it is developed from 

various sources. This diversity often puts 

performance measurement primarily in the control 

of the functional units of organizations. Thus, the 

technical measures, models and approaches are 

developed with the same approach, i.e., based on 

functional and divisional structures of 

organizations, rather than semantics, business 

processes and product life cycle. 

Pintzos, Matsas and Chryssolouris [6] 

present another limitation involving the lack of 

semantics in indicator development and 

performance measurement. According to the 

authors, the decision-making process in industry is 

based on performance requirements, which specify 

the values of the relevant production attributes. 

These values are expressed by internal performance 

indicators. The indicators may express the same 

metrics and use the same information, but have 

different definitions and calculation methods. Just 

to give an example, the “cost” indicator is often a 

monetary value and means an amount of resource 

needed to create some product or service. However, 
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the method of cost calculation could vary even in 

different sectors of the same company.  This 

situation hinders performance comparisons, not 

only between different companies, but within the 

organization itself. In this context, the authors claim 

that semantic modeling is able to provide a broad 

overview of the data needed for a company to 

operate [6], facilitating the understanding and 

standardization of indicators. 

Various tools and frameworks for 

performance measurement are available to guide 

planning, indicators definition, data collection and 

results monitoring. Among them, one of the best 

known and most referenced in the literature is the 

Balanced Scorecard (BSC). Developed by Kaplan 

and Norton [4], the BSC is a decision support tool 

at the level of strategic management, which 

supports improved satisfaction of an organization’s 

strategic objectives, starting from appropriate 

planning and selection of indicators. 

Despite the robustness of these tools, the 

literature indicates some difficulties to be addressed 

by academic research. Bobillo et al. [11] point out 

that, some variables or indicators are associated 

with some vagueness and imprecision, for example 

where it is more natural to refer to their values 

through linguistic expressions (e.g. low, medium, 

high) instead of numerical values. Furthermore, the 

authors also point out the difficulty caused by the 

lack of an explicit representation of their semantics. 

This situation hinders performance 

comparison not only between different companies, 

but within the organization itself. In this context, 

Pintzos, Matsas and Chryssolouris [6] claim that 

semantic modeling is able to provide a broad 

overview of the data needed for a company to 

operate, facilitating the understanding and 

standardization of indicators. 

It becomes clear that there exists a need for 

a generic semantic indicators model that would be 

sufficient to attenuate the vagueness and 

imprecision of indicator values by supplying 

background information on measurement 

conditions, allowing a more accurate comparison 

between indicators. 

Bobillo et al. [11] also point out that the 

variables involved in planning and performance 

measurement may have inaccuracies and 

vagueness, which can interfere in results analysis 

and interpretation. On the other hand, they also 

claim that the data collected by the performance 

indicators and variables in the main methodologies 

are lacking in semantics, damaging the 

interpretation and analysis of these data. This 

difficulty makes the process of comparison between 

these indicators fragile.  

The indicators, in summary, are widely used 

in organizations to assess institutional processes. 

However, the phenomena of imprecision and 

vagueness, and the lack of semantics, render their 

interpretation and comparison difficult. 

 

3 SEMANTIC TECHNOLOGIES AND THE 

PROPOSED MODEL  

 

Our proposed model is based on semantic 

technologies. These technologies were selected for 

three main reasons outlined below. 

 First, according to Belhadef, Eutamene and 

Kholadi1[15], “the concept of ontology is a concept 

that is not always easy to characterize. Indeed, it is 

used in different contexts: philosophy, linguistics, 

intelligence (AI), and each one's have its particular 

definition” (sic). But, in the context of this study, 

ontologies are considered as a well-established 

technology to represent knowledge in a specific 

domain. According to Gomez-Perez [16], an 

ontology can be used as a knowledge base skeleton, 

where inference processes or reasoning are 

executed. The use of ontologies for domain 

knowledge representation allows improvement in 

the information extraction process and the 

exchange of knowledge, which is one of the major 

motivations of this study. Gobin [17] reports that an 

ontology definition is based on the idea of 

conceptualization, i.e., a simplified version of the 

real world needing to be represented by providing 

“a shared and common understanding of a domain 

that can be communicated across people and 

application systems”. 

  The second aspect of the use of semantic 

technology is the easy comprehension of the model. 

An ontology is used to represent consensual 

knowledge in a specific domain, and this aspect 

makes them easy to understand. Even users without 

prior knowledge of the technology or the domain 

could understand the meaning of all concepts 

expressed by the ontology. Gomez-Perez [16] 
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reports that clarity and objectivity are principles 

that have proved useful in development of 

ontologies. It “means that the ontology should 

provide the meaning of defined terms by providing 

objective definitions and also natural language 

documentation”.  

 The third reason for the use of semantic 

technologies is the opportunities for reuse of 

existing components. The process of ontology 

design takes into account the possibility of the 

reutilization of some parts of other ontologies. 

Guarino [18] confirm that “an important benefit of 

using an ontology at development time is that it 

enables the developer to practice a "higher" level of 

reuse than is usually the case in software 

engineering (i.e. knowledge reuse instead of 

software reuse). Moreover, it enables the developer 

to reuse and share application domain knowledge 

using a common vocabulary across heterogeneous 

software platforms.” 

 An important consideration about the use of 

semantic technologies to address the challenges of 

this study comes from the fact that a major aspect 

from our research problem is the need for 

comparison between two indicators. To make any 

comparison, it is important to know if the indicators 

are equivalent, if they have the same background, if 

they are using the same attributes, the same 

formulae etc.     

 Furthermore, Tang [19] indicate two 

advantages of the ontologies over databases, as a 

well-known techonology to represent and organize 

data. The author emphasizes that “as a comparison, 

database technology does not readily illustrate 

relationships among data entities. Another 

advantage of this approach over that of the database 

is that complex relationships between and among 

classes may not be so easily defined” in a database. 

Thus, taking into account the scientific 

literature presented, we can identify the necessity to 

create a knowledge model for generic 

representation of indicators, considering the 

treatment of background information in order to 

allow the comparison between indicators with 

improved accuracy. 

Knowledge Engineering is important in 

order to face the challenges described in this paper. 

It aims to provide systems capable of explicitly 

representing and storing the knowledge of the 

organization, considering all the systemic 

organizational context of knowledge intensive tasks 

[12]. 

Knowledge Engineering, therefore, 

provides instruments for knowledge-based systems 

modeling and developing that are able to explicitly 

formalize and represent knowledge for knowledge 

intensive tasks. 

Taking into account all these tools, we 

highlight, within the limits of this work, the 

ontologies. 

Ontologies are explicit specifications of the 

resource types and the possible relationships 

between them. In addition, they may include 

specific instances of concepts in the ontology [20].  

An ontology can also be defined as a set of 

terms hierarchically ordered to represent a specific 

domain. It can be used as a knowledge base 

skeleton where inference processes are executed 

(reasoning). So, the use of an ontology allows the 

knowledge engineer to define a domain, allowing 

improvement in the information extraction process 

and the exchange of knowledge [21]. 

Another defnition widely accepted by 

ontology engineers [17] is authored by Gruber [22] 

who argues that ontology is an explicit specification 

of a conceptualization. Conceptualization is an 

abstract model of the world to be represented and 

that representation must explicitly specify the 

concepts, properties and relations. Borst [23] 

modified this definition, stating that an ontology is 

a formal specification of a shared 

conceptualization. He emphasized that there must 

exist a model in the specification of the ontology 

and the conceptualization should be done in such 

way to allow sharing. The expressed knowledge 

should be common sense and not particular to the 

person writing. Studer, Benjamins and Fensel [24] 

complement the definition asserting that an 

ontology is a formal, explicit specification of a 

shared conceptualization, reinforcing the 

requirement that the specification be explicit. 

To Gobin [17], this definition is based on 

the idea of conceptualization, i.e., a simplified 

version of the real world represented by providing 

a common and shared vision of a domain that can 

be communicated between people and systems. 

To Dillon and Simmons [25], ontologies 

support sharing a common understanding of the 
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information structure among people or software 

agents, but not only that, they also make it possible 

to reuse the given knowledge domain, and explain 

the assumptions, separating the operational 

knowledge from the domain knowledge, in addition 

to permit the analysis of domain knowledge. The 

ontologies engineering, in turn, is defined by the 

same authors as a highly collaborative process, 

since an ontology developed fairly accurately will 

be useless if it will not be accepted by domain 

experts, who should be directly involved in its 

development. 

Bobillo et al. [11] state that ontologies allow 

data to be enriched with semantics, permitting 

automatic checking of data consistency, and giving 

an easier way to maintain the knowledge base and 

reuse of components. 

Thus, assuming ontologies as tools for 

computational representation of specific 

knowledge of a domain, giving it meaning, 

ontologies can be used to provide semantics to 

indicators modeling. 

In order to address the representation of 

performance measurement indicators, considering 

imprecision, vagueness, temporality and 

relationship between other indicators, with the aim 

of improving comparison of indicators, we propose 

a model based on ontology, as shown in Figure 1. 

 According to the literature, we can say that 

we have to know more about a given indicator, to 

understand its real meaning and the implications of 

its value. More complete knowledge about the 

origins of the data involved in the calculation of the 

value of an indicator could create the basis for a 

more accurate comparison between indicators, 

improving comprehension of its meaning and 

allowing the decision on what indicators could be 

compared and used for a decision-making process. 

 We also believe that we should know, at 

least, the following information about an indicator 

in order to facilitate improved comprehension and 

comparison: 

 Entity interested in an indicator. 

 Variables the indicator is related to. 

 The description, the value and the 

importance (weight) of the indicator. 

 What kind of criteria are used in a given 

domain to assess the indicator. 

 What kind of formula or mathematical 

calculus is executed to calculate the 

indicator value. 

 What other attributes compose the 

indicator value. 

 Which point in time the indicator is related 

to. 

 
Figure 1. Proposed model 
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 What relations between other indicators 

need to be known. 

All of these needs are represented by classes 

and properties in the proposed model, shown in 

Figure 1. 

The ontology consists of six classes. 

The “Entity” class is related to the 

“Variable” class by the "hasVariable" property in 

order to represent the relationship between an entity 

and the variable to be analyzed, which in turn, 

comprises one or more indicators. 

The “Variable” class is related to the 

“Indicator” class through the "hasIndicator" 

property in order to represent the relationship 

between an indicator and the assessed variable 

referred to by this indicator. 

The “Indicator” class, in its turn, has three 

properties. The first, "hasDescription" has the 

objective of providing a text description of the 

indicator. The second, called "hasValue" indicates 

the final value of the indicator calculation. Finally, 

the property "hasWeight", seeks to establish the 

importance of this indicator in an instantiated set of 

indicators by the ontology.  

Also, in order to represent the relationships 

between indicators, the model implements the 

properties "givesDataTo" and "takesDataFrom" 

which indicate the links between indicators, their 

relationships and mainly represent the need to share 

data between them. 

The “Indicator” class relates to the other 

three classes, which seek to ensure their meaning: 

“Criteria”, “Formula” and “Attribute”. 

The “Criteria” class stores the necessary 

information for classification of represented 

indicators, from which you can set the sufficiency 

of the calculated values. 

The “Formula” class tries to show the 

calculation methods of an indicator, ranging from 

simple arithmetic expressions such as sum or 

average, to complex mathematical formulas needed 

to calculate the numerical value represented by the 

indicator. This class is linked to the class indicator 

for the property “hasFormula”. 

The “Indicator” class is also related to the 

“Attribute” class through the property “has 

Attribute”. This class has the objective of 

representing involved features and variables in the 

calculation of the modeled representation indicator 

value. These attributes are therefore part of the 

process of semantic enrichment of indicators. They 

allow the description of elements that complement 

and ensure meaning, and give the necessary data to 

determine indicator values. The “Attribute” class 

has two properties: “hasDescription” and 

“hasValue”. The first is responsible for describing 

the feature to be modeled, and the second for 

assigning a value.  

In the next section we will see an usage 

scenario of our proposed ontology. 

 

4 USAGE SCENARIO 

  

An example could be given to demonstrate 

the use of the proposed model in order to represent 

indicators, dealing with imprecision, vagueness and 

the relations between indicators, which shows how 

comparison is supported. A given company with 

operations across the country, needs to analyse its 

fleet fuel consumption, and needs this to be done 

car by car. 

A report will show the fuel consumption of 

each car, telling that a car “A”, located in the North 

of the country, had an average fuel consumption of 

12 km/l. And a car “B”, located in the South of the 

country, had a consumption of 13 km/l.  

Now, in order to analyse this data, we have 

to make comparisons, and the question we have is: 

are both car equally economical? Is it possible to 

compare the consumption of car “A” and car “B”? 

We have to know some more details about 

these indicators in order to make a comparison 

between these two values. All this information is 

represented in the ontology shown in Figure 2. 

According to the specialists [26], a car’s 

fuel consumption could be influenced by a lot of 

factors, like seasonal features, (e.g. temperature, 

wind), and the use of some components of the car, 

like air conditioning. 

To establish an accurate comparison, 

variables must be defined by domain specialists or 

according to company interests. The ontology 

allows these adjustments, adapting to each 

situation. Thus, all of these variables must be 

analysed to determine if both indicators are 

equivalent and could be fairly compared.  

Relations and information about the 

indicators are shown in the Figure 2. 
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In our case of comparison, we have two 

indicators that could be assessed as the same, but 

each one has its own particularities, as we can see 

in Figure 3. 

The car “A” average consumption and the 

car “B” average consumption indicators has seven 

attributes that must be considered in order to be 

assessed: consumption, distance, location, average 

time of air conditioning use, average temperature 

and average wind speed and period. 

Apparently, car “B” is more economical 

then car A, because it has travelled 130 km instead 

of the 120 km of car A, using 10 l of fuel. But we 

have to consider other variables involved in the 

representation of these indicators. 

Car “A” has travelled 120 km using 10 l of 

fuel. It is located in North of the country, where the 

average temperature is around 35ºC, which 

demands 8 hours of use of air conditioning per day. 

The wind, in this part of the country, is around 10 

km per hour. 

On the other hand, car “B” has travelled 130 

km using the same 10 l of fuel in a very different 

environment. This car is located in the South of the 

country, where the average temperature is 15ºC. In 

such temperatures, cars do not need to use air 

conditioning. The wind speed is around 20 km per 

hour in this part of the country at this period of the 

year. 

So, as we can see, some factors that could 

increase a car’s fuel consumption are affecting the 

indicators related to car “A”, and apparently 

making it less economical then car “B”. However, 

analysing all variables we could say that, despite of 

all the factors, car “A” is just 1 km/l, on average, 

less economical than car “B”. 

Dealing with all these variables, a lot of 

other calculus could be performed to achieve an 

accurate comparison, considering, for example, 

what is the impact of the use of air conditioning in 

the car consumption, or even what is the influence 

of the wind or temperature on the performance of 

 
Figure 2. Car consumption ontology 
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the engine, and how the company cost is increasing 

because of these variables. 

Figure 4 shows an another analyses that 

could be performed over our model. As we may see, 

some attributes were considered higher than in Car 

“B”, others were considered equal or lower. Two 

attributes can be considered as just information in 

order to increase the semantic of the indicator. 

Analysing this attributes, we can say that in North 

of this given country, the temperature is higher in 

July then it´s in the South, what demands more time 

of air conditioning. In this case, as the cars have 

used the same amount of fuel, this difference of 

temperature and air conditioning can be reflected in 

lower covered distance by car A.  

This usage scenario has demonstrated the 

importance of considering a set of information 

when making a comparison between indicators. We 

have demonstrated that ontologies can represent the 

background, increasing semantics and exactly 

situating the indicator in its domain, reducing 

vagueness and giving improved comprehension of 

the background of the measurements. 

 

5 CONCLUSIONS AND FUTURE RESEARCH 

 

 In this paper, we proposed a semantic model 

to represent performance measurement indicators, 

based on an ontology, which addresses vagueness, 

and the lack of semantics concerning the 

background of measurements, in order to allow 

improved comparison between indicators.  

 The semantic technologies have been 

shown to be able to represent all the complex data 

involved in the comparison of indicators. 

In the usage scenario proposed, we 

demonstrated that in a huge country like Brazil, 

with different seasonal conditions in different 

regions (or even in a comparison between the 

consumption of cars of the same company in 

different countries in Europe) the task of comparing 

indicators is non-trivial. It is important to take into 

account factors involved in the use and fuel 

consumption of the car. In the same country, or 

region, the same season may have different weather 

conditions, temperature or wind, for example. Such 

variables could affect fuel consumption, e.g. where 

a higher temperature could increase the regular 

consumption due to use of air conditioning. 

Background information is therefore needed about 

an indicator to be able to make comparisons, and 

semantic technologies are ready to address this sort 

of challenge. 

The main contribution of this study is a new 

approach to indicators representation in order to 

support comparison. The model has the potential to 

allow computer-based comparison between two or 

more indicators. An interesting direction of further 

 
Figure 3. Comparison between attributes from two indicators 

 
94

International Journal of Digital Information and Wireless Communications (IJDIWC) 6(2): 87-96
The Society of Digital Information and Wireless Communications, 2016 ISSN: 2225-658X (Online); ISSN 2412-6551 (Print)



 

research would be to implement a knowledge-based 

system to simulate the use of the model in a real and 

computational situation. 

As future research we propose two main 

aspects of the model: time and imprecision. We 

know that time plays a central role in indicators 

comparison, because a given indicator represents a 

specific point in time, or even a specific period of 

time. So, a model that could expand the 

representation of time, allowing different 

granularities, could be more effective in order to 

give a complete semantic representation of 

indicators.  

On the other hand, dealing with imprecision 

could be a good way to improve representation of 

indicators. In our usage scenario, some questions 

could be answered, like: what is the economical 

level of car “A” related to car “B”? What is the 

impact of the variables in the consumptions of the 

car? Some linguistic variables could be associated 

to this analysis, like “high”, “low”, “better”. The 

specific literature about fuzzy logic offer some 

answers to this questions, so a model that could 

represent this imprecision could improve the 

indicators’ representation and increase the 

performance of the reasoning.  
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ABSTRACT 
 

Green Information Systems (IS) offers promise for IS 

scholars to make significant contribution in reducing 

greenhouse gas emissions, achieve sustainability and 

reducing the effects of global climate change. Green IS 

has therefore become one of the latest considerations to 

improve organization’s environmental sustainability 

whilst reducing the cost of IT processes. Due to recent 

research centered on sustainability, a few number of 

Green IS models and frameworks have been developed 

for addressing environmental sustainability, however 

there is still problem relating to provision of adequate 

data that can train, educate and support practitioner in 

diffusing and implementing Green IS in organisations. 

Thus after reviewing existing research of Green IS, this 

paper proposed a Case Based Reasoning (CBR) 

architecture for Green IS Implementation in 

organisations to train, educate and support practitioner 

in implementing Green IS in their organisation and a 

Component Based Model to support Practitioners in 

diffusing and achieving Eco-Sustainability goal. 

Contribution from this paper can also be used as a 

guide for future research in this domain. 
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1 INTRODUCTION 
 

The society and organisations are entirely 

dependent on the environment for existence. In 

spite of this crucial dependency, human activities  

 

 

are degrading the environment. The deprivation 

now threatens the wellbeing of all people and 

possibly the long-term survival of the human race.  

It is argued that establishing environmental 

sustainability is one of the most important global 

challenges of the 21
st
 century and that the 

information systems discipline has both a 

obligation and an prospect to contribute to solving 

this challenge. On the one hand, IT contributes 

approximately 2% of global greenhouse gas 

emission. Reducing these effects through more 

energy-efficient systems with decreased 

environmental impact is the domain of Green IT.  

More broadly, Green IS is suggested as a means to 

also resolve the remaining 98%. Green IS has 

evolved as a subfield of the information systems 

(IS) discipline investigating how IS can support 

sustainability. It contrasts from Green Information 

technology (IT) in the sense that it’s not limited to 

the energy efficiency and equipment utilization of 

IT, but focuses on the design and implementation 

of information systems that contribute to the 

implementation of sustainable business processes 

and also enhance business productivity. Green IS 

is considered to have high transformative power, 

as it addresses the revolution of socio-technical 

systems in a number of application areas [1].  

Information Systems (IS) were the ultimate force 

to improve productivity in the last decade. 

Currently, organizations have more opportunities 

to benefit from sustainable development while 

improving productivity, reduce costs and increase 

profitability. However, practitioners poor 

environmental practices results in many types of 

waste; Balances energy inefficiency, noise, 
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friction, and the emission of all products, waste 

subtracted from economic efficiency. Such poor 

environmental practices could be improved with 

the implementation and diffusion of Green and 

sustainable practices in their business processes. 

Presently in IS Community sustainability has 

become an important issue in the strict sense of 

reducing the direct environmental impacts of IT 

use. Energy efficiency in hardware and data 

centers continues to receive a great deal of 

research, given the potential to decrease emissions 

and lessen energy costs [2]. Recycling of 

computer hardware, network infrastructure and 

electronic waste is also a necessity for enterprises 

to implement a sustainable practice. However IT 

based firms such as Dell and Toshiba promote 

environmentally-friendly designs emphasizing 

reusability and elimination of toxic chemicals, 

while IT service enterprise offer green IT 

consultation to end users.  

Green IS can therefore minimize the total cost of 

technology usage and increase the total 

environmental value. Therefore Green IS 

approaches support business’s sustainability 

initiatives, examples of such initiatives include the 

deployment of analytical tools and IS that support 

dynamic routing of automobiles to reduce energy 

consumption, the execution of emission 

management systems and the supplanting of 

carbon emitting business practices through 

videoconferencing and other online collaborative 

facilities. As a result, the implementation and 

diffusion of Green IS can be considered as a 

critical factor not only for the sustainability of 

businesses but also the success of the low carbon 

economy [3]. 

In diffusing and implementing Green IS practice 

organisations are committed to reducing the 

concentration of harmful substances, saving the 

use of natural resources, creating a safe working 

environment to make their products and service 

compliant with applicable laws and regulations. 

Thus in diffusing and implementing sustainable 

practices each year, organisations not only reduce 

the carbon-dioxide emissions but also save the 

material, energy, and disposal costs [4]. IS 

includes information technology (IT) hardware 

and software, people, processes, and have specific 

purposes. Green IS focuses mainly on 

environmental sustainability all over the IT 

lifecycle, and aim to enable and transform entire 

organisations toward environmental sustainability 

hub. Green IS also presents a fundamental solution 

to organizational environmental degradation [5]. 

But currently practitioners are faced with various 

issues when implementing and diffusing 

sustainable practices in their organisation, such as 

insufficient information to provide support on how 

to implement Green practices. According to [6] 

there is lack of information for making decision 

relating to sustainability diffusion in enterprise, 

thus enterprise need to integrate data from 

multiple information systems to support their 

multiple business processes and attain 

sustainability. But the availability of information 

can be useful to practitioners in various ways, 

such as practitioners gaining access to cost and 

energy systems working in real-time to provide 

support to practitioners to measure the cost and 

energy utilized in their business.  

[7] mentioned that one of the problems of 

attaining an environmental sustainability is lack of 

information to enable and motivate economic and 

behaviorally driven solutions. [8] stated that in an 

IS based Green supply chain management (SCM) 

there is need for an enterprise system which 

collects, restore, coordinate, classify and forecast 

the information resources, that is crucial to 

provide support for the practitioners in attaining 

sustainability. This is based on the development 

and the change of the facing environment, in 

which practitioners will need a support system.  

Thus this paper contributes to environmental 

sustainability by synthesizing the existing Green 

IS frameworks and models into a single 

component based model that is purposefully 

aligned to environmental sustainability. Thus this 

paper is theoretical and exploratory in nature and 

makes an original contribution by providing a 

synthesized Green IS component based model and 

a case based reasoning architecture aligned to the 

concept of environmental sustainability to provide 

adequate data to train, educate and support 

practitioner in diffusing and implementing Green 

practices in organisations.  
The structure of this paper is organized as follows: 

Section 2 is literature review, section 3 is the 

methodology, section 4 is case based reasoning 
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architecture, section 5 is Green IS component 

based model, section 6 is discussion and finally, 

section 7 is the conclusion and future works section. 

 

2 LITERATURE REVIEW 

 

This section lays a theoretical outline of 

Sustainability, Green IS, Green IT and CBR. 

 

2.1 Information System for achieving 

Sustainability in Organisation  

 

Sustainability means meeting the needs of the 

present without compromising the ability of future 

generations to meet their own needs. [9] stated 

that for an enterprise to achieve sustainability 

triple bottom-line, also known as the 3Ps; planet, 

people, and profit must be considered by the 

management in the enterprise. IS also considers 

the 3Ps as the major force driving growth and 

productivity in the last decade has a critical role in 

creating a sustainable organizational business 

practice. A global UN survey to determine the 

issues controlling the future identified sustainable 

economic development as the dominant issue. The 

report notes, never before has world opinion been 

united on a single goal as it is on attaining 

sustainable development.  

Currently humans’ consumption of the earth’s 

resources is unsustainable and is creating major 

environment problems. Climate change, resource 

depletion, loss of biodiversity, and air pollution 

has a major impact on many citizens and the earth, 

thus organisation and the society need to change 

the current behavior, if we want to achieve 

sustainability. The present consumption of the 

earth’s finite resources cannot be maintained. 

Therefore there is need to move to sustainable 

development, which meets the needs of the present 

without compromising the ability of future 

generations to meet their own needs [10].  

At the moment, the disposal of equipment by 

organisations is a major environmental problem 

because of the toxic products in computers 

hardware. However, IS has been the major 

contributor to productivity growth in many 

countries over the last half century. IT is also 

needed to deploy the IS that will support 

sustainable business practices. Organisations are 

linking sustainability to their corporate strategy. 

They recognize that they have key responsibility 

to participate in solving this critical global 

problem and end users expect them to provide 

Green products and services. Sustainability 

requires sustainable business practices because of 

the dominant role of organisations in the global 

economy. Thus it is fair to conclude that IS is a 

major element in the transition to a sustainable 

economy [10]. 

 

 

2.2 Green IS and Green IT in Organisation 

 

IT specifically focuses on computer devices that 

store, transmit, or process information, IS is more 

encompassing, as it includes the integrated and 

cooperating set of people, processes, software, and 

information technologies to support individual, 

organizational, or societal goals [11]. IT and IS 

contribute to the environmental issues differently, 

For the most part, it appears that IT is part of the 

problem; such as data centre’s energy 

consumption, electronic waste. While IS can be 

part of the solution; such environmental 

management systems, telecommuting programs 

[9]. Table 1 shows the role of Green IT and Green 

IS in organisations; 

 

 
Table 1. Role of Green IT and IS in Organisation 

Green IT Green IS 

Green IT is mainly focused on 

energy efficiency and 

equipment utilization [10]. 

Green IS refers to the design 

and implementation of 

information systems that 

contribute to sustainable 

business processes [10]. 

Green IT is perceived as 

focusing on minimizing the 

harm of technology to the 

environment [12]. 

Green IS may be viewed as an 

enabler of environmental 

sustainability [12]. 

Is the study and practice of 

designing, manufacturing, 

using, and disposing of 

computers, servers, and 

associated subsystems such as 

monitors, printers, storage 

devices, and networking and 

communications systems  

efficiently and effectively with 

minimal or no impact on the 

environment [13]. 

It’s the conversion of physical 

(individual, business, 

community) activities to more 

efficient digital alternatives to 

reduce their carbon footprint, 

and on how information can 

be leveraged and managed to 

enable sustainability [9]. 

International Journal of Digital Information and Wireless Communications (IJDIWC) 6(2): 97-111
The Society of Digital Information and Wireless Communications, 2016 ISSN: 2225-658X (Online); ISSN 2412-6551 (Print)

99



 Refers to the design and 

implementation of systems 

that contribute to sustainable 

business processes or enables 

environmental sustainability 

[9]. 

 

 Green IS tends to be less 

direct in its impact. It focuses 

on designing and initiating 

systems to enable 

environmental management 

and includes the concept of 

Green values enacted during 

design and implementation 

[12]. 

 

 

From Table 1 it can be seen that Green IT involves 

lowering of energy consumption and cost 

reduction within data centres but Green IS takes 

the scope a step broader, by incorporating the 

possibility of entire systems, viewed holistically 

and thus potentially able to offer more 

comprehensive solutions for environmental 

sustainability. Presently IT and IS are often at the 

forefront of managerial practice, in supporting 

sustainable economic development in 

organisation. Table 2 shows the contributions of 

Green IT and IS presently in organisations. 

 

 
Table 2. Contributions of Green IT and IS in 

Organisation [10] 

Green IT Green IS 

Promotes the design of 

energy efficient chips and 

disk drives. 

Reduce transportation costs 

with a fleet management 

system and dynamic routing of 

automobiles to avoid traffic 

congestion and reduce energy 

consumption.  

 

Replacing personal 

computers with energy 

efficient thin clients. 

Support team work and 

meetings when employees are 

distributed throughout the 

world, and thus reduce the 

impact of air travel. 

 

Promotes telecommuting 

and remote computer 

administration to reduce 

transportation emissions. 

IS can move remote working 

beyond telecommuting to 

include systems that support 

collaboration, group document 

management, cooperative 

knowledge management etc. 

 

Reducing the energy 

consumption of data 

centers. 

Track environmental 

information (such as toxicity, 

energy used, water used, etc.) 

about the creation of products, 

their components, and the 

fulfillment of services. 

 

Promotes usage of 

renewable energy sources 

to power data centers. 

Monitor enterprise's 

operational emissions and 

waste products to manage 

them more effectively. 

 
Reduces electronic waste 

from obsolete computing 

equipment. 

Provides information to 

stakeholders,  so they can 

make green choices more 

conveniently and effectively. 

 

 

 

Table 2 shows that information technology (IT) 

supports organisations to transmits, processes, or 

stores information and information system (IS) is 

responsible for the integration and collaboration of 

software, using information technologies to 

support individual, group, organizational, or 

societal goals.   

Similarly, Table 2 shows that Green IT mainly 

focused on energy efficiency and equipment 

utilization and Green IS, in contrast, refers to the 

design and implementation of information systems 

that contribute to sustainable business processes 

[10].  

 

 

2.3 Overview of Case Based Reasoning (CBR) 

 

Case-based reasoning (CBR) is the process of 

solving new problems based on the solutions of 

similar past problems, by retrieving similar cases 

from a case base. Hence, practitioners can reuse 

and revise solutions from similar cases and obtain 

the final confirmed solution for the new problem 

[14].  

Research studies have utilized CBR in various 

applications in architectural design and Green 

application management, such as estimation of 

energy consumption, cost and duration estimation 

of software projects.  

CBR is a problem-solving and continuous learning 

methodology. In CBR, new solutions dealing with 

a current situational circumstance are generated by 
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retrieving the most similar cases from the case 

base and familiarizing and reusing them in the 

present circumstances. The CBR technique can be 

explained as a four-step process as shown in 

Figure 1; 

 

 
 

Figure 2. Case Based Reasoning (CBR) System   

Adopted from [14] 

 

Figure 1 shows the CBR system’s composed of 

four steps: retrieve, reuse, revise and retain, 

which are termed by many researchers as the CBR 

cycle. CBR is outstanding at dealing with real 

world, open-ended, difficult problems (such as 

Green IS implementation). Thus CBR should be 

used whenever possible, because it is often the 

fastest approach for gaining a adequate solution 

among the available techniques [15]. Below are 

the CBR phases; 

 

i. Retrieve: Given a target problem or a new 

case, retrieve from the case base to get the 

most relevant and similar cases. Usually, a 

case consists of a problem description and its 

solution. Thus this phase mainly involves the 

retrieval of one or several cases that contain 

solutions that can be reused in the current 

problem solving context. Since it is usually 

unlikely that the case base already has a 

problem that matches the new one exactly, the 

concept of similarity is normally used to 

execute the retrieval task, CBR technique 

employ similarity measures that allow 

computation of the similarity between two 

problem descriptions. In general, similarity 

can be divided into three types: (1) surface 

similarity, derived similarity, and structural 

similarity. 

 

a. Surface similarity is mostly the similarity of 

the characteristic that are provided as part of 

the description of the case, such as the height 

of a material, the cost of a implementing green 

practice in a project, etc.  

 

b. Derived similarity is the similarity of derived 

capabilities, which are obtained from the 

description of the case by inference, based on 

domain knowledge. For example, in the 

mobile field, to find a similar mobile device, 

the area of a screen may be more significant 

than simply its length and width.  

 

c. Structural similarity is the similarity of the 

characteristic of the object. This similarity is 

used at where cases need to be presented in 

complex configurations, such as charts or 

histogram. In these cases, the retrieval step 

requires a measurement or a learning 

procedure of the structure of the cases first and 

then computes the characteristic similarity. 

 

ii. Reuse: Plots the solution from the retrieved 

cases to the target problem and offer a 

proposed solution. This may involve adapting 

the solution, as needed, to fit the new situation. 

This second step of the CBR leads to 

proposing a solution for a new problem from 

the solutions in the retrieved cases. In most 

situations, individuals will simply use 

replacement or conversion. In some special 

cases, the reuse step is modified to assist in a 

better retrieval. 

 

iii. Revise: Test the suggested solution in the real 

world or in a model and, if necessary, revise in 

order to have the confirmed solution. The third 

step, revise, is highly user based. In some 

cases, the revise step is integrated into the 

reuse step. The retain step is the last step in the 

CBR cycle. In many Internet-based systems, 

such as electronic-commence endorsement 

systems, in order to maintain a high quality 

case base which not only maintains an 

acceptable diversity but also reduces the 
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number of cases and thus reduces the 

computation time, different methods have been 

recommended to selectively retain and even 

replace the case in the original case base. 

 

iv. Retain: After the solution has been 

successfully applied to the target problem, the 

solution is store and the resulting outcome is a 

new case in the case base. 

 

2.4 Existing Green IS Models and Frameworks  

 

Green IS has gain reliance for the past decade, 

researchers, academicians and organisations are 

concerned on how to utilize information system to 

reduce the impact of CO2 generated from the use 

age of IT.  

In view of these issues [4] designed a conceptual 

model of reasoning that is based on the variables 

for Green Supply chain and the impact of Green 

supply chain. The researchers used the model to 

test its influence on firm’s Business Process 

Implementation (BPI), business innovation and 

value added performance. The model aims at 

reducing cost, expanding business and enhances 

globalization based on Green IS.  

[16] developed a practice oriented Green IS 

framework aimed at lowering organisational 

Greenhouse Gas. The framework consists of six 

components. The component includes business 

and IS strategy that determines the people, 

dematerialisation; energy efficiency, Green 

operations categories and waste and recycling. [6] 

proposed an entity centric approach to Green IS to 

help organisations in forming a cohesive 

representation of the environmental impact of their 

business operations at both micro and macro 

levels. Their approach focuses on the concepts that 

define particular areas of interest in an 

organisation, for example, business entities like 

employees, products, customers, intellectual 

property, assets, etc. 

[5] synthesised existing Green IS framework and 

proposed an IS framework that purposely aligned 

to strong environmental sustainability. The 

proposed framework comprises of motivating 

forces, Organisation (People and IS) and Strong 

environmental sustainability. The framework 

serves as a guide for further empirical research; 

and as a prescriptive for informing management 

practice. In practice, the framework provides main 

focal points for management in the pursuit of 

environmental sustainability. 

[2] contributed to Green IS research by presenting 

a model of IT investment and carbon productivity. 

The model comprises of Government policy and 

individual behaviour that are dependent on the 

inputs of the labour, Capital, Energy and GHG 

emission of the people involved in the 

organisation, investments in production process 

implemented by the people and value added 

output that is based on the demand pattern of the 

government and individual behaviour.  

[8] develops a three layers enterprise application 

information system integration model based on the 

green supply chain management (SCM) 

combining with the relationship of enterprise 

application information systems, and describes the 

function and relation of each layer to help 

enterprise realize the sustainable development, 

through the green grade barriers and heighten the 

competition ability. The model assists SCM in 

help enterprises facing the serious marker 

competition and economic crisis and enhances the 

ability to face the pressure of environment and 

energy. 

[10] demonstrate how the transformative power of 

IS can be leveraged to create an ecologically 

sustainable society by suggesting a new subfield 

of IS, energy informatics, reducing energy 

consumption, and thus CO2 emissions. This can 

be expressed as Energy + Information < Energy. 

The concept for Energy informatics is concerned 

with analysing, designing, and implementing 

systems to increase the efficiency of energy 

demand and supply systems.  

This requires collection and analysis of energy 

data sets to support optimization of energy 

distribution and consumption networks. The 

researchers proceeded to develop an energy 

informatics framework which comprises of the 

stakeholders (consumers, Suppliers and 

Governments), Eco-goals (Eco-efficiency, Eco 

effectiveness and Eco-equity) which are 

influenced by the following attributes; policies & 

regulations, economics and corporate norms. 

These attributes affects the supply and demand in 

the organisations information system. 
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3 METHODOLOGY 

 

The objective of this section is to explain how the 

chosen research methodology addresses the 

research problem. The paper assumes 

constructivism, which refers to inquiry about a 

domain that is dependent on human perception 

and to epistemology where knowledge about the 

world is gained subjectively [5]. Such a basis fits 

the review of existing literatures for interpretation 

and explaining social phenomena using existing 

data. Literature review is also appropriate for IS 

research focusing on managerial and 

organisational issues.  The paper is theoretical and 

exploratory in nature, and conducts a research 

synthesis on relevant and quality literature 

retained from a systematic literature search 

strategy. Research syntheses make a valuable 

contribution to the academic body of knowledge, 

and further academic discourse by uncovering 

meaningful, abstract features and patterns, and by 

providing new theories, model or frameworks.  

The research synthesis begins by analysing the 

existing Green IS model and frameworks’ 

purposes and characteristics. The frameworks or 

models purposes and characteristics are then 

iteratively distilled to extract the essential 

components and attributes related to achieving 

sustainability in organisation.  

 

 

3.1 Impact of Information Technology (IT) on 

the Environment  

 

Researchers in sustainability have framed the 

impacts of IT on the environment as first, second, 

and third-order effects. First-order effects are 

direct impacts from IT hardware during the 

product lifecycle, including production, use and 

dumping of computer equipment. These effects 

are similar to the scope of Green IT. Second-order 

effects are the effects of ICTs on other processes 

such as transportation or manufacturing 

production, influencing their environmental 

impacts. This is similar to Green IS. Third-order 

effects are longer term. They occur when 

widespread use of ICTs leads to changes in 

routines and economic structures. Third-order 

effects may be seen in specific cases, such as 

telecommuting or the growth of domestic 

businesses built on e-commerce platforms such as 

Alibaba. So far, these effects are limited, but 

widespread adoption of the internet is only a 

decade or less old in many countries [2]. 

 

3.2 Green Information Systems (IS) Process  

 

In Green IS process, management have to work 

closely with practitioners and end users to 

effectively manage the environment. Figure 2 

shows the summarized Green IS process. 

 

 
Figure 2. Green IS Process [4] 

 

 

i. Green Design 

Refers to the use of natural, organic, and 

recyclable material, which aims for zero waste 

designs; that is making old outputs new inputs.  

 

ii. Green Procurement 

Green procurement process mainly integrates 

environmental principles to restrict the use of 

harmful substance on the procured material, 

components or products to decrease the generation 

of unsafe chemicals. 

 

iii. Green Development  

Green development is a business approach to 

reserve resources, lessens consumption of new 

raw material, and limits the use of lethal chemical 

substance in development and design decisions to 

minimize negative impacts over the environment. 

 

iv. Reuse and Recycling 

At the end of a design and development phase, 

practitioners shall recycle old products and reduce 

components to reduce resource waste and 

pollution.    
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Figure 2 shows the case based reasoning (CBR) 

architecture for Green IS implementation in 

organisation. The architecture uses the concept of 

New Green Case Problem Retrieved Green 

Case Problem Retrieved Green Case Solution. 

Below are the modules in the Green IS CBR 

architecture; 

 

1. Green Experts Input 

This is the first module in the CBR architecture, it 

involves; 

a. Green Practice/Approaches Selection – in this 

phase the new Green cases are selected by the 

Green IS experts. These cases are added into 

the case base. 

b. Indexed Green approaches/Practices – in this 

phase the added Green cases are indexed into 

the case base. In this phase the case base 

automatically assigns a unique case number to 

each case that is been added in to the case 

base.  

 

c. Green Components (External Knowledge 

Source) – The Green components involves 

motivating forces, business strategies, 

technology & systems, management and 

practitioners as seen in Section 5 of this paper. 

Previous Information on these components are 

added into the case base. The added 

information aids and supports the organisation 

in attaining sustainable practice in their 

business process and are reused by current 

practitioners in carrying out sustainable 

practices in their organisation. This phase also 

involves inputting previous Green experience 

to solve new sustainability problems. This is 

the first phase of CBR for Green practice and 

is particularly appropriate for learning, since 

learning is already part of the life cycle of the 

CBR architecture. The Green data from the 

external source is used to improve the decision 

making process relating to Green IS 

implementation in the organisation. 

 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           

4 CASE BASED REASONING (CBR) 

ARCHITECTURE FOR GREEN 

INFORMATION SYSTEMS  
 

Figure 3. Case Based Reasoning (CBR) Architecture for Green IS Implementation in Organisation 
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2. Green Process 

a. Retrieval Green Approach/Practice – involves 

the retrieval of similar Green cases from the 

case base. This phase is triggered by a query 

that consists of a new Green case describing 

the problem to be solved. Then, the case 

representation mechanism constructs an 

internal representation of the new case, which 

is compared with cases in the case base of the 

CBR system to identify similar Green cases.  

b. Reuse Green Approach/Practice – involves 

the application of the green cases retrieved 

from the case base. In this phase a solution for 

the new Green case-problem is obtained from 

the similar retrieved Green cases. This Green 

solution will be eventually customized through 

the adaptation mechanism in order to be 

reused by the practitioners for sustainable 

business process.  

c. Revise Green Approach/Practice– in this 

phase the Green solution from the case base is 

used and summarized. However, if the solution 

is suitable for the problem (achieving 

sustainability), the learning mechanism of 

CBR will evaluate the possibility of including 

the new Green solved case in the case base, 

which can be adopted in future. 

d. Retain Green Approach/Practice–this phase 

formulates new Green solution from the 

practitioners. These solutions are retained and 

stored in the case base. However, in some 

cases the Green CBR architecture may not 

necessarily retain all new solved cases because 

it will not automatically imply the solution as 

an improvement of the quality of existing 

solutions that was retrieved. 

e. Case Base- contains case base of Green 

Approach/Practice and how to achieve 

sustainability goals. It also provides different 

practical suggestions for business people to 

implement eco-entrepreneurial strategy 

including: green brainstorming, cost 

reductions, stimulation of innovation through 

green design and networking (interaction with 

stakeholders), attraction of interest of 

overwhelmed consumers in an emerging 

attention economy’ through green marketing 

and through green start-ups (green-green 

businesses), and providing energy efficient 

computing. The case base of the CBR 

architecture is represented allows effective 

searches and inferences of Green practice thus 

facilitating Green understanding and reuse in 

the organisation. 

 

3. Green Practice Output 

a. Practitioners- these are the staffs and 

management involves in ensuring that Green 

practices are implemented in the organisations 

business process. The practitioners’ objective 

is to ensure that sustainability is achieved in 

the organisation. These practitioners utilize the 

case base to accomplish the eco-sustainability 

goal (Eco-efficiency, Eco-effectiveness and 

Eco-equality). Thus it’s the practitioners’ duty 

to use IS to achieve a sustainable environment. 

 

 

4.1 Benefits of CBR Architecture towards 

Sustainable Environment 

 

Currently practitioners uses their intuitively and 

experience in implementing diffusing Green 

standards, since practitioners are faced with new 

types of projects with different project 

characteristics and requirements. To promote 

sustainability, practitioners could be provided with 

information on previously cases, which are similar 

to the new project. In this case, they can 

systematically capture and organize knowledge 

from the past cases to meet the new requirements. 

However, existing Green approaches don’t utilize 

previously certified cases to provide suggestions 

for the practitioners in implementing green 

procedures. 

Since practitioners frequently meet new types of 

projects with different project characteristics and 

requirements. It would be helpful if practitioners 

could refer to other similar green diffusion cases 

when planning, designing and implementing 

projects in their organisation. Thus the proposed 

case-based reasoning (CBR) architecture provides 

case studies of similar Green projects. Figure 3 

shows the case based reasoning architecture, it 

consists of CBR elements which are cases and 

case base. Where, cases are practical and valuable 
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sources of knowledge; they contain the structured 

knowledge and the collection of information to 

support Green decision-making. The Case base in 

the CBR architecture can be used as a storage of 

cases that provides training and education on how 

practitioners can implement Green practices in 

their organisation to support sustainable practice. 

The case-based reasoning CBR architecture can 

provide case studies of similar certified green 

practices, procedures and suggestions on how to 

resolve Green challenges such as providing 

information and support to practitioners in 

managing their business process.  

Thus CBR architecture provides a practical means 

to realize environmentally friendly operations and 

logistics. Via a knowledge pool that can be used to 

inform practitioners by facilitating practitioners in 

understanding and implementing greening 

strategies/approaches and to play a critical role in 

realizing a Green business process. The CBR has 

the potential and opportunity to support 

practitioners in implementing Green practices.  

The CBR architecture will play an important role 

in supporting organisations and its staffs to learn 

more of the approaches to improve their 

environmentally friendly operations and logistics 

activities. Thus to search and share best Green 

practices, comprising relevant strategies, 

approaches, etc. in the (CBR) architecture the case 

base is used to store all Green practices and 

procedures which holds the good practices that 

can be shared by all practitioners in the 

organisation.  

Thus experts in the organisation can provide their 

good practices into the common case base for 

sharing, through the organisations network. But in 

order to ensure the appropriateness of information, 

the organisation should conduct a screening 

process before adding their successful practices as 

useful knowledge input into the common case 

base. This also requires that besides a common 

case base, each practitioner may have his/her own 

individual case base, to store its good practices at 

first instance. The CBR architecture is based one 

of the most popular approaches for the 

development of knowledge-based systems and 

also the CBR architecture is considered similar to 

the way human beings solve problems. 

4.2 Benefits of CBR Architecture in Green 

Practices Implementation  

 

a. CBR assists practitioners in implementing 

green initiatives and approaches. 

 
b. CBR aids to identify the status of their 

operations and logistics processes with regard 

to the green aspects. 

 
c. CBR provides methods in facilitating and 

improving organisations green activities.  

 
d. CBR facilitate practitioners in understanding, 

selecting, developing and implementing Green 

strategies/ approaches. 

 
e. CBR also provides reference/ guidance/ 

learning to practitioners for successful Green 

practice.  

 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     

5 COMPONENT BASED MODEL FOR 

GREEN INFORMATION SYSTEMS 
 

This paper also proposes component based model 

for achieving eco-sustainability goal using green 

IS Components as seen in Figure 4. The model 

assists practitioners, and management to 

disseminate and transfer information with the 

support of green IS components in their 

organisation without compromising the benefit of 

the society and environments now and in the 

future. In eco-sustainable, Green IS plays a key 

role in the dissemination of information among 

practitioners that is the practice of using 

computing resources in an eco-friendly and 

efficiently manner. The proposed case based 

model provides a guide for researchers; academia 

and practitioner interested in Green IS research. 

The component based model can be utilized as a 

road map to build the beliefs and norms of 

practitioners, stack holders and end users about the 

environment which is essential to diffuse and 

adopt a sustainable practice in their organisations 

[17]. The component based model is adopted from 

previous works from [17] 
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Figure 3 shows the component based model for 

Green IS diffusion in organisation. The five 

components in the model influence the adoption of 

Green IS in organisations. The component based 

model for green IS diffusion considers the 

attributes that influence the components of Green 

IS, which are shown in figure 3 as Motivating 

Forces, Business Strategies, Technologies & 

Systems, Organization and Employee in context to 

the practice of Green IT/IS in organizations. Thus 

the component based model can assist 

practitioners in having a positive impact, with the 

potential to reduce global production of CO2 in 

their organisational business continuity. 

 

 

 

 

5.1 Proposed Model Components 

 

Below are the components for Green IS diffusion 

in organisation;  

 

1. Motivating Forces 

Motivational Forces controls how a firm conducts 

its business relation to adoption Green IT/IS based 

on standard set mostly by government or 

industries. These standards and Regulation are 

dedicated to sustain external groups and would 

include responding to pressure from government, 

regulatory bodies, and staffs of organizations. 

Furthermore, these regulations also refer to 

additional measures targeting the long term 

Figure 3. A Component Based Model for Green IS Diffusion in Organisation (Adopted From [17]) 
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sustainability, avoiding fines and penalties and 

also conserving the environment when mitigating 

risk. However, government regulation and policies 

are put in to place to ensure managers and 

practitioners respond to environmental issues and 

incorporate it into their business strategy, which is 

usually required, but also in the form of 

guidelines. Government regulations may apply to 

the state, the entire territory, or district-wide. 

Another type of standard is the Industry based 

standard which includes compulsory formal rules 

[17]. 

 

2. Business Strategies 

Mainly involves description of the organization in 

terms of its scope, size and management structure. 

This phase involves how the organization 

implements their business strategies. The strategy 

used by the organization to accomplish its 

objectives is very important in the adoption Green 

IT/IS practices. Business strategy mainly aims to 

support organizations in reducing their operating 

costs in product development. Thus green IT/IS 

can be used as a strategic decisions tool.  Business 

strategy is the most prominent drivers of green 

IT/IS and it’s aimed to reduce costs and carbon 

emissions, and achieve sustainable development 

[17]. 

 

3. Technologies & Systems 

Technologies and system defines the features of 

technology which would affect Green IS adoption 

and implementation. Therefore Technology and 

Systems refers to Infrastructure that enable 

sustainable-related businesses, these technology 

and systems are utilized by IT professionals and 

practitioners processing the knowledge and skills 

to implement green IS practices in their 

organisation [17]. 

 

4. Organization  

Green IT/IS practices is able to redesign how 

practitioners in the organization advancing their 

future eco-sustainability procedures and practices, 

especially those facilitated by information 

systems. The management works together to 

realize the social, economic as well as 

environmental benefits of accomplishing the aims 

and objectives of the organisation. The 

management must provide training successions 

and campaigns to inform the employee on how 

techniques such as telematics can improve Green 

IT/IS and why commitment of the organization is 

essential in implementing Green IT/IS [17]. 

 

5. Employee 

These are IT/IS managers and professionals 

(system designers and developers), environmental 

stewards and top management. The employees’ 

commitment is mandatory in planning, 

implementing, validating, deploying and 

maintaining the organisations system with eco 

sustainability considerations in mind. Thus the 

employees’ collaboration is based on their shared 

interest and stakes in fulfilling the objectives or 

requirements of the organization; this can be seen 

as part of the environmental ethics/stewards in the 

organization [17]. 

 

 

5.2 Green IS Components and Attributes 

 

Table 3 shows the Green IT/IS components and 

their attributes.  

 
Table 3. Green IT/IS Components and Attributes 

 
Component Attributes 

 

Motivating 

Forces 

Institutional pressure, public awareness, 

task, opportunities, incentives, laws & 

regulation, market pressure, media, 

guidelines, expectations, activities, 

communication, collaboration, industry 

wide standard and future consequences. 

Business 

Strategies 

Initiatives, operations, procedure, regulating 

market, process, routine & services. 

Technologies 

& Systems 

Hardware, software, database & 

infrastructure. 

Organization Policy, firm size, leadership, economics/, 

revenue, stakeholders, structure, financial 

consideration/cost saving, culture & public 

pressure 

Employee Attitude, behaviours, ethics, resources, 

social-culture, capabilities, values, beliefs, 

trend in society, knowledge, environmental 

orientation, experience, norms, 

commitment, awareness, intention & sector. 

 

These attributes influences and determines how 

the components are diffused to achieve a 
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sustainable environment in the usage of IT 

infrastructures in organisations. The attributes are 

to be considered in implementing a Green and 

sustainable practice. 

 

 

5.3 Eco Sustainability Goals 

 

Eco-sustainability is the capability of one or more 

object or beings, either independently or mutually, 

to exist either unaffected or in changed forms for 

lengthy time frame. Eco-sustainability aims to 

assist organisations diffuse and implement green 

practice implementation [17]. Table 4 shows the 

eco sustainability goal. The first goal, eco-

efficiency, has received more attention in the latest 

years. Indeed, Green IT has been working on the 

alignment of its business function with this goal. 

According to [18] Green IS can potentially 

address the three goals. 

 

 
Table 4. Eco Sustainability Goals 

Eco 

Sustainability 

Goals 

Description 

Eco-efficiency Refers to organization’s ability to provide 

competitively services that satisfy end users’ 

needs and bring value of life while gradually 

decreasing ecological impacts [17]; [18]; [10], 

[7]; [11]. [10] added that in eco-efficiency, 

financial goals still remain foremost in 

organization’s mind, but it should be mindful 

of the need to pursue sustainable practices 

where they do not interfere with financial 

considerations. Thus Eco-efficiency combines 

traditional efficiency goals with ecological 

considerations, and is defined as the delivery 

of competitively products and services that 

satisfy human needs and bring quality of life, 

while progressively reducing ecological 

impacts and resource intensity throughout the 

life-cycle to a level at least in line with the 

earth’s carrying capacity [10]. 

 

Eco-

effectiveness 

Aims to stop pollution and reduction of 

natural resources by guiding practitioners and 

firms’ responsiveness to the fundamental and 

important factors of environmental issues via 

a fundamental redesign of green system [17].  
Eco-effectiveness is the most promising goal. 

It means doing the right thing, e.g. making the 

choices that make possible long-term 

prosperity and environmental sustainability. It 

requires a shift in societal values and business 

models to transform our current economy 

[17]; [18]; [10], [7]; [11]. Eco-effectiveness 

means that we end current practices that result 

in ecological degradation. There is need to 

mimic nature and create ongoing healthy 

systems where the waste products of one 

process become inputs to other processes [10]. 

Eco-effectiveness involves the life-long 

concern with educating managers on the 

difference between efficiency (doing things 

right) and effectiveness (doing the right 

things). While eco-efficiency might focus on 

reducing the energy consumption of artificial 

lighting, the eco-effective approach would 

design work places that use natural lighting. 

Eco-effectiveness, considered the ultimate 

solution for ecological problems, requires a 

shift of mind set and transformation of 

business models [7]. 

 
Eco-equity Is concerned with the equal rights of people to 

environmental resources and a business’s 

social responsibility for the future generation 

[17]; [18]; [10], [7]; [11]. It aims for fair 

distribution of natural resources between 

current and future generations. One group in 

society should not consume so much that it 

denies other members of its generation their 

fair share of that resource. To implement eco-

equity as a societal goal, there is need to know 

what resources we have and how rapidly they 

are being consumed. Thus data base is needed 

for the full range of global resources with 

details of available stocks and depletion rates. 

Then, Green IS can develop methods for 

determining equitable distributions between 

and across generations [10]. 

 

 

 

5 DISCUSSIONS 

  

Green IS sees IT primarily as a problem to be 

treated; for example, data centers are a rapidly 

growing source of carbon emissions and need to 

be made more energy efficient to reduce their 

impact on the environment. Green IS utilizes 

information systems as a possible solution to 

many environmental problems. Presently, 

electricity generation is a major source of CO2 

emissions; smart grid technology can employ 

information systems to increase efficiency in the 

production, transmission, and use of electricity 

[2]. Green IS can contribute as solution to 
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environmental degradation and highlights 

conservation of the environment in order to 

support human life into the future [5]. Green IS, 

and sustainable development, should not been 

seen as a cost of doing business. Rather, they are 

opportunities for organizations to improve 

productivity, reduce costs, and enhance 

profitability.  

Poor environmental practices result in many forms 

of waste. Unused resources, energy inefficiency, 

noise, heat, and emissions are all waste products 

that subtract from economic efficiency. Less waste 

means a more efficient enterprise. Firms that 

actively pursue green IS to create sustainable 

business practices are doing the right thing for 

their community, customers, investors, and future 

generations. Managers seeking to create 

sustainable organizations and Green IS should find 

the CBR architecture very useful for thinking 

about problems, brainstorming solutions, and 

planning implementation of innovations. Hence, it 

is important to provide an approach for assisting 

management and practitioners in the development 

of Green IS. We start by recognizing the four 

fundamental drives of information systems [10]. 

The developed CBR architecture can provide 

practitioners and management with references of 

previous cases for new green projects, so that they 

can learn and utilize good practices from the past. 

Since each project is unique and system design is 

the result of a creative effort, the practices in 

previous cases may not be directly applicable to 

the new cases. Therefore, practitioners are allowed 

to modify the suggested solution according to the 

nature and needs of the new cases, as specified in 

the revise phase of the CBR cycle.  

Practitioners and management can use the 

retrieved similar cases as the base, and revise their 

design by considering the project-specific 

characteristics and requirements. However CBR 

technique does not encourage practitioners, 

academicians or researchers to use past technology 

to deal with similar issues but encourages them to 

learn from the past, and eventually revise in order 

to have an authentic Green design or Green 

procedure. It is believed that this type of 

knowledge technique can promotes better green 

implementation and diffusion [14]. 

 

6 CONCLUSION AND FUTURE WORKS 

 

To better understand the impacts of IT on the 

environment, practitioners should be aware that 

the use of IT results to 2 % of the total CO2 

emissions in the U.S., similar to the emissions 

created by the airline industry. Thus, Green IT 

seems to address a very small part of the overall 

climate change problem, although the 

environmental impacts of IT could grow very 

rapidly as hundreds of millions of people in the 

developing world go online for the first time, and 

data intensive applications such as video 

streaming demand more computing power. By 

contrast, the use of Green IS throughout the 

economy potentially addresses much of the other 

98 % of emissions [2].  

Green IS mainly includes the use of information 

systems to enhance sustainability across the 

economy. This view includes enhancing efficiency 

in industries that are major sources of CO2 

emissions, such as the transportation, 

manufacturing, and energy sectors. Green IS can 

therefore lead not only to reduction in carbon 

emissions but also to significant cost savings. This 

implies that Green IS can decrease organization’s 

environmental footprint.  

Green IS has a greater potential than green IT 

because it tackles a much larger problem. It can 

make entire systems more sustainable compared to 

reducing the energy required to operate 

information technologies. Thus Green IS can be 

implemented in organisation using CBR, which is 

a problem-solving paradigm in which, CBR use 

knowledge from past experiences to solve new 

problems. CBR consists of two basic parts: one 

corresponding to the description of the problem 

that is used to map similar cases, and other, which 

specifies the solution to the problem. It comprises 

of a case-based mechanism for case 

representation; a mechanism for retrieving cases 

and a similarity measure to identify relevant cases 

to a current problem by retrieving existing cases 

based on the current situation; a learning 

mechanism enabling the system to remember 

successful solved cases in order to reuse them in 

solving new problems [19].  

CBR architecture was developed to provide 

adequate data that can train, educate and support 
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practitioner in implementing Green practices in 

organisations by suggesting ways of promoting 

sustainability in their organisation and increase the 

environmental orientation of practitioners in their 

organisation.  A component based model was also 

designed to assist practitioners and management in 

the adoption of Green practices in in their 

organisational. The component based model 

creates a profounder understanding of how Green 

IS can support the sustainability of the 

organization and identify the components and 

attributes that affect Green IS use based on a 

comprehensive literature review. The component 

based model can also help close the gap in 

practices, issues related to diffusion Green IS in 

organization, hence serving as a guide for 

practitioners in achieving sustainability in their 

business process. 

Future work will involve the development of a 

CBR algorithm and implementation of a CBR 

system to support practitioners in utilizing 

information systems to achieve sustainability. The 

designed component based model will be refined 

and validated based a case study that is to carried 

out in the future aimed to test the Green IS 

components and attributes. 
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ABSTRACT 

 
Harmonics in power systems are very dangerous and 

may cause different problems for equipment, i.e. the 

third harmonic has the same amplitude and angle in 

each phase of a three phase system. It enters into the 

neutral and may damage or overheat it if the system is 

unbalanced. The fifth harmonic causes an inverse 

polarity in machines where the magnetic field rotates in 

the opposite direction than the normal magnetic field, 

this causes the rotor to reduce its speed. Harmonics can 

produce different distortions for all equipment, and 

may breakdown some of them and damage other 

sensitive equipment. They reduce the lifetime of super-

capacitors and other equipment, etc. These harmonics 

are caused by non-linear loads or natural disasters. 

Thus, it is very important to analyze these harmonics 

and filter them. For many engineers, it is necessary to 

arrange harmonics into three sequences, direct 

sequence, inverse sequence and homopolar sequence. 

Therefore, to arrange these harmonics, they have 

introduced many methods, but unfortunately, till now 

the traditional methods are complicated and take a 

longer time to find the harmonic sequences. Moreover, 

students find difficulties in the traditional methods and 

need some faster and simpler method to help them 

determining the sequence of harmonics, whatever is 

their range. For this reason, this paper proposes a new 

method to determine harmonic sequences in the easiest 

and fastest way. 

 

KEYWORDS 

 
Determining Harmonics, Direct sequence, Inverse 

sequence, Homopolar sequence, Simple method, 

Transformer, Machine. 

 

 

1 INTRODUCTION 

 

In Electrical Engineering, it is very important to 

analyze unbalanced Three-Phase power systems 

and to know the sequence of harmonics and 

phases. The first paper about the symmetrical 

components was introduced by Charle L. 

Fortescue [1]. He demonstrated that any 

asymmetrical set of unbalanced M phasors could 

be decomposed into a linear combination of the 

same number M of a balanced symmetrical set of 

phasors. So the symmetrical components are a 

Direct sequence (also called Positive sequence), an 

inverse sequence (also called negative sequence), 

and a zero sequence (also called Homopolar 

sequence). These 3 sequences are the basis for 

analyzing power systems and their effect on 

equipment such as machines [2-7], transformers 

[8-11] and power systems [12-13].  

 

The proposed method by Fortescue allows 

determining the harmonic sequences in order to 

filter them, because they cause problems on 

networks, transformers, and machines, and 

because they introduce heating, electrical 

pollution, inverse polarity in machines (i.e. Fifth 

Harmonic) and may affect the functionality of 

some sensitive loads. Thus, by knowing the 

sequence of harmonics, it permits to filter the 

unneeded harmonics. Hence, active and passive 

filters may be designed in a way to eliminate or 

reduce these harmonics. 

 

For students, engineers and specialists, the time 

needed to find the harmonic sequences is very 
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precious; the less time consumed to find 

harmonics, the better the achievement is for them. 

 

This paper proposes a new and simple method to 

find Harmonic Sequences, just with one operation 

for each sequence, which makes the calculation 

much easier and faster. And it doesn’t need even a 

calculator or any medium to calculate it. This can 

be also applied on programming part which finds 

the harmonic sequences, the program will be much 

shorter, more efficient and faster.  

 

In the second Section, the Symmetrical 

Components are presented; the normal current is 

function of Harmonic Sequences. The Third 

Section discusses the most popular methods of 

determining the harmonic sequences. In the Fourth 

Section, this paper introduces a new formula called 

“Nth Fractional Part of Real Number”, this new 

formula is used in Section Five to determine the 

harmonic sequences rapidly. The Fifth Section is 

the most important Section in this paper, where a 

new equation is defined to determine in one 

operation, whether the Harmonic has a direct 

sequence, an inverse sequence or a zero sequence. 

In the Sixth section, a discussion of the four 

methods is presented. And finally, a conclusion is 

developed in Section Seven. 

 

2 SYMMETRICAL COMPONENTS 

 

Fortescue [1] has decomposed any three phase 

vectors for an electrical system into three balanced 

systems which are (direct, inverse, and homopolar) 

in the following way: 

 

Va = Va0 + Va1 + Va2    (1) 

Vb = Vb0 + Vb1 + Vb2   (2) 

Vc = Vc0 + Vc1 + Vc2    (3) 

 

Where, 

Va, Vb, Vc are the three phases of the system, 

Va0, Vb0, Vc0 are the homopolar components of the 

system, 

Va1 , Vb1 , Vc1  are the direct components of the 

system, 

Va2 , Vb2 , Vc2  are the inverse components of the 

system, 

 

For the direct sequence 

Va1 = V1, Vb1 = a2Va1 = a2V1, Vc1 = aVc1 = aV1 

 

For the inverse sequence 

Va2 = V2, Vb2 = aVa2 = aV2, Vc2 = a2Vc2 = a2V2 

 

For the homopolar sequence 

Va0 = V0, Vb0 = Va0 = V0, Vc0 = Vc0 = V0 

 

Where, 

a = 1∠1200,  

a2 = 1∠2400,  

a3 = 1∠3600,  

a4 = a = 1∠1200.  

 

The same concept can be applied to the current. 

Therefore, the Symmetrical components matrices 

of the voltages and currents are as following: 

[
Va
Vb
Vc

] = [
1 1 1
1 a2 a
1 a a2

] ∙ [
V0
V1
V2

]   (4) 

[
Ia
Ib
Ic

] = [
1 1 1
1 a2 a
1 a a2

] ∙ [
I0
I1
I2

]   (5) 

 

And 

[
V1
V2
V0

] = [
1 a a2

1 a2 a
1 1 1

] ∙ [
Va
Vb
Vc

]   (6) 

[
I1
I2
I0

] =
1

3
[
1 a a2

1 a2 a
1 1 1

] ∙ [
Ia
Ib
Ic

]   (7) 

 

The current in each phase is: 

Ia = ∑ (∞
n=1 I0n + I1n + I2n)   (8) 

Ib = ∑ (∞
n=1 I0n + a2I1n + aI2n)  (9) 

Ic = ∑ (∞
n=1 I0n + aI1n + a2I2n)  (10) 

 

The current of each sequence is: 

I0 = ∑ I0n
∞
n=1     (11) 

I1 = ∑ I1n
∞
n=1     (12) 

I2 = ∑ I2n
∞
n=1     (13) 
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Where, 

n is the harmonic number, 

I0 is the current of homopolar sequence, 

I1 is the current of direct sequence, 

I2 is the current of the inverse sequence, 

Ia is the current of the phase a, 

Ib is the current of the phase b, 

Ic is the current of the phase c. 

 

This method is the most used method to determine 

the harmonic sequences. An example of this 

method is presented in the following section. 

 

3 TRADITIONAL METHODS FOR DETER-

MINING THE HARMONIC SEQUENCES 
 

There are many developed methods to determine 

the sequence of harmonics, three of the most 

famous methods which are used by all engineers, 

researchers and students are discussed in this 

section: 

 

3.1 Mathematical Method 
 

The mathematical method based on Fortescue 

equations consists of determining the harmonic 

sequences using equations that calculate the 

vectors of currents, their magnitudes and their 

phase angles, this method is very long and it takes 

approximately 7 to 10 minutes to calculate the 

sequence of one harmonic, it is described as 

following: 

 

3.1.1 First step-Finding the phase currents 

 

This step consists of finding the phase currents 

for the three phase system Ia, Ib, and Ic, where, 

 

Ia = I ∙ cos(wt − 00) = I∠00  (14) 

Ib = I ∙ cos⁡(wt − 1200) = I∠−1200 (15) 

Ic = I ∙ cos⁡(wt + 1200) = I∠1200 (16) 

 

And, 

 ⁡Ia,h = I ∙ cos(h(wt − 00)) = I∠(h ∙ 00)

= I∠00⁡ 
(17) 

 

 ⁡Ib,h = I ∙ cos(h(wt − 1200))

= I∠(h ∙ (−1200))⁡ 
(18) 

 

 ⁡Ic,h = I ∙ cos(h(wt + 1200))

= I∠(h ∙ (1200))⁡ 
(19) 

Where, 

Ia,h, Ib,h, Ic,h are the currents of the h harmonic in 

each phase. 

 

3.1.2 Second step-Finding the direct, inverse 

and homopolar current sequences 

 

After finding equations (17) to (19), the second 

step is to find the harmonic sequence using the 

matrix in equation (7) by replacing equations (17) 

to (19) into it, thus, the elements of this matrix for 

a harmonic h are determined as following: 

 

The current of the homopolar sequence is:  

I0,h =
1

3
(Ia,h + Ib,h + Ic,h)   (20) 

 

 
⁡I0,h =

1

3
(I∠00 + I∠(h ∙ (−1200))

+ I∠(h ∙ (1200)))⁡ 
(21) 

 

The current of the direct sequence is: 

I1,h =
1

3
(Ia,h + a ∙ Ib,h + a2 ∙ Ic,h)  (22) 

I1,h =
1

3
(I∠00 + a ∙ I∠(h ∙ (−1200)) + a2

∙ I∠(h ∙ (1200))) 

 

 
⁡I1,h =

1

3
(I∠00 + I∠(1200 + h ∙ (−1200))

+ I∠(2400 + h ∙ (1200)))⁡ 
(23) 

 

The current of the inverse sequence is: 

I2,h =
1

3
(Ia,h + a2 ∙ Ib,h + a ∙ Ic,h)  (24) 

I2,h =
1

3
(I∠00 + a2 ∙ I∠(h ∙ (−1200)) + a

∙ I∠(h ∙ (1200))) 
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⁡I2,h =

1

3
(I∠00 + I∠(2400 + h ∙ (−1200))

+ I∠(1200 + h ∙ (1200)))⁡ 
(25) 

 

By calculating equations (21), (23), and (25) we 

can determine the sequence of the harmonic, we 

should get two equations equal to zero and one 

equation different from zero, the equation different 

from zero gives the correct sequence of the 

harmonic. 

 

3.1.3 Example 

 

Calculate the sequence of the harmonic 29? 

 

Firstly, one calculates Ia,h , Ib,h  and Ic,h  from 

equations (17) to (19), 

Ia,29 = I ∙ cos(29(wt − 00)) = I∠(29 ∙ 00)

= I∠00 
 

Ib,29 = I ∙ cos(29(wt − 1200)) = I∠(29 ∙

(−1200)) = I∠(−34800) = I∠(−34800 + 9 ∙

3600) = I∠(−2400)  
 

Because 3480/360=9.666, so one needs 9 ∙ 3600 to 

reduce the equation, and because 9 ∙ 3600 = 00, 

 

Ic,29 = I ∙ cos(29(wt + 1200)) = I∠(29 ∙

(1200)) = I∠(34800) = I∠(34800 − 9 ∙

3600) = I∠(2400)  
 

Secondly, one calculates the homopolar, direct, 

and inverse current sequences I0,29, I1,29, and I2,29 

from equations (20) to (25), 

 

Thirdly, one calculates the homopolar sequence: 

I0,29 =
1

3
(Ia,29 + Ib,29 + Ic,29) 

I0,29 =
1

3
(I∠00 + I∠(29 ∙ (−1200))

+ I∠(29 ∙ (1200))) 

I0,29 =
1

3
(I∠00 + I∠(−34800) + I∠(34800)) 

I0,29 =
1

3
(I∠00 + I∠(−34800 + 9 ∙ 3600)

+ I∠(34800 − 9 ∙ 3600)) 

I0,29 =
1

3
(I∠00 + I∠(−2400) + I∠(2400)) 

I0,29 =
1

3
(I∠00 + I∠(1200) + I∠(−1200)) = 0 

 

Because the sum of three opposite vectors is equal 

to 0, as in figure 1. 

 
Figure 1: Three opposite vectors with difference in phase 

equal to 120 and -120 degrees, their sum is equal to zero. 

 

Therefore, the homopolar sequence is equal to 

zero. 

 

Fourthly, one calculates the direct sequence: 

I1,29 =
1

3
(Ia,29 + a ∙ Ib,29 + a2 ∙ Ic,29) 

I1,29 =
1

3
(I∠00 + a ∙ I∠(29 ∙ (−1200)) + a2 ∙

I∠(29 ∙ (1200)))   

I1,29 =
1

3
(I∠00 + I∠(1200 + 29 ∙ (−1200)) +

I∠(2400 + 29 ∙ (1200)))  

I1,29 =
1

3
(I∠00 + I∠(1200 − 34800) +

I∠(2400 + 34800))  

I1,29 =
1

3
(I∠00 + I∠(−33600) + I∠(37200)) 

I1,29 =
1

3
(I∠00 + I∠(−33600 + 9 ∙ 3600) +

I∠(37200 − 10 ∙ 3600))  

Because 3360/360=9.333, so one needs 9 ∙ 3600 to 

reduce the equation, and because 9 ∙ 3600 = 00 , 

and 3720/360=10.333, so one needs 10 ∙ 3600  to 

reduce the equation, and because 10 ∙ 3600 = 00. 
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Thus, 

I1,29 =
1

3
(I∠00 + I∠(−1200) + I∠(1200)) = 0  

Therefore, the direct sequence is equal to zero. 

 

Fifthly, one calculates the inverse sequence, 

I2,29 =
1

3
(Ia,29 + a2 ∙ Ib,29 + a ∙ Ic,29) 

I2,h =
1

3
(I∠00 + I∠(2400 + 29 ∙ (−1200))

+ I∠(1200 + 29 ∙ (1200))) 

I2,h =
1

3
(I∠00 + I∠(2400 − 34800)

+ I∠(1200 + 34800)) 

I2,h =
1

3
(I∠00 + I∠(−32400) + I∠(36000)) 

I2,h =
1

3
(I∠00 + I∠(−32400 + 9 ∙ 3600)

+ I∠(36000 − 9 ∙ 3600)) 

I2,h =
1

3
(I∠00 + I∠00 + I∠00) = I 

Therefore, the inverse sequence is different from 

zero, and one can conclude that the harmonic 29 

has an inverse sequence because I2,h = I. 
 

3.1.4 Discussion 

 

In order to complete this method for one harmonic 

one needs, 

 Number of operations = 200 

 Number of equal symbol “=” = 33 

 Number of lines used to write equations = 

24 

 Time needed to find the harmonic sequence 

= 7.25 minutes (435 seconds) 

 

3.2 Simplified Method 
 

Because the Mathematical Method is too long, 

some engineers proposed a simplified method, it 

consists of calculating the harmonic sequences 

using simple arithmetic equations as following:  

 

Direct Sequence (or Positive Sequence):  

h = 3k + 1    (26) 

and 

k =
h−1

3
    (27) 

 

Where, 

h is the harmonic sequence, 

k represents an Integer Number. 

 

Inverse Sequence (Negative Sequence):  

h = 3k − 1    (28) 

and 

k =
h+1

3
    (29) 

 

Homopolar Sequence (Zero Sequence): 

h = 3k    (30) 

and 

k =
h

3
     (31) 

 

3.2.1 Example of determining the Harmonic 

Sequences using the Simplified Method 

 

Consider the harmonic which is proposed in the 

previous example, h=29. Calculate the harmonic 

sequence. 

 

For h=29, one uses equations (27), (29), and (31) 

until obtaining an integer number, 

 

 For the Direct Sequence: 

k =
h − 1

3
=
29 − 1

3
= 9.3333 

k is not an integer number, thus h = 29 is not a 

Direct Sequence. 

 

 For the Inverse Sequence: 

k =
h + 1

3
=
29 + 1

3
= 10 

k is an integer number, thus h = 29 is an Inverse 

Sequence. 

 

 For the homopolar Sequence: 

k =
h

3
=
29

3
= 9.666 

k is not an integer number, thus h = 29 is not a 

homopolar Sequence. 

 

3.2.2 Discussion 
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In order to complete this method for one harmonic, 

one needs, 

 Number of operations = 10 

 Number of equal symbol “=” = 9 

 Number of lines used to write equations = 

3 

 Time needed to find the harmonic sequence 

= 80 seconds 

 

This method is much practical than the 

Mathematical Method, but it can also be improved. 

For a large number of harmonics, this method 

takes a longer time to determine all harmonic 

sequences. So a simpler method should be 

developed to reduce the time of calculation. 

Practically the Simplified method needs 

improvement which will be proposed in this paper 

in section 5. 

 

Currently, such calculation can be found using 

specific software or a table similar to Table 1. But 

even, the software can be more simplified in order 

to reduce the time of simulation and the 

consuming time to develop such software. 

 

3.3 Determining the Harmonic Sequences using 

a table of harmonics 

 

Table 1 can also be used to pick out the 

harmonic sequences, but the disadvantage of this 

table is that for high harmonics the table will be 

very large and not practical, and it needs to be 

always carried. 

 
Table 1, A table presents the Harmonic number for each 

sequence [16]. 

 

 

 

Harmonic 

Rang 

Sequence 

Direct Inverse Homopolar 

1 2 3 

4 5 6 

7 8 9 

10 11 12 

13 14 15 

16 17 18 

19 20 21 

22 23 24 

… … … 

 

3.3.1 Example of determining the Harmonic 

Sequences using the Table of harmonics 

 

Consider the harmonic which is proposed in the 

previous examples, h=29, calculate the harmonic 

sequence? 

 

The table 1 doesn’t contain harmonics more than 

24, so one has two choices, the first one is to do a 

larger table which contains at least the first 200 

harmonics, or the second one is to interpret the 

harmonic sequences using a calculator and by 

adding +3 for every column until arriving to the 

desired sequence. 

 

For our example: 

22+3=25, 

25+3=28, 

Thus, 29=28+1, therefore this harmonic has an 

inverse sequence. 

 

3.3.2 Discussion 

 

In order to complete this method for one harmonic, 

one needs, 

 Number of operations≥1 (it depends on the 

dimension of the given table), for h=29, 

one needs 3 operations, 

 Number of equal symbol “=” ≥ 1 (it 

depends on the dimension of the given 

table), for h=29, one needs 3 equal 

symbols, 

 Number of lines used to write equation≥1 

(it depends on the dimension of the given 

table), for h=29, one needs 3 lines, 

 Time needed to find the harmonic 

sequence≥20 seconds, (it depends on the 

dimension of the given table), for h=29, 

one needs 26 seconds to find the answer, 

The disadvantage of this method is that for large 

harmonics such as 60, 90, 120, etc, it becomes 

more difficult to find the answer if the table is 

limited for a few number of harmonics, and the 

time needed to find the answer will become much 

higher than the Simplified method. 
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4 INTRODUCING THE NTH FRACTION 

PART OF A REAL NUMBER 
 

Any Real Number is divided into two parts, the 

first part is called the “Characteristic”, which 

contains the left part of a Real Number before the 

Decimal Point, and the second part is called the 

“Fractional Part” (also called Mantissa), which 

contains the right part of a Real Number after the 

Decimal Point [15]. 

 

For example: the Real Number “12.584” has two 

parts: 

1- The first Part is “12” located before the 

Decimal Point, which is called 

“Characteristic”, it is a pure integer 

number. 

2- The second part is “584” which is located 

after the Decimal Point, and it is called the 

Fractional Part or Mantissa. 

 

Thus,  

R⁡ = ⁡C + F   (32) 

 

Where, 

• R is the Real Number, 

• C represents the Characteristic, 

• F designs the Fractional Part. 

 

The digits after Decimal Point have names, the 

first digit is called the “tenths digit”, in the above 

case it is “5”, the second digit is called the 

“hundreds digit”, in the above case it is “8”, and so 

on. 

 

4.1 Proposed Extractor of Nth digit 
 

For instance, in Mathematics, and to the best of 

the author’s knowledge, there is no formula that 

extracts a Fractional Digit. In this paper, it is vital 

to extract the first Fractional Digit which is the 

“tenths digit” that will be used in the following 

sections.  

 

So, this paper proposes an original way to extract 

the Nth Digit of a Fractional Part, and it is denoted 

in equation (33) 

FP(n; A)    (33) 

 

Where, 

• FP is a Function which extracts the Nth Digit of 

the Fractional Part of a Real Number A. 

• n designs the Nth Digit that will be extracted. 

•⁡A represents the Real Number. 

 

Its programming is equivalent to 

FP(n; A) = mod(Int(A ∙ 10n), 10)  (34) 

This is the notation using Microsoft Excel. 

 

Or it can be also written as 

FP(n; A) = Int(A ∙ 10n) ∙ mod(10)  (35) 

 

Where, 

•⁡Int(x) rounds a number (x) down to the nearest 

integer, 

•⁡mod(10) returns the remainder after a number 

( Int(A ∙ 10n) ) is divided by advisor (10 in our 

case). 

 

4.2 Example 
 

Let’s suppose A = 13.4768901 

 

FP(1; A) = 4 which is the tenths digit 

FP(2; A) = 7 which is the tenths digit 

FP(3; A) = 6 which is the tenths digit 

FP(4; A) = 8 which is the tenths digit 

And so on. 

 

5 PROPOSED METHOD FOR DETER-

MINING THE HARMONIC SEQUENCES 

 

By using the proposed Infomath function 

developed in the paper [14], it will be much easier 

to determine the harmonic sequences with a very 

simple method comparing to the traditional one, 

 

The equation is: 

S = FP (1;
h

3
) ; 3, 6; (D), (I)/(H)  (36) 
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Where, 

• S is the sequence of the Harmonic, 

• FP(n; A)  is a Function which extracts the Nth 

Digit of the Fractional Part of a Real Number A. In 

our case, n = 1, and A = h/3, which means one is 

interested to extract the Tenths Digit of h/3, 

• D designs the Direct Sequence of the Harmonic, 

• I is the Inverse Sequence of the Harmonic, 

• H  represents the Homopolar Sequence of the 

Harmonic. 

 

5.1 How does the InfoMath Function work? 
 

This subsection gives an idea about how the 

Infomath Function works, but for more details, one 

can refer to the paper [14]. 

 

The form of the InfoMath function is as following: 

input; conditions; output   (37) 

 

It is divided into three parts;  

1- The first part is the input, which can be a 

number, equation, or anything else.  

2- The second part is the conditions which are 

applied to the input, if the conditions are 

verified; the output will give a certain 

value, expression, equation, or anything 

else. 

3- The third part is the output, which can be a 

number, equation, or anything else. 

 

Simple example: 

S = 3;≤ 1, ≥ 6; (2), (5)/(8) 

 

In this example, the input is “3”, so the conditions 

must be applied to this input, 

1- 3≤1?? If yes the output should be “2” 

2- If not, is 3≥6?? If yes the output should be 

“5” 

3- Else, the output should be “8” 

 

In the above case, the input doesn’t verify the 

first two conditions, thus, the Infomath Function is 

replaced by the output “8”, which means 

S = 3;≤ 1,≥ 6; (2), (5)/(8) = 8 

 

If the first condition is verified, the output will 

be the first item “2”. If not, if the second condition 

is verified, the output will be the second item “5”. 

If not, Else, the output will be automatically the 

third item which is “8”. 

 

Therefore, if the input is ≤ 1, the output is 2, 

 

If the input is ≥ 6, the output is 5, 

 

Else, the output is 8. 

 

Now, returning to the equation (36), 

The input is FP (1;
h

3
), 

 

The first condition is (=3), the second condition is 

(=6), 

 

The outputs are: if the first condition is verified, 

the output is “D” which means Direct Sequence. If 

not, if the second condition is verified, the output 

is “I” which means Indirect Sequence. If not, Else, 

the output is “H”, which means Homopolar 

Sequence. 

 

5.2 Application of the equation 
 

Now, returning to the main subject, the main 

idea of the Infomath function is simple, and it is 

much easier to be applied. Let’s consider different 

values of harmonics. One has 3 harmonics on a 

transformer, a machine, or a network in which he 

wants to determine their sequences in order to see 

which one has a Direct Sequence, an Inverse 

Sequence, or a Homopolar Sequence. The three 

harmonics are: 

h1 = 38, h2 = 57, h3 = 67 

 

By applying equation (36), 

• 
h1

3
=

38

3
= 12.6666 

 

The Tenths Digit is ≠3, but it is =6, thus, it is the 

Inverse Sequence, and 

S = 6; 3, 6; (D), (I)/(H) = I 
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• 
h2

3
=

57

3
= 19 

The Tenths Digit is ≠3 and ≠6, thus, it is the 

Homopolar Sequence, and 

S = 0; 3, 6; (D), (I)/(H) = H 

 

• 
h3

3
=

67

3
= 22.3333 

 

The Tenths Digit is =3, thus, it is the Direct 

Sequence, and 

S = 3; 3, 6; (D), (I)/(H) = D 

 

In this way, the calculation is simplified to only 

1 division, and one gets the answer rapidly without 

doing the whole traditional procedure which is 

described in section 3. 

 

Now, if one has a large number of harmonics, it is 

much easier to determine what the sequence of 

each harmonic is. 

 

5.3 Example 
 

Considering the harmonic h=29 which is 

discussed in the previous sections. To calculate 

this harmonic using the proposed method, one uses 

the equation (36), therefore, 

 

S = FP (1;
h

3
) ; 3, 6; (D), (I)/(H)

= FP (1;
29

3
) ; 3, 6; (D), (I)/(H)

= 6; 3, 6; (D), (I)/(H) = I 

Therefore this harmonic has an inverse sequence. 

 

5.4 Discussion 
 

In order to complete this method for one harmonic, 

one needs, 

 Number of operations = 1. 

 Number of equal symbol “=” = 4, 

 Number of lines used to write equation = 1, 

Time needed to find the harmonic sequence = 28 

seconds. 

 

6 RESULTS AND DISCUSSIONS  

 

 In the previous sections, some examples are 

given and discussed briefly for each method. 

Therefore, it is necessary to make a table of 

comparison between these four methods. Table 2 

presents a summary about the four used methods 

in this paper. 

 
Table 2, A comparative table between all used methods in 

this paper. 
Category Mathematical 

Method 

Simplified 

Method 

Table 

Method 

Proposed 

method 

Needed time to 
obtain the 

answer 

7.25 minutes 80 seconds ≥20 seconds 
In our 

example it 

took 36 

seconds 

28 

seconds 

Number of 

operations 

needed to 

obtain the 

answer 

200 10 ≥0 

In our 

example it 

took 3 

operations 

1 

Number of 

lines used to 
obtain the 

answer 

24 3 ≥1 

In our 
example it 

took 3 lines 

1 

Programming 

difficulty 

Very complex medium Medium simple 

Constraints Non Non Limited by 

the size of the 

table 

Non 

Number of 

used equal 

symbols “=” 

33 9 ≥1 

For h=29 it 

takes 3 “=” 

4 

Possibility of 

errors by hand 
calculation 

Possible ≥ 0% 0% 0% 0% 

Is the method 
practical 

No Yes No Yes 

Complexity of 

the calculation 

Very Complex Easy Easy Very 

Easy 

Mental 

Calculation can 

be used? 

No Yes but 

difficult 

No Yes 

 

The advantages of each category are presented in 

bold red color, it is very clear that all advantages 

are presented in the proposed method in this paper.   

The most important factor is the time needed to 

obtain an answer for one harmonic; hence, if one 

considers that the mathematical method is the 

standard method to do a comparison with, 

therefore, the reduced time ratio for each method 

is presented as below: 

Reduced⁡Time⁡RatioMath⁡method =
435

435
= 1 
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Reduced⁡Time⁡RatioSimplified⁡method =
435

80
= 5.4375 

Reduced⁡Time⁡RatioTable⁡method ≤
435

20
= 21.75 

Reduced⁡Time⁡RatioProposed⁡method =
435

28
= 15.537 

 

7 CONCLUSION 
 

In this paper, the harmonic sequences are defined, 

they are calculated using four methods, the first 

method is the mathematical method defined by 

Fortescue, it is considered as the basis of the 

harmonic decompositions. The second method is a 

simplified method, in which each sequence is 

defined by two simple equations; it is much 

simpler than the first one. The third method is 

presented in a table, where different harmonics are 

classified into three categories in the same table, 

which are the Direct, Inverse, and Homopolar 

sequences.  The problem with this method is that 

the size of the table is limited to a certain number 

of harmonics, and it doesn’t have a mathematical 

support. And finally, the fourth method which is 

proposed in this paper, it has many advantages 

over the traditional methods which are presented 

in table 2. The proposed method in this paper is 

recommended for students, and engineers who are 

willing to study the harmonics sequences of a 

certain system or equipment. 
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ABSTRACT

Wireless Mesh Networks (WMN) are an attractive
communication paradigm for VOIP traffic due to
their low cost and relative ease of deployment. In a
recent study, the end to end delay of VOIP packets
in a WMN were modeled using an M/D/1 queue
based model. In this model, the arrival and ser-
vice patterns is assumed to follow Poisson and de-
terministic distributions respectively. However, the
long held paradigm in the communication and per-
formance studies that voice and data traffic follow
Poisson distribution and the service time determin-
istic is inaccurate and inefficient. In most cases the
arrivals are correlated and the sizes of requests are
not similar. In this study, we propose to overcome
the above challenge by modeling queuing delay and
average queue length of VoIP packets in WMN to
capture correlated arrivals, general size distribution
and multiple channels using theMMPP/G/m

queue model. The numerical results obtained from
the derived models show that increasing the num-
ber of mesh routers, arrival rate and load leads to
increase in queuing delay and queue length. In ad-
dition, it is observed that correlated arrivals exhibits
a higher queuing delay and queue length as com-
pared to Poisson arrivals especially at high values
of mesh routers, arrival rates and load.

KEYWORDS

Correlated arrivals, general service time, Wireless
Mesh Networks

1 INTRODUCTION

Voice over Internet Protocol (VoIP) is a tech-
nology that transports voice packets across
packet switched networks using the Internet
Protocol [1]. VoIP involves digitization of
voice streams and transmitting the digital voice
as packets over conventional IP-based packet
networks like the Internet.
Wireless Mesh Networks (WMNs) often con-
sist of mesh clients, mesh routers and gate-
ways. The mesh clients may be laptops, cell
phones and other wireless devices while the
mesh routers forward traffic to and from the
gateways which may, but need not, connect to
the Internet [2].
WMNs are an attractive communication model
because of the low cost and relative ease of
deployment [3]. The capability of being self-
healing, self-organized, and auto-configurable
makes WMNs very reliable and resilient [3].
The Wireless Mesh Network backbone pro-
vides alternative paths between each pair of
end points which increases reliability and elim-
inates the single point of failure within the
mesh [4]. When one node fails, the rest of the
nodes can still communicate with each other,
directly or through one or more intermediate
nodes.
The quality of a VoIP call in a WMN is affected
by many parameters such as delay, packet loss,
jitter, delay, etc. The common metric used
to measure the performance of Wireless Mesh
Networks is delay[5]. Delay is defined as the
time taken by the VoIP packet to travel from
a mobile node to gateway in a Wireless Mesh
Network.
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Delay can be measured in either one-way or
round-trip delay. A typical VoIP traffic can tol-
erates up to 150ms end to end delay in a single
direction before the quality of the call becomes
unacceptable [6].
There are various challenges facing VOIP in
WMN. A number of efforts have been carried
out to investigate the performance of Void over
Wireless Mesh Network [7, 8]. Chhabra et al.
[5] modeled average delay for VoIP by vary-
ing number of mesh points in WMNs. The au-
thors developed anM/D/1 queue based model
to estimate the average delay incurred by the
VOIP traffic. In anM/D/1 model,M stands
for Markovian arrival with exponentially dis-
tributed inter arrival times,D stands for deter-
ministic service times and 1(one) server.
The expressions for the average queuing delay
incurred by VOIP packets from source mesh
client to destination (Internet gateway) in a
wireless mesh network havingn mesh routers
can be expressed as [5]:

Qnd = s + nλs2/(2(1 − nλs)) (1)

where
Qnd is the average queuing delay taken by
VOIP packets from the source client to the des-
tination vian mesh routers in a network.s is
the service rate of each VOIP packet.
However, the long held paradigm that voice
traffic and data traffic are adequately character-
ized by certain Markovian models (e.g., Pois-
son) has been proven to be inaccurate, ineffi-
cient and greatly affects the accuracy of the re-
sults since real system workloads exhibit sig-
nificant correlation patterns [9].
Correlation in traffic arrivals has been ob-
served in compressed digital video streams
[10], Ethernet traffic [11] and Web traffic be-
tween browsers and servers [12]. In addition,
the study of social patterns in online social net-
works taking place on the World Wide Web
shows that the inter-arrival times between sub-
sequent tagging events can only be explained
by taking into account correlation in users’ be-
haviors [13].

Similarly, correlation of word inter-arrival
times have been detected in texts [13]. Further-
more, the assumption of deterministic service
times is unrealistic because the voice packets
have varying packet sizes.
In this paper, we investigate the performance
of VoIP over WMN using anMMPP/G/m
model that captures the correlated arrivals,
general service times and multiple channels
(servers).
The contribution of this paper is two fold.
Firstly, this study proposes an analytical model
for evaluating the performance of VoIP traffic
in WMN in terms of queuing delay and queue
length under correlated inter arrival times us-
ing MMPP/G/m queue system.
Secondly, this study evaluated the performance
of VoIP traffic in WMN in terms of queuing de-
lay and queue length under correlated arrivals
using MMPP/G/m queue system. In this
case, the number of mesh routers, average ar-
rival rate, and load in the system are varied to
determine the effect of these parameters on the
queuing delay and queue length.

2 SYSTEM MODELS

We consider anMMPP/G/m queue system
to model the correlations between consecutive
inter arrival times. In this case, the arrivals of
requests are modeled using Markov Modulated
Poisson Process(MMPP ). (MMPP ) is one
of the most used models [14, 15, 16] to capture
the characteristics of the incoming traffic such
as correlated traffic, burstiness behavior, and
long range dependency, and is simply a Pois-
son process whose mean value changes accord-
ing to the evolution of a Markov Chain [17].
G stands for general service time distribution,
meaning the service time can take on any dis-
tribution, e.g exponential or Bounded Pareto,
andm denotes the number of servers.
MMPP is normally used for modeling bursty
traffic owing to its ability to capture the time-
varying arrival rate and the correlation between
inter-arrival times while still maintaining
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analytical tractability. MMPPs are most fre-
quently observed in queuing theory, however
it has also been applied to other applications,
such as analysis of Web surfing behavior [18],
and for telephone network fraud detection [19].
When there is correlation between inter ar-
rival times as shown in Figure 1, M/M/1
queue system becomes inaccurate, therefore
MMPP/G/m queue system is an optimal model
to capture the correlation between the inter ar-
rival times.

Figure 1. Correlated Inter arrival times (Batch
arrivals). Adopted [20]

We model the Wireless Mesh Network using
the MMPP/G/m queue.G denotes general
service time, andm the number of servers. The
arrival process is assumed to follow a Marko-
vian Modulated Poisson Process (MMPP). The
service time is assumed to follow a general
distribution. In this case the exponential and
Bounded Pareto distributions are used as spe-
cial cases of the general distribution. The Sys-
tem is assumed to consist of multiple servers,
m. Two servers are used as a representation of
multiple servers. Each mesh router is assumed
to be a station in the queuing network repre-
sentation.
The derived models are used to investigate the
effect of the number of mesh routers, average
arrival rate, and load in the system on the queu-
ing delay and average queue length of VoIP
packets in a WMN.
In the next section, we derive the expressions
for average queuing delay and queue length for
anMMPP/G/m queue. We approximate

the behavior of anMMPP/G/m queue an-
alytically. The method employed consists in
approximating theMMPP/G/m queue sys-
tem using a weighted superposition of different
M/G/m queues.

3 EXPRESSIONS FOR THE PERFOR-
MANCE METRICS

Consider anMMPP/G/m queue, and let the
MMPP that models the incoming data traffic
be composed byH states(S1...SH).
We use the notationMi/G/m to refer to an
M/G/m queue whose average arrival rate is
λi observed in stateSi and the service rate is
µ and is constant among all theSi states. The
analytical approximations is based on the ob-
servation that if the MMPP stays in stateSi

long enough without transiting to another state,
the average waiting time at timet reach the
same steady state observed for the correspond-
ing Mi/G/m queue. The values are pinned on
the same steady state value ofMi/G/m as long
as theMMPP does not change its state from
Si. Similar approximations have been used to
approximate mean queue length and average
response time for anMMPP/M/1 queue sys-
tem [21].
The average packet queuing delay is an aver-
age evaluated over the number of incoming re-
quests which are not distributed equally over
time (during the stateSi the arrival rate of re-
quests isλi, while during the stateSj the arrival
rate of requests is a different amountλj. There-
fore, the average packet queuing delay of the
MMPP/G/m is a weighted sum of the av-
erage packet queuing delays of theMi/G/m
queues, expressed as:

Q =
H∑

i=1

Qiri (2)

The weights(ri) are not simply composed by
the asymptotic probabilities of theMMPP (as
in the case of the average queue length) but it is
scaled to keep into account the different arrival
rate per each state. Hence;
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ri =
piλi∑H

j=1 pjλj

.

3.1 Expression for average packet queuing
delay under MMPP/M/m

The expression for average packet queuing de-
lay for M/M/m which is a special case of
M/G/m is derived as follows: When there are
more than one server, a new customer arriving
may enter any of the free servers. Letλ and
µ be the rate of the Poisson process for the ar-
rivals and the parameter of the exponential dis-
tribution for the service times respectively.
The balance equations are:

λPi−1 =

{
iµPi, for i ≤ m

mµPi, for i > m
(3)

Pi =

{
Po(mρ)i

i!
, for i ≤ m

Pommρi

m!
, for i > m

(4)

whereρ = λ
mµ

. The probability that an arriving
customer is forced to join the queue is given by
PQ =

∑∞
i=m Pi =

∑∞
i=m

Pommρi

m!

= Pommρm

m!

∑∞
i=m ρi−m = Po(mρ)m

m!(1−ρ)

where

Po = [
m−1∑

i=o

(mρ)i

i!
+

(mρ)m

m!(1 − ρ)
]−1

The average number of customers in the queue
is given by
NQ =

∑∞
i=m(i − m)Pi =

∑∞
i=o iPi+m

=
∑∞

i=o iPo
mmρi+m

m!
= Po(mρ)m

m!

∑∞
i=o iρi =

Po(mρ)m

m!
. ρ
(1−ρ)2

Finally obtaining the average queue length as:

NQ =
Po(mρ)m

m!
.

ρ

(1 − ρ)2
(5)

Hence, the average packet queuing delay is
given using little’s law [22].

Qd =
NQ

λ
=

Po(mρ)m

m!
.

ρ

λ(1 − ρ)2
(6)

The expression for average packet queuing de-
lay for two states forMMPP/M/m is given
as:

Qd =

2∑

i=1

ri.

(
Po(mρ)m

m!
.

ρ

λ(1 − ρ)2

)
(7)

whereri = piλi∑2
j=1 pjλj

andPo = [
∑m−1

i=o
(mρ)i

i!
+

(mρ)m

m!(1−ρ)
]−1.

The expression for total average packet queu-
ing delay for two states forMMPP/M/m is
given as:

Qd = E[x]+
2∑

i=1

ri.

(
Po(mρ)m

m!
.

ρ

nλ(1 − ρ)2

)

(8)
whereρ = nλ

µ
, n is the number of mesh clients

andE[x] the service time for each packet.

3.2 Expression for average packet queuing
delay under MMPP/BP/m

The expression for average packet queuing de-
lay for MMPP/BP/m can be derived from
the general expression forMMPP/G/m.
However, the average packet delay for
MMPP/G/m queue system can be got by
approximating theMMPP/G/m queue sys-
tem using a weighted superposition of different
M/G/m queues. There are numerous approxi-
mations for the average delay a job experiences
under theM/G/m queue system [25, 23, 24].
A naturally refined heavy-traffic approxima-
tion exploiting the exactM/M/m results is
given in [28] as:

E[W M/G/m] =
C2 + 1

2
E[W M/M/m] (9)

whereC2 is the coefficient of variation of the
service time distribution,E[W M/G/m] is the
mean delay under M/G/m queue system, and
E[W M/M/m] is the mean delay under M/M/m
queue system.
The expression for the average packet delay
underMMPP/G/m can be deduced as
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follows: From equation 6, the average packet
delay under M/G/m is given as:

Qd =
(C2 + 1)

2

Po(mρ)m

m!
.

ρ

λ(1 − ρ)2
(10)

The expression for average packet queuing de-
lay for two states forMMPP/G/m is given
as:

Qd =
2∑

i=1

ri.
(C2 + 1)

2

Po(mρ)m

m!
.

ρ

λ(1 − ρ)2

(11)
whereri = piλi∑2

j=1 pjλj
andPo = [

∑m−1
i=o

(mρ)i

i!
+

(mρ)m

m!(1−ρ)
]−1.

The expression for total average packet queu-
ing delay for two states forMMPP/G/m is
given as:

Qd = E[x]+

2∑

i=1

ri.
(C2 + 1)

2

Po(mρ)m

m!
.

ρ

λ(1 − ρ)2

(12)
whereρ = nλ

µ
, n is the number of mesh clients

andE[x] the service time for each packet.
In the next section, we derive the expres-
sions for average packet queue length for
MMPP/M/m

3.3 Expression for average packet queue
length under MMPP/M/m

The evolution of the average packet queue
length value of theMMPP/G/1 can be de-
scribed as follows: each time a state transi-
tion occurs there is a transient phase(t12 for
a transition fromS1 to S2 andt21 for a transi-
tion fromS2 to S1) after which the mean queue
length of theMMPP reaches the steady state
of the correspondingMi/G/1. Denote;

(i) Qi to be the steady state queue length of
Mi/G/1 queue.

(ii) pi to be the asymptotic probability for the
MMPP to stay in stateSi.

The mean queue length of theMMPP/G/1
queue can be approximated as:

Q =
2∑

i=1

piQi (13)

The expression for the average queue length
under MMPP/G/1 can be expressed as:

E[Nq] =
2∑

i=1

pi
λ2

i x
2

2(1 − ρi)
(14)

The expression for the average queue length of
MMPP/M/m can then be derived as follows:
The average queue length for an M/M/m queue
system is given in equation 5 as:

Nq =
Po(mρ)m

m!
.

ρ

(1 − ρ)2
(15)

Therefore, the expression for average packet
queue length for two states forMMPP/M/m
is given as:

Nq =
2∑

i=1

pi.

(
Po(mρ)m

m!
.

ρ

(1 − ρ)2

)
(16)

wherePo = [
∑m−1

i=o
(mρ)i

i!
+ (mρ)m

m!(1−ρ)
]−1.

3.4 Expression for average packet queue
length under MMPP/BP/m

The expression for average packet queue
length for MMPP/BP/m can be derived
from the general expression for average queue
length ofMMPP/G/m. Since queuing delay
and queue length change directly proportion-
ately, we can derive the expression for aver-
age queue length using a similar approach as
in equation 9. Hence, the average queue length
underM/G/m can be expressed as:

E[NM/G/m] =
C2 + 1

2
E[NM/M/m] (17)

whereC2 is the coefficient of variation of the
service time distribution. Hence the expression
for the average queue length underM/G/m
can be deduced as follows:

Nq =
(C2 + 1)

2

Po(mρ)m

m!
.

ρ

(1 − ρ)2
(18)
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Therefore, the expression for average packet
queue length for two states forMMPP/G/m
is given as:

Nq =
2∑

i=1

pi.
(C2 + 1)

2

Po(mρ)m

m!
.

ρ

(1 − ρ)2

(19)
wherePo = [

∑m−1
i=o

(mρ)i

i!
+ (mρ)m

m!(1−ρ)
]−1.

4 PERFORMANCE EVALUATION

In this section, we evaluate the performance
of M/D/1 and MMPP/G/1 using MATLAB
and present numerical results. The analy-
sis is extended to the comparison of M/D/m,
MMPP/M/m and MMPP/BP/m. The results
nicely illustrate the impact of correlated ar-
rivals as compared to Poisson arrivals.

4.1 Job Size Distributions under Consider-
ation

Two job size distributions are considered, that
is, the exponential and Bounded Pareto dis-
tribution. Exponential distribution is used
to model the service time. Exponential dis-
tributed has a low variability since its coeffi-
cient of variation is1. Exponential distribu-
tion models service time of requests with sim-
ilar sizes. Thepdf (probability density func-
tion) of an exponential distribution is given as:
f(x) = µe−µx, x ≥ 0, µ ≥ 0, where
µ is the mean service rate. Bounded Pareto
(BP) distribution is commonly used in analysis
because it has a high Coefficient of Variation
and therefore it can exhibit the high variabil-
ity property as observed in the Internet traffic
and also because the maximum job size can be
set to mimic the largest observed Internet flow
sizes [22]. Denote the Bounded Pareto distri-
bution byBP (k, P, α) wherek andP are the
minimum and the maximum job sizes andα is
the exponent of the power law. The probability
density function of the Pareto is given in [22]
as

f(x) =
αkα

1 − (k/P )α x−α−1.

k ≤ x ≤ P, 0 ≤ α ≤ 2.

4.2 Model Parameters

There are many codecs available for digitiz-
ing speech. The three commonly used codec
in Internet telephony are G.711, G.723.1 and
G.729 [26]. We consider parameters used for
G.711 codec because G.711 codec gives the
best voice quality, introduces the least delay,
and is less sensitive than other codecs to packet
loss. G.711 codec uses service time of 0.01
seconds. In addition G.711 uses a 100ms sam-
ple period corresponding to a maximum arrival
rate of 10 packets per second. TheMMPP
parameters are set on the basis of the results re-
ported in [27], which has shown, via real traces
analysis, the feasibility to model incoming traf-
fic to a GRID server. According to the data re-
ported in [27], the incoming data traffic of the
analyzed GRID server can be modeled by a 2-
state MMPP model. The transition probability
p1 from stateS1 to stateS2, is 0.17, while the
reciprocal transition probabilityp2, from state
S2 to stateS1, is 0.08.
The hypothetical parameters used in the analy-
sis is consistent with parameters used in liter-
ature [5, 28, 26, 27]. Number of mesh routers
used is 10, service time is 0.1 seconds, tran-
sition states is two, arrival rate varies from 5
to 10 packets/second,p1 = 0.17, p2 = 0.08,
λ1 = 22.10 requests/second,λ2 = 7.16 re-
quests/second, Squared coefficient of variation
for BP distribution,C2 = 0.53 [28]. Mean
for Bounded Pareto distribution,E[X] = 2.56
[22].

4.3 Evaluation of queuing delay for M/D/1
and MMPP/M/1

We compare the performance of M/D/1 against
MMPP/M/1 in terms of queuing delay. The
results nicely illustrate the impact of corre-
lated arrivals as compared to Poisson arrivals
in terms of queuing delay as the performance
metric.
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Figure 2. Queuing delay as a function of num-
ber of mesh routers

Figure 2 shows a graph of queuing delay as a
function of number of mesh routers. We used
equations 1 and 8 to plot the graph. It can be
observed from figure 2 that queuing delay in-
creases with increase in the number of mesh
routers. The increase in queuing delay as the
number of mesh routers increase can be ex-
plained by the fact that at each mesh router
packets experience queuing delay and this ac-
cumulates as the number of mesh routers in-
crease. We further observe that for low num-
ber of mesh routers, the queuing delay for
MMPP/M/1 queue system and M/D/1 queue
system are almost the same, however as the
number of mesh routers increase the queuing
delay for MMPP/M/1 queue system is higher
than for M/D/1 queue system. The difference
in queuing delay between MMPP/M/1 queue
system and M/D/1 queue system is more pro-
nounced for higher numbers of mesh routers.
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Figure 3. Queuing delay as a function of arrival
rate of VoIP packets

Figure 3 shows a graph of queuing delay as a
function of arrival rate of VoIP packets. We
used equations 1 and 8 to plot the graph in fig-
ure 3. It can be observed from figure 3 that
queuing delay increases with increase in arrival
rate of VoIP packets regardless of the queue
system. The increase in queuing delay as the
arrival rate of VoIP packets increase can be ex-
plained by the fact that increase in arrival rate
leads to increase in the number of packets at
each mesh router hence increasing the queu-
ing delay. We also observe that queuing delay
for MMPP/M/1 queue system is higher than
the queuing delay for M/D/1 queue system for
all considered arrival rates. The difference in
queuing delay between MMPP/M/1 queue sys-
tem and M/D/1 queue system is observed to be
higher for higher arrival rates of VoIP packets.
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Figure 4. Queuing delay as a function of load
due to VoIP packets

Figure 4 shows a graph of queuing delay as a
function of load due to VOIP packets. We used
equations 1 and 8 to plot the graph in figure 4.
It can be observed from figure 4 that queuing
delay generally increases with increase in load
due to VOIP packets regardless of the queue
system. Increase in load leads to increase in the
number of packets in the system which in turn
leads to increased queuing delay. We also ob-
serve that queuing delay for MMPP/M/1 queue
system is slightly lower than the queuing delay
for M/D/1 queue system for load values less
than 0.05, however for load values higher than
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0.05, the queuing delay for MMPP/M/1 queue
system is higher than for M/D/1 queue sys-
tem. In addition, the difference in queuing
delay between MMPP/M/1 queue system and
M/D/1 queue system is observed to be higher
for higher load values of VOIP packets.

5 EVALUATION OF QUEUING DELAY
FOR MMPP/M/1 AND MMMPP/M/2

In this section, we compare the performance
of MMPP/M/1 against MMPP/M/2 in terms of
queuing delay. The results nicely illustrate the
impact of increasing the number of servers on
the performance of VOIP packets under cor-
related arrivals in terms of queuing delay as a
performance metric.
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Figure 5. Queuing delay for MMPP/M/m as a
function of number of mesh routers

Figure 5 shows a graph of queuing delay as
a function of number of mesh routers for
MMPP/M/m queue system. We used equation
8 to plot graph 5. We observe from figure 5
that queuing delay generally increases with in-
crease in number of mesh routers regardless
of the number of servers. We also observe
that initially queuing delay for MMPP/M/1
and MMPP/M/2 queue systems are the same,
however as the number of mesh routers in-
crease, the queuing delay for MMPP/M/1 is
higher than for MMPP/M/2. Queuing delay for
MMPP/M/1 is higher than for MMPP/M/2 due
to the fact that MMPP/M/2 has higher number
of servers as compared to MMPP/M/1. The
more the number of servers, the

higher the processing power and hence the
lower the queuing delay. The difference in
queuing delay for MMPP/M/1 and MMPP/M/2
queue systems is more pronounced as the num-
ber of mesh routers increase.

5 5.5 6 6.5 7 7.5 8 8.5 9 9.5 10
0

0.02

0.04

0.06

0.08

0.1

Arrival rate (packets/second)

Q
ue

ui
ng

 d
el

ay
 (

s)

MMPP/M/1
MMPP/M/2

Figure 6. Queuing delay for MMPP/M/m as a
function of arrival rate of VOIP packets

Figure 6 shows a graph of queuing delay as a
function of arrival rates for MMPP/M/m queue
system. We used equation 8 to plot graph 6.
It can be observed from figure 6 that queu-
ing delay generally increases with increase
in arrival rate irrespective of the number of
servers. We also observe that queuing delay
for MMPP/M/1 queue system is higher than for
MMPP/M/2 queue system for all considered
arrival rates. Queuing delay for MMPP/M/1 is
higher than for MMPP/M/2 due to the fact that
MMPP/M/2 has higher number of servers as
compared to MMPP/M/1. The more the num-
ber of servers, the higher the processing power
and hence the lower the queuing delay. The
difference in queuing delay for MMPP/M/1
and MMPP/M/2 queue systems increase as the
arrival rate increases.
Figure 7 shows a graph of queuing delay as a
function of load for MMPP/M/m queue sys-
tem. We used equation 8 to plot graph 7. It
can be observed from figure 7 that queuing de-
lay generally increases with increase in load
due to VOIP packets regardless of the number
of servers. We also observe that for low load
values the queuing delay for MMPP/M/1 and
MMPP/M/2 queue systems are the same,
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Figure 7. Queuing delay for MMPP/M/m as a
function of load due to VOIP packets

however as the load increases, queuing delay
for MMPP/M/1 queue system is higher than for
MMPP/M/2 queue system. There is a marked
difference in queuing delay for MMPP/M/1
and MMPP/M/2 queue systems as the load in-
creases. Queuing delay for MMPP/M/1 is still
higher than for MMPP/M/2 due to the fact
that MMPP/M/2 queue system has higher num-
ber of servers as compared to MMPP/M/1 and
hence higher processing power thereby lower-
ing the queuing delay.

6 EVALUATION OF QUEUING DELAY
FOR M/D/1 AND MMPP/BP/1

In this section, we compare the performance of
M/D/1 against MMPP/BP/1 which is a special
case of MMPP/G/1 in terms of queuing delay.
The results illustrate well the impact of corre-
lated arrivals as compared to Poisson arrivals
in terms of queuing delay.
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Figure 8. Queuing delay as a function of num-
ber of mesh routers

Figure 8 shows a graph of queuing delay as
a function of number of mesh routers for
MMPP/BP/1 and M/D/1 queue systems. We
used equations 1 and 12 to plot graph 8. It
can be observed that queuing delay generally
increases with increase in number of mesh
routers regardless of the queue system. We also
observe that for low values of number of mesh
routers, the queuing delay for MMPP/M/1 and
M/D/1 queue systems are much closer, how-
ever as the number of mesh routers increases,
queuing delay for MMPP/M/1 is higher than
for M/D/1 queue system. Furthermore, we ob-
serve that there is a marked difference in queu-
ing delay for MMPP/M/1 and M/D/1 queue
systems as the number of mesh routers in-
crease.
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Figure 9. Queuing delay as a function of arrival
rate of VoIP packets

Figure 9 shows a graph of queuing delay
as a function of arrival rate of packets for
MMPP/BP/1 and M/D/1 queue systems. We
used equations 1 and 12 to plot the graph
in figure 9. It can be observed from fig-
ure 9 that queuing delay generally increases
with increase in arrival rate of packets regard-
less of the queue system. We also observe
that for low arrival rates, the queuing delay
for MMPP/BP/1 and M/D/1 queue systems
are much closer, however as the arrival rate
increases, queuing delay for MMPP/BP/1 is
higher than for M/D/1 queue system. Further-
more, we observe that there is a marked differ-
ence in queuing delay for MMPP/BP/1 and
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M/D/1 queue systems as the arrival rate in-
crease.
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Figure 10. Queuing delay as a function of load
due to VOIP packets

Figure 10 shows a graph of queuing de-
lay as a function of load due to packets for
MMPP/BP/1 and M/D/1 queue systems. We
used equations 1 and 12 to plot the graph in fig-
ure 10. We observe from figure 10 that queu-
ing delay increases with increase in load with-
out regard to the queue system. We also ob-
serve that for low load values, the queuing de-
lay for MMPP/BP/1 is lower than the queuing
delay for M/D/1 queue system, however after
the load of approximately 0.065 the queuing
delay for M/D/1 queue system is lower than for
MMPP/BP/1 queue system. It can further be
noted that the difference in queuing delay be-
tween MMPP/BP/1 and M/D/1 queue systems
are much higher as the load increases.
Next, we evaluate the average queuing de-
lay for MMPP/BP/1 and MMMPP/BP/2 queue
systems.

7 EVALUATION OF QUEUE DELAY
FOR MMPP/BP/1 AND MMMPP/BP/2

We evaluate average queuing delay for
MMPP/BP/1 and MMMPP/BP/2 queue sys-
tems to investigate the effect of increasing
number of servers on the MMPP/BP/m, queue
system.
Figure 11 shows a graph of queuing delay
as a function of number of mesh routers for
MMPP/BP/m queue system. We used
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Figure 11. Queuing delay for MMPP/BP/m as
a function of number of mesh routers

equation 12 to plot graph 11. We observe
from figure 11 that queuing delay generally
increases with increase in number of mesh
routers irrespective of the queue system. We
also observe that for low number of mesh
routers the queuing delay for MMPP/BP/1 and
MMPP/BP/2 queue systems are closer, how-
ever as the number of mesh routers increase,
queuing delay for MMPP/BP/1 queue system
is higher than for MMPP/BP/2 queue system.
There is a marked difference in queuing delay
between MMPP/BP/1 and MMPP/BP/2 queue
systems as the number of mesh routers in-
crease. Queuing delay for MMPP/BP/1 is
higher than for MMPP/BP/2 due to the fact
that MMPP/BP/2 has higher number of servers
as compared to MMPP/BP/1 and hence higher
processing power thereby lowering the queu-
ing delay.
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Figure 12. Queuing delay for MMPP/BP/m as
a function of arrival rate of VoIP packets
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Figure 12 shows a graph of queuing delay as
a function of arrival rate of VoIP packets for
MMPP/M/m queue system. We used equation
12 to plot graph 12. We observe from fig-
ure 12 that queuing delay increases with in-
crease in arrival rate of packets into the sys-
tem. We also observe that for low arrival rate
values, the queuing delay for MMPP/BP/1 and
MMPP/BP/2 queue systems are closer, how-
ever as the arrival rate increases, queuing delay
for MMPP/BP/1 queue system is higher than
for MMPP/BP/2 queue system. This trend is
due to the fact that MMPP/BP/2 has a higher
number of servers than MMPP/BP/1 and there-
fore higher processing rate that results in lower
queuing delay. We further observe that as the
arrival rate increases, the difference in queuing
delay between MMPP/M/1 and MMPP/M/2
increases.
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Figure 13. Queuing delay for MMPP/BP/m as
a function of load due to VoIP packets

Figure 13 shows a graph of queuing delay as
a function of load due to VOIP packets for
MMPP/M/m queue system. We used equa-
tion 12 to plot graph 13. We observe from
figure 13 that queuing delay increases with
increase in load. We also observe that at
low load the queuing delay for MMPP/BP/1
and MMPP/BP/2 queue systems are the same,
however as the load increases, queuing delay
for MMPP/BP/1 queue system is higher than
for MMPP/BP/2 queue system. We further
observe that as the load increases, the differ-
ence in queuing delay between MMPP/BP/1
and MMPP/BP/2 increases.

In the next section, we evaluate the average
queue length for M/D/1 and MMPP/M/1 queue
systems.

8 EVALUATION OF AVERAGE QUEUE
LENGTH FOR M/D/1 AND MMPP/M/1

In this section, we compare the performance of
M/D/1 against MMPP/M/1 in terms of queue
length. Queue length is one of the performance
metrics that are commonly used to evaluate the
performance of systems.
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Figure 14. Average queue length as a function
of number of mesh routers

Figure 14 shows a graph of queue length as a
function of number of mesh routers. We used
equations 1 and 19 to plot the graph. It can
be observed from figure 14 hat average queue
length increases with increase in the number of
mesh routers regardless of the queue system.
The increase in queue length as the number
of mesh routers increase can be explained by
the fact that at each mesh router packets queue
hence increasing the queue length as the num-
ber of mesh routers increase. We further ob-
serve that for low number of mesh routers, the
average queue length for MMPP/M/1 queue
system and M/D/1 queue system are almost
the same, however as the number of mesh
routers increase the average queue length for
MMPP/M/1 queue system is higher than for
M/D/1 queue system. The difference in aver-
age queue length between MMPP/M/1 queue
system and M/D/1 queue system is more pro-
nounced as the number of mesh routers in-
crease.
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Figure 15. Average queue length as a function
of arrival rate of VoIP packets

Figure 15 shows a graph of queue length as
a function of arrival rates for VOIP pack-
ets. We used equations 1 and 19 to plot the
graph. We observe from figure 15 that aver-
age queue length generally increases with in-
crease in arrival rate of VOIP packets irrespec-
tive of the queue system. The increase in queue
length as the arrival rate of VOIP packets in-
crease can be explained by the fact that at each
mesh router packets queue hence increasing
the queue length as the number of mesh routers
increase. We further observe that the average
queue length for MMPP/M/1 is higher than for
M/D/1 queue system regardless of the average
arrival rate. The difference in average queue
length between MMPP/M/1 queue system and
M/D/1 queue system is more pronounced as
the average arrival rate increases.
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Figure 16. Average queue length as a function
of load due to VoIP packets

Figure 16 shows a graph of queue length as a
function of load due to VOIP packets. We used

equations 1 and 19 to plot the graph. We ob-
serve from figure 16 that average queue length
generally increases with increase in load due to
VoIP packets regardless of the queue system.
The increase in queue length as the load due to
VoIP packets increase can be explained by the
fact that if load increases more time is taken
processing packets and this in turn leads to an
increase in the queue length. We further ob-
serve that for low load values the queue length
for MMPP/M/1 and M/D/1 queue systems are
the same, however as the load increases, the
queue length for MMPP/M/1 queue system is
higher than for M/D/1 queue system. There is
an observed marked difference in queue length
for MMPP/M/1 and MMPP/M/2 queue sys-
tems as the load increases.

9 EVALUATION OF AVERAGE QUEUE
LENGTH FOR MMPP/M/1 AND
MMPP/M/2

In this section, we compare the performance
of MMPP/M/1 against MMPP/M/2 in terms
of queue length to investigate the effect of
increasing number of servers on the average
queue length.
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Figure 17. Average queue length as a function
of number of mesh routers for MMPP/M/1 and
MMPP/M/2

Figure 17 shows a graph of queue length as
a function of number of mesh routers for
MMPP/M/1 and MMPP/M/2 queue systems.
We used equation 19 to plot the graph. We ob-
serve from figure 17 that average queue length
generally increases with increase in number of
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mesh routers irrespective of the queue system.
The increase in queue length as the number
of mesh routers increase can be explained by
the fact that at each mesh router packets queue
hence increasing the queue length as the num-
ber of mesh routers increase. We also ob-
serve that for low number of mesh routers the
queue length for MMPP/M/1 and MMPP/M/2
queue systems are much closer, however as the
number of mesh routers increase, the queue
length for MMPP/M/1 queue system is higher
than for MMPP/M/2 queue system. The dif-
ference in queue length between MMPP/M/1
and MMPP/M/2 is even higher as the number
of mesh routers increase.
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Figure 18. Average queue length as a function
of arrival rate of VoIP packets for MMPP/M/1
and MMPP/M/2

Figure 18 shows a graph of queue length as
a function of arrival rate for MMPP/M/1 and
MMPP/M/2 queue systems. We used equa-
tion 19 to plot the graph. We observe from
figure 18 that average queue length generally
increases with increase in arrival rate irrespec-
tive of the queue system. The increase in
queue length as the number of mesh routers in-
crease can be explained by the fact that at each
mesh router packets queue hence increasing
the queue length as the number of mesh routers
increase. We further observe that the aver-
age queue length for MMPP/M/1 queue sys-
tem is higher than the average queue length for
MMPP/M/2 queue system for all considered
arrival rates. The difference in queue length
between MMPP/M/1 and MMPP/M/2 is even

higher as the arrival rate increases.
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Figure 19. Average queue length as a function
of load due to VoIP packets for MMPP/M/1
and MMPP/M/2

Figure 19 shows a graph of queue length
as a function of load due to VoIP packets
for MMPP/M/1 and MMPP/M/2 queue sys-
tems. We used equation 19 to plot the
graph. We observe from figure 19 that av-
erage queue length generally increases with
increase in load due to VoIP packets. At
low load values, the average queue length for
MMPP/M/1 and MMPP/M/2 are the same,
however as the load increases, the average
queue length of MMPP/M/1 is higher than av-
erage queue length for MMPP/M/2. The differ-
ence in queue length between MMPP/M/1 and
MMPP/M/2 increases with increase in load af-
ter attaining a load of 0.04.
In the next section, we evaluate the average
queue length for M/D/1 and MMPP/BP/1.

10 EVALUATION OF AVERAGE
QUEUE LENGTH FOR M/D/1
AND MMPP/BP/1

In this section, we compare the performance of
M/D/1 against MMPP/BP/1 in terms of queue
length.
Figure 20 shows a graph of queue length as a
function of number of mesh routers. We used
equations 1 and 12 to plot the graph in figure
20. We observe from figure 20 that average
queue length generally increases with increase
in number of mesh routers. We further
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Figure 20. Average queue length as a function
of number of mesh routers

observe that for lower number of mesh routers,
the average queue length for MMPP/BP/1 and
M/D/1 are closer, however as the number
of mesh routers increase, the average queue
length of MMPP/BP/1 is higher than average
queue length for M/D/1.
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Figure 21. Average queue length as a function
of arrival rate of VoIP packets

Figure 21 shows a graph of queue length as a
function of arrival rate of VOIP packets. We
used equations 1 and 12 to plot the graph in
figure 21. We observe from figure 21 that av-
erage queue length generally increases with in-
crease in arrival rate of VoIP packets. We fur-
ther observe that at lower arrival rates of pack-
ets into the system, the average queue length
for MMPP/BP/1 and M/D/1 are closer, how-
ever as the arrival rate increases, the average
queue length of MMPP/BP/1 is higher than av-
erage queue length for M/D/1.
Figure 22 shows a graph of queue length as a
function of load due to VoIP packets. We used
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Figure 22. Average queue length as a function
of load due to VoIP packets

equations
refaba and 12 to plot the graph in figure 22.
We observe from figure 22 that average queue
length increases with increase in load due to
VOIP packets. We further observe that at
lower load values, the average queue length for
MMPP/BP/1 and M/D/1 are the same, however
as the load increases, the average queue length
of MMPP/BP/1 is higher than average queue
length for M/D/1.

11 EVALUATION OF AVERAGE
QUEUE LENGTH FOR MMPP/BP/1
AND MMPP/BP/2

In this section, we compare the performance
of MMPP/BP/1 against MMPP/BP/2 in terms
of queue length to investigate the effect of
increasing number of servers on the average
queue length.
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Figure 23. Average queue length as a function
of number of mesh routers for MMPP/BP/1
and MMPP/BP/2
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Figure 23 shows a graph of queue length as
a function of number of mesh routers. We
used equation 12 to plot graph 23. We observe
from figure 23 that average queue length gener-
ally increases with increase in number of mesh
routers. We further observe that for lower num-
ber of mesh routers, the average queue length
for MMPP/BP/1 and M/D/1 are closer, how-
ever as the number of mesh routers increase,
the average queue length of MMPP/BP/1 is
higher than average queue length for M/D/1.
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Figure 24. Average queue length as a function
of arrival rate of VoIP packets for MMPP/BP/1
and MMPP/BP/2

Figure 24 shows a graph of queue length as
a function of arrival rate of VoIP packets for
MMPP/BP/1 and MMPP/BP/2. We used equa-
tion 12 to plot graph 24. We observe from fig-
ure 24 and that average queue length generally
increases with increase in arrival rate of VoIP
packets. We further observe that for lower
number of mesh routers, the average queue
length for MMPP/BP/1 and MMPP/BP/2 are
closer, however as the arrival rate increases, the
average queue length of MMPP/BP/1 is higher
than average queue length for MMPP/BP/2.
Figure 25 shows a graph of queue length as
a function of load due to VoIP packets for
MMPP/BP/1 and MMPP/BP/2 queue systems.
We used equation 12 to plot graph 25. We
observe from figure 25 that average queue
length increases with increase in load due to
VoIP packets. We further observe that for
lower load values, the average queue length for
MMPP/BP/1 and MMPP/BP/2 are the same,
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Figure 25. Average queue length as a function
of load due to VoIP packets for MMPP/BP/1
and MMPP/BP/2

however as the load increases, the average
queue length of MMPP/BP/1 is higher than av-
erage queue length for MMPP/BP/2.

12 DISCUSSIONS

In a recent study, the end to end delay of
VOIP packets in a WMN were modeled us-
ing an M/D/1 queue based model. In this
model, the arrival pattern is assumed to follow
Poisson distribution. However, the long held
paradigm in the communication and perfor-
mance communities that voice traffic and, data
follow Poisson distribution is inaccurate and
inefficient. To overcome the above challenge,
we modeled queuing delay and queue length
of VoIP packets in WMN using MMPP/G/m
queue system with arrivals that follow Markov
Modulated Poisson Process, and general ser-
vice time. The numerical results obtained from
the derived models show that increasing the
number of mesh routers, arrival rate and load
leads to increase in queuing delay and queue
length. Increase in queuing delay and queue
length as a result of increasing the number of
mesh routers can be explained by the fact that
at each mesh router packets experience delay
implying the more the mesh routers, the more
the delay. Furthermore, increase in load and
arrival rate lead to increase in the number of
packets being processed and this in turn leads
to increased queuing delay and queue length.
In addition, it is observed that correlated
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arrivals modeled by MMPP/M/m and
MMPP/BP/m queue systems exhibit a higher
queuing delay and queue length as compared
to Poisson arrivals modeled by M/D/1 queue
system especially at high values of mesh
routers, arrival rates and load.

13 CONCLUSION

We presented an analytical model for evaluat-
ing the performance of VoIP traffic in WMN
under correlated inter arrival times and gen-
eral service time using MMPP/G/m queue sys-
tem. The model is used to evaluate the per-
formance of VoIP traffic in WMN in terms
of queuing delay and queue length. The nu-
merical results obtained from the derived mod-
els show that increasing the number of mesh
routers, arrival rate and load leads to increase
in queuing delay and queue length. In addition,
it is observed that correlated arrivals modeled
by MMPP/M/m and MMPP/BP/m queue sys-
tems exhibit a higher queuing delay and queue
length as compared to Poisson arrivals mod-
eled by M/D/1 queue system especially at high
values of mesh routers, arrival rates and load.
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ABSTRACT 

 
Cloud computing is currently being provisioned and 

utilized by organisations in various and unstandardized 

approaches depending on the contract between the 

service provider and the end-user. The problem in this 

approach has been observed in the long-term cost, 

management overheads, and the environment 

sustainability associated with ICT usage. One method 

is to treat cloud computing services as a commodity via 

a metered billing approach, similarly to the way users 

pay for water, gas and electricity. This approach has 

shown a potential for sustainability and environmental 

benefits. These advantages have ranged from cost 

reductions, power optimisation, and simplifying in-

house management processes. The objective of this 

paper is to examine the sustainability and 

environmental aspects of cloud computing services for 

non-expert users. The paper conducts an ICT energy 

consumption analysis and concludes a decision-making 

framework for the purpose of standardizing cloud 

computing sustainability aspects for non-expert 

decision-makers. The paper argues that certain cloud 

characteristics such as resource pooling, elasticity, 

multi-tenancy and service consolidating, can have a 

positive impact on any organisation with a medium or 

low-level ICT capacity in order to reduce energy 

consumption and gain future sustainability advantages. 
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1. INTRODUCTION 

 

Non-expert decision-makers have been observed 

to struggle when asked to evaluate cloud 

computing sustainability benefits or trade-offs 

before making decisions on whether to outsource 

core ICT components of their organisations into 

the cloud or not. This paper addresses this issue 

from a sustainability perspective by evaluating the 

current improper standardization of cloud 

computing models and features offered by top 

service providers.  

At present, the audience of cloud computing is not 

limited to ICT specialists who operates in 

organisations with complex ICT work nature. 

Non-experts in almost all types of organisations 

are also benefiting today from different features of 

cloud computing. A basic definition of cloud 

computing for non-expert clients is the use of the 
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Internet for the tasks performed on computers. The 

Cloud here represents the Internet [1]. Non-experts 

can outsource in-house ICT components onto the 

cloud, or integrate newly added cloud components 

with existing in-house systems. The potential 

benefits to organisations from adopting cloud 

services were argued to illuminate capital 

investments for the ICT infrastructure in an 

organisation, reduce long-term expenses on ICT 

maintenance and upgrade, and limit the human 

interaction for provisioning and supporting ICT in 

the organisation. In addition, other benefits has 

been observed for being improperly standardised 

from the non-expert end-user perspective, whereas 

most research has been carried out on large 

datacentres and the service provider’s perspective. 

Some of which is the sustainability and energy 

optimisation of cloud computing services. This 

paper addresses this benefit from a decision-

making perspective for non-experts in accordance 

to the different cloud computing characteristics, 

hosting, and service delivery models. 

The structure of this paper is divided as follows: 

Section 2 will introduce a brief background on the 

sustainability principles of cloud computing from 

the viewpoint of non-expert users. In Section 3, a 

literature review will be discussed briefly with 

reference to the current cloud computing energy-

management services and market standards 

offered by academics and service providers. 

Section 4 will evaluate the main characteristics of 

cloud computing in accordance with the relevant 

environmental aspects. In Section 5, these aspects 

will be analysed through selected case studies in 

contrast to the cloud computing key architectural 

layers of Infrastructure, Platform, and Service. 

Following this, the paper will analyse results and 

evaluate the findings of the previous case studies 

in relation to the illustrated sustainability aspects. 

Section 6 will discuss the development of a cloud 

computing sustainability framework for non-

expert decision-makers for the purpose of 

potentially overcoming the improper 

standardisation of environmental benefits and 

trade-offs, which accompanies different types of 

cloud computing features. At the end, conclusions 

and future works are listed. 

  

2. BACKGROUND 

 

Organisations and clients are using cloud 

computing services on a daily basis whether they 

realise it or not [2]. For example, internet email 

accounts, social networks, GPS locations, and 

numerous other forms of online data storage and 

sharing are constantly being accessed by millions 

of users worldwide. These services are supplied by 

ICT providers that own virtualized datacentres for 

end-users to access through the Internet. In general 

terms, cloud-computing is a ubiquitous platform 

which provides on-demand ICT services through 

either the public Internet, or other privately-

managed and secure tunnelling networks like 

Virtual Private Networks (VPN) [3]. The Cloud 

concept came to life mainly because of the 

growing ICT requirements in almost each 

industry, which were not being fulfilled through 

previous models due to costly services and 

complex management procedures. Furthermore, 

another reason for the cloud features to take over 

conventional methods was due to the highly 

energy-consuming hardware, which is adopted in 

the traditional ICT deployments. This was more 

highlighted for large datacentres where a big 

number of servers and racks are adopted and using 

great amounts of energy including the cooling, 

ventilation, and other power-consuming associated 

tasks. Nevertheless, although organisations such as 

hospitals, shopping malls, government agencies 

and universities are not as ICT-dependant as the 

large datacentres in terms of the number of servers 

and other infrastructure, nevertheless, adopting 

cloud computing services can have impacts on the 

energy bill of those portfolios.  

Several cloud computing scientists and 

organizations have identified different 

characteristics, service-delivery models, 

architectural types, and legal aspects of a system 

necessary to support cloud computing. According 

to the NIST definition of cloud computing 

concepts, five essential characteristics were 

necessary: On-Demand Self Service, Broad 

Network Access, Resource Pooling, Rapid 

Elasticity, and Measured Services [4]. In addition, 

experts from The Cloud Security Alliance have 

identified a sixth cloud characteristic and named it 
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Economy of Scale [5]. Furthermore, other client-

cloud computing characteristics were widely 

discussed by many organizations, such as Multi 

Tenancy [6], which indicates the distributed 

manner of computing access and sharing of 

resources across the cloud. Cloud computing 

hosting models were divided into four interrelated 

models as follows: 

- Public: Cloud providers offer a full range of 

computing services via online means, which 

enables organizations to outsource the entire ICT 

infrastructure into the cloud.   

- Private: Organizations operate either on-site, 

exclusively managed, or via a third-party 

outsourced cloud, or a combination of both.    

- Community: Multiple organizations with similar 

operational goals and security policies, share the 

same virtual ICT services and platform, which can 

be managed by one of the above, a third-party, or a 

combination of all.  

- Hybrid: Often the most preferable cloud 

deployment method for end-users, as it ensures 

additional management flexibilities regarding 

security, risk elimination, information systems 

portability, and better standardization. The hybrid 

solution offers a mixture of various sub-

components from previous deployment 

approaches. In particular, this model irrespectively 

combines the technical and nontechnical aspects 

from Private, Public and Community models [7]. 

Moreover, client-cloud computing potential 

benefits extend beyond obtaining cost reductions 

and management flexibility. On this note, multiple 

energy saving characteristics were pointed out by 

academics and service providers given that ICT 

virtualization can have a significant potential for 

eliminating plugged-in equipment, thus 

minimizing associated electricity consumption, 

space and management. The Green and 

sustainability characteristics of cloud computing 

are discussed and analysed in this paper from the 

perspective of non-expert decision-makers. A brief 

summary of those aspects are presented as 

follows: [8] [9]: 

- Dynamic Provisioning: The ability to reduce 

unwanted cloud computing components through 

better matching of server capacity with actual 

clients’ demand. 

- Multi-Tenancy: The ability to normalize and 

flatten unmeasured peak loads by serving large 

numbers of clients on a shared hosting 

infrastructure. 

- Server Utilization: The ability to operate servers 

at higher utilization rates via virtualization 

techniques. 

- Datacentres Efficiency: The ability to use 

advanced datacentre features which reduce the 

overall power loss through improved methods of 

power conditioning, air cooling, and other 

methods. 

 

3. LITERATURE REVIEW 

 

This section will discuss the literature on existing 

sustainability approaches for organisations using 

cloud computing and virtual networking 

technologies, and current market solutions for 

cloud-based energy management in organisations 

with different sizes and work natures.  

One of the major issues facing this planet today is 

pollution due to greenhouse gases. ICT-related 

pollution came to attention given the swift 

development of new technologies which led to the 

dumping of large amounts of unused and outdated 

hardware without a proper recycling strategies or 

waste management. The relevance of that to this 

paper is explained in what cloud-computing 

services can potentially benefit the environment if 

utilized properly in terms of eliminating outdated 

hardware through virtual methods. These fast 

advancements in both the industrial and digital 

fields have raised many concerns regarding 

different environmental aspects such as 

greenhouse gas emissions, waste management, the 

output of raw material, and the availability and 

consumption of energy which is especially 

witnessed in third world countries.  

141

International Journal of Digital Information and Wireless Communications (IJDIWC) 6(2): 139-152
The Society of Digital Information and Wireless Communications, 2016 ISSN: 2225-658X (Online); ISSN 2412-6551 (Print)



 

Moreover, carbon monoxide’s high rates were 

observed by experts to reach unprecedented levels, 

especially in developed urban cities where almost 

half of the world’s population resides [10]. These 

highly developed cities can be currently portrayed 

as the battlefield ground between different 

organizations which include the environmental 

side on one hand that strives for sustainability, and 

the winning side which only seeks economic 

prosperity [11]. With respect to the disappointing 

history of achieving ICT sustainability despite the 

massive amount of literature published on this 

subject, not much was offered in terms of how to 

effectively balance both economic growth and 

sustainability in an ICT infrastructure strategy. 

One of the major potential benefits from 

implementing fully, or partially on-demand cloud-

computing solutions in organisations, is the ability 

to acquire an easily maintainable energy saving, 

and self-healing cable-free infrastructure [12]. 

Whilst the logic behind this statement arises due to 

the properties of virtualized techniques achieved 

through online dependent cloud-computing 

concepts, the general statement assumes that 

accessing and controlling the entire organisation’s 

internal systems requires nothing more than a 

simple, reliable, and secure internet connection. 

These tasks outsource using such an approach 

correspond with internal functions, including IT 

systems, HVAC equipment, sensors, elevators, 

lighting control, CCTV, fire alarms, and other 

implemented building devices.  

Following this through easily attainable online 

access by a secure WIFI network as an example, a 

large-scale of permission management, 

administration, and heavy daily support can to a 

certain degree be outsourced to external 

datacentres owned and operated by cloud 

providers [13]. In consequence, a high number of 

connected organisations can be managed 

simultaneously using the same ICT infrastructure. 

As a result, several sustainability objectives can be 

considered achieved from such migration 

procedures, as earlier attempts to acquire a cable-

free virtualized building solution were 

unsuccessful due to complex networking hardware 

and wiring infrastructure. 

In relation to energy efficient ICTs for smart 

applications, whether related to organisations in 

buildings, transportation, agriculture or any other 

smart principle; it can be acknowledged from 

previous published work that cloud-computing 

techniques have not been standardized and applied 

as a fully operating IT platform. The reasons 

behind this are due to performance, administration, 

and security vulnerabilities. Although similar 

topics have been the target of numerous computer 

science studies concerning virtual information 

benefits for companies’ IT solutions, only a few 

papers have discussed the energy efficient 

advantages from cloud-computing utilization as 

will be listed next. In addition, it can be concluded 

from previous literature that cloud-computing 

benefits with regard to sustainable management 

and decision-making approaches are, in most 

cases, presented as a secondary topic in a broader 

energy consumption study [14] [15] [16]. 

According to a 2009 study by the British 

Computer Society and Oxford University Press, 

energy efficient cloud-computing has examined 

several Low carbon footprint approaches for IT 

datacentres and communication services [17]. For 

the primary aim of reducing Green House Gas 

Emissions (GHG) from computation and the 

physical space occupied by associated hardware, 

the paper significantly portrays the cloud approach 

as an inherently power saving technology that has 

recently attracted the large-scale of attention of 

non-expert managers. However, it has been 

pointed out that despite the fact that most literature 

has focused on hardware aspects in relation to 

usage, optimization, and energy efficient 

performance, the information and communication 

services for potential Green solutions has not been 

fully implemented as an ICT infrastructure. In 

particular, cloud-computing solutions were mainly 

deemed at that time inapplicable for potential 

power consumption reduction. 

Moreover, the study discussed various benefits to 

be gained from implementing an IT solution based 

on cloud concepts. These services, which to a 

considerable extent, are categorized Green in 

different operational tasks, performance, and 

energy-aware aspects, are fundamentally 
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concerned with dumping heavy computational 

workload on an online virtually-managed system. 

In theory, this workload is only required either 

infrequently, or on a scheduled basis. For example, 

a certain datacentre processing function might be 

needed for only 30 minutes on a Sunday night, 

such as crunching a large number of data as part of 

a weekly backup. Although this particular task 

requires a hundred parallel servers, the normal 

building operation only requires 50 servers to 

operate on a normal workday basis.  

The paper has also analysed Amazon’s cloud-

computing monthly costs regarding a datacentre’s 

energy distribution over a 3-year period [18]. 

Furthermore, the study argued that an estimation 

of 30% savings can be obtained from unnecessary 

cooling power. In addition, 20% of energy emitted 

from networking infrastructure in a sizable 

building could also be dispensed with [19]. 

Regarding the potential benefits of cloud-

computing for the environment, a 2008 study by 

the Accenture has argued that energy consumption 

from networked-based servers alone can be 

reduced by 20% from using cloud services [20]. In 

addition, HP stated that savings from cloud-

computing deployments can reach up to 30% with 

regard to the energy spent on cooling for heavy-

duty hardware. Furthermore, it was estimated by 

the same study that the carbon exhaust of these 

equipment is currently reaching around 70% of the 

datacentre’s total power exhaust.  

The main conclusions were centred on achieving 

virtualized, energy efficient solutions while 

providing insights on how to best manage the 

approach in large-scale infrastructures. These 

environments have a high demand for information 

and communication services as well as various 

other nontechnical requirements, which can also 

be integrated onto a single virtualized platform 

[21]. 

Microsoft published a report on cloud-computing 

smart applications, which discussed potential 

possibilities for cloud approaches to achieve 

power efficient resource management [22]. 

According to a 2011 Microsoft Corporation report 

on making organisations smart, control over the 

cloud has recently been one of the centrally 

debated topics. Further, smart transportation, and a 

new generation of grid systems were both 

considered essential platforms for achieving 

sustainability.  

Case studies concluded that accurate decisions to 

enhance energy performance and management in 

Smart Buildings could not be effectively executed 

in real-time circumstances, as it was simply 

impossible to make sense of events, reports, and 

data analytics captured from IP systems. This was 

argued as one of the problems cloud-computing 

can solve via the Infrastructure as a Service layer 

(IaaS). The study argued that these recently 

innovated cloud approaches are transforming the 

way energy consumption, in both buildings, and 

cities will occur in the long-term. Although full IT 

transparency is being offered for networking and 

processing infrastructure, contributions from 

several Microsoft partners like Hitachi, Stanford 

and California University, are comprehensively 

examining methods to enhance current models on 

Smart Building energy management. For instance, 

the previous model suggests connecting a network 

of organisations into a Smart Grid, which to some 

extent can potentially be deployed across the 

world. 

4. MARKET SOLUTIONS FOR CLOUD-

BASED ENERGY MANAGEMENT 

 

According to a revenue chart created by the Pike 

study, the market of energy systems for Smart 

building management has had a growing and 

almost consistent rate of revenues since the 

introduction of cloud-based services. For example, 

while revenues have gone as far as $ 2 billion in 

2011, it has been estimated that by 2020 a return 

profit of $ 6 billion will occur from using the 

Panoptix service by Smart Buildings in the US 

alone [23].    

According to Fujitsu, a smart energy management 

service referred to as Enetune was set to be 

launched in June 2013 as part of an energy 

optimization process for businesses and 

organisations located over multiple locations [24]. 

This service will employ the online Cloud as a 
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data capturing, storing, and processing platform 

from different energy consuming sources [25]. 

Cloud-based services arrive with a bill at the end 

of each month. For example, the Enetune EMS 

service costs about 400 US dollars per project 

(location) on a monthly basis. This is excluding 

support, upgrades or any other bespoke features. 

It was pointed out by the development manager at 

Open General that the migration process from 

conventional web-enabled technologies in a 

building energy management system, into a 

transparent cloud-based solution, is considered 

essential to data integration methods within 

organisations [26]. In particular, with the 

employment of open communication protocols 

such as BACnet, Zig-Bee, and Mod-Bus, two 

levels within the system architecture has been 

identified with regard to data integration: Software 

level and the Controller level. 

According to an article by Automated Buildings 

Enterprise, the current market of cloud energy 

management for organisations is leaning strongly 

towards a Hybrid interconnected approach [27]. 

This connection is expected to take place with 

several related industries such as Smart Grids and 

others. An example of such services to support this 

application is the use of Virtual Real-time 

Information Systems (VRIS) [28] [29]. 

A research at Microsoft has carried out a cloud-

computing energy performance study with respect 

to selected applications from the ICT organization 

such as Word, Excel and Outlook exchange [30]. 

Whereby the deployment of these tools is 

considered almost a given in each Smart Building 

ICT environment, the main objective of the study 

was to highlight greenhouse gas emissions from 

utilizing a Microsoft cloud-based alternative. 

Other studies have identified the cloud-computing 

energy optimization factor via mobile platforms. 

This was particularly discussed in a study by 

Purdue University where the main objective was 

focused on enhancing computing capabilities and 

applications across mobile devices [31]. The 

ultimate solution was to ensure maximum battery 

life for ad-hoc ICT systems. Although cloud 

utilization was debated as a potential solution for a 

low-power ICT lifecycle, multiple challenges were 

addressed. 

In reference to power consolidation via cloud 

approaches, another study was deemed significant 

to this research given multiple Smart Buildings’ 

ICT services [32]. The paper addressed the mutual 

liaisons between ICT utilization on one hand, and 

associated energy consumption on the other while 

taking into account execution performance 

obtained from strengthened workloads. The main 

focus was highlighting complexities in achieving 

energy consideration by identifying both 

performance barriers and benefits gained from 

energy consolidation across different smart 

environments where a certain degree of system 

integration is accomplished. 

5. SUSTAINABLY ASPECTS OF CLOUD 

COMPUTING 

 

The dynamic scaling ability offered by on-demand 

cloud services provides the opportunity for energy 

saving in organisations, this is now discussed. It 

was argued that ICT investments are the most 

influential factor for attaining ‘Green’, low carbon 

organisations [33], also, numerous projects have 

recently been carried out on adopting emerging 

ICT solutions for contributions to energy saving 

[34] [35]. For instance, EU Commission standards, 

initiated in 2009, investigated the significance of 

in-depth relationships between ICTs’ technical 

administration, and energy-intensive industries 

such as Smart Buildings and Transportation. 

According to the Accenture Group and in response 

to intensive virtualization and economy of scale 

techniques applied by cloud datacentres, cloud-

computing solutions have the ability to reduce a 

company’s carbon emissions by approximately 

30% per IT user [36]. This was argued as being a 

result of outsourcing applications, networking 

bandwidth, and processing units into cloud-hosted 

datacentres. This indicated that some ICT 

components deployed in a non-virtual manner are 

responsible for energy consumption in terms of 

different portfolio sizes and workload. The 

following will present cloud-computing 

144

International Journal of Digital Information and Wireless Communications (IJDIWC) 6(2): 139-152
The Society of Digital Information and Wireless Communications, 2016 ISSN: 2225-658X (Online); ISSN 2412-6551 (Print)

https://www.researchgate.net/publication/234780241_Energy-Aware_Consolidation_for_Cloud_Computing?el=1_x_8&enrichId=rgreq-18c1a30a0efbdc4d167e3f32596229b1-XXX&enrichSource=Y292ZXJQYWdlOzMwNjI4MzI2ODtBUzozOTY2Mjk2NjU0MzU2NDhAMTQ3MTU3NTI4OTA1OQ==
https://www.researchgate.net/publication/297816577_CLOUD_COMPUTING_FOR_MOBILE_USERS_CAN_OFFLOADING_COMPUTATION_SAVE_ENERGY?el=1_x_8&enrichId=rgreq-18c1a30a0efbdc4d167e3f32596229b1-XXX&enrichSource=Y292ZXJQYWdlOzMwNjI4MzI2ODtBUzozOTY2Mjk2NjU0MzU2NDhAMTQ3MTU3NTI4OTA1OQ==
https://www.researchgate.net/publication/222559406_Energy-aware_Management_for_Cluster-based_Sensor_Networks?el=1_x_8&enrichId=rgreq-18c1a30a0efbdc4d167e3f32596229b1-XXX&enrichSource=Y292ZXJQYWdlOzMwNjI4MzI2ODtBUzozOTY2Mjk2NjU0MzU2NDhAMTQ3MTU3NTI4OTA1OQ==
https://www.researchgate.net/publication/4167676_An_E-model_implementation_for_speech_quality_evaluation_in_VoIP_systems?el=1_x_8&enrichId=rgreq-18c1a30a0efbdc4d167e3f32596229b1-XXX&enrichSource=Y292ZXJQYWdlOzMwNjI4MzI2ODtBUzozOTY2Mjk2NjU0MzU2NDhAMTQ3MTU3NTI4OTA1OQ==


 

contribution to power usage minimization with 

reference to the previous literature analysis. This is 

argued in accordance with key cloud management 

attributes discussed earlier.  

In a normal organisations in a building 

environment, users (e.g. people or IP devises) 

access the internet through either a local area 

network (LAN) cable (e.g. RJ 45), or via a direct 

wireless connection. Then, a cloud service request, 

which follows IaaS, PaaS, or SaaS, is sent as IP 

packets from the internal on-premises router to the 

internet provider’s main router, to eventually reach 

the cloud service provider’s gateway router. These 

requests are then subsequently dispatched to a 

shared pool of distributed virtual machines (VMs), 

which host a diverse scope of ICT resources, 

covering software applications, development 

platforms, processors, and networking bandwidth. 

Each step of the previous process consumes a 

certain amount of energy. Other tasks/services that 

are not directly involved in the cloud service 

delivery process (e.g. cooling, lighting, and 

electrical equipment needed to support the ICT 

lifecycle in Smart Buildings) were argued to 

consume the largest part of energy [37]. 

Research found during the Literature Review 

chapter has particularly highlighted four key areas 

of cloud characteristics by the Accenture group, 

which demonstrated positive impacts on reducing 

greenhouse gas emissions and refining ICT energy 

usage in organisations. These aspects have 

covered:  

 Dynamic provisioning  

 Multi-tenancy  

 Virtualization  

 Server capacity utilization  

 Cloud provider’s large-scale datacentres  

Other sub-factors were identified in the overall 

ICT energy consumption process in organisations, 

in which cloud computing has a strong potential to 

optimize (Table 1). 

To date, cloud experts claim that there is not a 

clear consensus towards classifying cloud-

computing as a Green ICT [39]. Generally, 

management awareness was considered arguably 

misperceived towards cost minimization on one 

hand, and reducing ICT electricity usage on the 

other. While many features in organisations aim to 

automate as much end-user tasks as possible, in-

house ICT infrastructure is mostly over-

implemented as deliveries and capacity exceed 

what is actually needed, through the use of costly 

systems. This was termed in the conservative and 

traditional service methodology as Over 

Provisioning. This approach would result in 

minimizing energy efficiency and maximizing 

carbon savings, as this indicates that multiple 

versions of each system or networking process, is 

replicated, installed, and supported separately on 

each site.  

In most cases when unpredictable heavy user 

access occurs, it is very difficult to predict the 

amount of bandwidth required to install a specific 

system. Non-expert decision-makers might adopt 

several frameworks for Green ICT operation; 

however, another crucial aspect must be taken into 

consideration. This highlights analysing resource 

minimization of internally hosted alternatives. 

Accordingly, cloud providers’ energy efficient 

datacentres are mostly run next to massive 

renewable energy sites in order to maximize 

energy usage in the best way possible [40]. 

Organisations can rely on these heavily-burdened 

structures for obtaining resource-efficient ICT 

systems with minimum on-site equipment 

installed. However, this should be performed prior 

to taking into consideration all energy consuming 

attributes within the ICT environment. These 

attributes were defined by several academics 

throughout different frameworks via ICT power-

usage parameters as [41]:  

 COP (Coefficient of Performance) average 

 The Carbon intensity of the electricity 

being used by each ICT component 

(kg/kWh) 

 Electricity prices per ICT component 

 Networking (next-hop) cost per GB, for 

data transfer (up/download) 

 CPU uptime, downtime, quantity, 

frequency ratio, and power required       
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Cloud computing has a significant potential for 

eliminating plugged-in equipment, thus, 

minimizing associated electricity consumption, 

space, and management effort. More, this was 

assumed to reinforce Green utilization for Smart 

Building ICT applications. In addition, the fact 

that in most cloud hosting cases energy is being 

displaced from onsite to offsite, this displacement 

only saves energy if these processes can be run 

more efficiently due to economy of scale (e.g. 

large datacentres) [42]. These datacentres could be 

situated in geographically favourable locations 

such as cooler climates, which will have lower 

cooling loads than buildings located elsewhere 

which are using those off site servers.  

In concern, multiple energy efficient aspects were 

concluded in response to previously discussed 

cloud characteristics as clarified next. 

• Enabling Resource Virtualization 

Regardless of the deployment method, the core 

concept behind cloud-computing is the ability to 

run several operating systems on one machine. 

Therefore, adopting virtual machines with 

relatively similar capabilities can be acquired 

either on, or off-premises within a single or multi-

branched ICT environments. With that in mind, 

the e-waste footprint of each ICT element such as 

servers with high CPU power can be substituted 

by VMs, thus, reducing electricity spending and 

energy of physical plugged-in units.          

• Strengthening Consolidation 

Although virtualization is considered the primary 

cloud energy-efficient aspect, a crucial reliance on 

software automation for scaling up/down as 

workload demands, forms a key benefit behind 

virtual ICT implementation. This criterion allows 

non-expert Smart Building decision-makers to 

fully utilize rented cloud resources in contrast to 

resource ratios via conservative physical ICT 

methods. The conventional approach was noted as 

more costly and power consuming in reference to 

unhandled high rates of server utilization, which 

can be minimized through virtualization and a 

solid backup of software automation.      

• Enabling Energy-Efficient Behaviour 

The pay-as-needed billing concept of cloud-

computing has a significant impact on energy end-

user behaviour for enhancing lifecycle 

administration and service oriented expenditures. 

More, while Smart Buildings’ heavy ICT 

dependence mostly includes the utilization of 

plugged-in, off-site, and third party managed 

infrastructure, this is accomplished - in cloud 

terms – following an as-needed approach. Each 

unwanted ICT element will simultaneously be 

switched off, and these resources are then pushed 

back into the shared pool as previously explained 

in the cloud characteristics section.             

• Applying Multi-branched Demand Patterns     

In relation to a multi-branched set of Smart 

Buildings such as Banks, Hotels, or Hospitals, 

operating on a single networking platform, the 

multi-tenancy attribute of cloud-computing is 

considered a major energy saving aspect for 

several reasons in accordance with each cloud 

deployment model as follows:  

- Public clouds mobility standards allow 

differently located users to access ICT services 

and applications from anywhere via the Internet, 

while taking into account several security, 

reliability, and data integrity considerations. This 

saves energy in Smart Buildings because these 

users are relying more on privately owned end-

systems from off-premises locations, which takes 

the load off the organization’s ICT infrastructure.   

- Private clouds, which are installed on one site 

such as the main headquarters of the organization, 

can act as a cloud provider datacentre for other 

Smart Building branches. These are able to access, 

utilize, and release ICT resources by following 

similar public cloud techniques. 

- Hybrid clouds, whether deployed on or off-

premises have a significant role in reinforcing both 

the security and performance of previous 

approaches as discussed earlier in the deployment 

models analysis.         
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Previous points indicate that each location with a 

certain workload peak rate, have a strong potential 

for saving energy. For instance, peak rates for 

networking, processing, or application access are 

widely reduced when distributed between multiple 

end-users via shared demand patters. Although 

less physical infrastructure is required as a result, 

the economy-of-scale aspect of cloud-computing 

plays a considerable role in maximizing energy 

efficiency and resource troughs. 

6. CASE STUDY ANALYSIS 

 

This paper interviewed a senior manager at [a 

popular ICT provider] in the UK. This interview 

has followed a semi-structured approach and 

covered potential environmental and sustainability 

benefits or trade-offs of this company’s client 

records from the perspective of non-expert 

decision-makers.   

It was first confirmed by the interviewee that SaaS 

services are currently the most popular among the 

majority of the provider’s clients. The Hybrid 

Hosting was identified by the interviewee as the 

most popular deployment model across the current 

clients. The following figure shows how cloud 

services have almost achieved the ICT demand 

level of end-users, while the classic capacity line 

is fixed and does not always correspond with the 

ICT demand of end-users. As a result, end-users 

will end-up with either (Figure 1):  

- Over Capacity: This will occur when 

organizations use owned conventional ICTs that 

have more capacity than required in real-life. As a 

result, these users will be forced to continue 

managing and paying for system runtime and 

maintenance of unneeded ICT infrastructure.  

- Under Capacity: This will occur when 

organizations use their owned conventional ICTs 

that have less capacity than required in real-life. 

As a result, these users will be forced to fully 

purchase new systems to meet this demand, and 

provide support for this new infrastructure, which 

is only needed for a short period of time. 

 

Figure 1.  Capacity comparison of Cloud vs. Classic Demand  

This According to the provider’s client records 

which were provided exclusively to this paper, 

consumers with unstable ICT demands are 

complaining from the rising cost of their existing 

in-house systems. The Over Capacity is observed 

more in big organizations where unexploited 

resources are purchased, which leads to additional 

expenses on support and upgrade. However, the 

Under Capacity aspect is observed more in small 

organizations where less ICT demand is usually 

required in most applications.  

In relation to the energy-efficient cloud-computing 

factor, it can be concluded from the interview that 

big provider names in the ICT industry are focused 

on service delivery in terms of support, 

availability, and customer satisfaction, rather than 

empowering organisations with energy-efficient 

features of cloud applications. This conclusion 

came primarily as a result of service requesters’ 

demands towards eliminating in-house ICT 

maintenance, upgrades concerns, and staff salaries. 

It was observed by this paper that the majority of 

clients over the past 5 years are not particularly 

interested in the energy-efficient benefits gained 

from cloud services. Their main interest is 

obtaining cost reductions and decreasing time-

consuming management efforts. The interviewee 

explained this by stating that obtaining 

considerable energy cuts from cloud computing is 

still a debatable argument depending on multiple  
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Table 1. Energy consuming Elements against Cloud-Computing Contribution for Organisations 

Energy 

consuming ICT 

Elements 

Cloud-

Computing 

Contribution 

Example 

Core Applications Eliminating 

extensive CPU 

power  

Internally installed, long-running software 

consume a considerable amount of CPU power 

(e.g. CRM tools for banks, security monitoring 

tools for shopping malls, etc.). Although this is 

not usually a concern during the development of 

these applications, electricity consumption can 

be reduced through outsourcing core applications 

through utilizing SaaS resources, which are 

virtually run over distributed machines at the 

cloud provider’s infrastructure.     

PCs & Servers’ 

Response Time 

Reducing end-

user response 

time by relying 

on distributed 

VMs instead of 

high 

performance on-

premises servers 

Non-expert managers in different types of 

organizations have a tricky task of weighing 

cloud-computing QoS and energy saving 

features on one hand, with branching limitations 

on the other. For example, it is well known that 

any physical server would perform, to a large 

extent, better than a virtual substitute [38]. 

However, enhancing response time is 

nonetheless a major energy saving attribute, as 

cloud providers mostly employ a large number 

of VMs assigned over globally located 

datacentres, hence, ensuring reliability via data 

replication, rapid provisioning, and availability 

rates.      

Networking 

Hierarchy 

Systems 

Minimizing 

capacity 

bandwidth from 

no-more-

necessary 

internal 

networking 

devices (e.g. 

topology design, 

wired 

networking 

awareness)  

Utilizing cloud solutions could relatively 

increase networking processes regarding number 

of hops between source and destination. 

However, employing a dynamically scalable 

infrastructure as a service IaaS, will only 

consume energy on the basis of delivering 

packets to the in-house router according to peak 

workloads. This is done in Smart Building 

networking systems, which are mostly structured 

to deal with worst case scenario such as throttle-

neck periods. As a result, this can eliminate 

internal connection complexities as opposed to 

implementing conventional on-premises 

datacentres that require power-burdened 

networking devices (e.g. switches, cables, signal 

power points, hubs, conditioning equipment, 

etc.).    
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ICT attributes related to the specific organisation 

involved. 

7. SUMMARY OF FINDINGS 

 

One of the key examples presented by the 

interviewee was the VisitBritain agency, where the 

cloud sustainability factor has played a significant 

role in forming the client’s ICT strategy. In this 

example, a large amount of hardware, and 

networking infrastructure was required to support a 

heavy communication processes and ICT capacity 

peaks.  

This demand was only required for the 2012 

London Olympic games, which only cover one 

month of uptime ICT utilization. Therefore, cloud-

computing features were a great solution for this 

scenario, avoiding having both over capacity and 

under capacity at the same time. Furthermore, 

cloud-computing  sustainable techniques played a 

significant role in that respect, where ICT 

virtualization, migration, and support, provided 

large scale virtual machines, server components, 

networking bandwidth, and 24/7 contingency 

maintenance of an entirely outsourced 

infrastructure.  

In terms of the feasibility to outsource and host an 

entire building’s networking infrastructure on a 

cloud platform, end-users will only be required to 

use thin-client Graphical User Interfaces (GUIs) as 

an on-site ICT infrastructure. Examples of these 

GUIs are screens with ad-hoc ports Ethernet access 

and minimum buffering power such as IBM pure-

systems, Google ChromeBox Cloud-based PCs, 

which are an optimized private cloud with a self-

service user interface. 

The paper simulated costs and potential energy 

savings in a major [higher education facility] in the 

UK, which is currently using conventional ICT 

hosting methods. Following a semi-structured 

interview with the university’s Information 

Director, this paper gathered the following date. The 

university employs 25 ICT personnel in-house, and 

the total cost assigned to the ICT infrastructure per 

year is £0.5 million. This was divided as follows:  

 £ 100,000 for Information Systems 

upgrade 

 £ 250,000 for Networking and 

Communication Systems upgrade 

 £ 100,000 for Hardware Maintenance (e.g. 

core networks, remote monitoring, etc) 

(20% of the total budget each year) 

 £ 50,000 for Software support from various 

vendors (excluding fixed contract costs) 

 

This paper used the tool: SBCE, which has been 

developed as part of a PhD project at Heriot-Watt 

University in 2016. The tool offers dynamic and 

elastic cost estimation, simulation and 

management consultancy features in addition to 

energy saving calculations of the ICT 

infrastructure for organisations. After selecting the 

substituted ICT components that were estimated if 

cloud computing was adopted in contrast to the 

current conventional methods, the following 

savings were calculated which compares between 

thin and thick clients, and the total cost of the ICT 

infrastructure. 

Estimated Total Cost for the first year cloud-

computing simulation: Deployment costs (£ 

73,322.40) + Support costs (£ 22,889.22) = 

£96,211.62 

Estimated Total Cost for the three years cloud-

computing simulation: Deployment costs (£ 

220,106.44) + Support costs (£ 68,707.82) = 

£288,814.26 

It can be concluded that applying a cloud solution 

seems cheaper than the on-going multi-vendor, in-

house solution. This was demonstrated from the 

£0.5 million pounds spent by the university on the 

ICT infrastructure per year, in contrast to the 

£96,211.62 required for the first year from 

applying the cloud alternative. The previous 

results are excluding any additional elasticity 

service demand patters, or any fixed service 

contracts with specific vendors such as 

Blackboard, and others, which costs Heriot-Watt 

University around £ 50,000 per year as explained 

earlier.  
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The university acquires about 5,000 computers 

covering school labs and staff offices. These in 

addition to the main library are administered 

privately by the in-house ICT support team. In that 

context, this study previously proposed the purchase 

and utilization of light-weight thin-clients, instead 

of the currently utilized thick-client devices. The 

former will soon become obsolete resulting in thick-

client hardware being dumped and replaced on a 

regular basis. Therefore, expenses related to 

purchasing, upgrading, managing, and licensing, are 

enormous as the university’s DIS has acknowledged 

in the interview earlier. In addition, with regard to 

hardware acquisition and associated power 

consumption for the entire infrastructure, the Green 

aspect of operating in an environmentally friendly 

manner can be drastically improved from 

employing thin-client equipment.  

For instance, Google and Samsung offer 

ChromBox, a light weight PC that only consumes 8-

15 watts instead of the 250 watts per each regular 

thick-client device. As a result, end-user device 

costs can reach around £ 269 instead of a £ 600 

average for an HP desktop computer. With 

accordance to the higher education case study, the 

number of watts approximately consumed by end-

user PCs only can be measured approximately as 

follows (Table 2). 

Table 2. Watts approximately consumed by end-user PCs: 

Thick-client vs. Thin-client 

 

Following the 

existing thick-

client 

approach: 

5,000 PCs: each PC consumes 250 

watts ↔ 250 x 5,000 = 1.25MW 

(Total Consumption)   

5,000 PCs: each PC costs £ 600 ↔ 

600 x 5,000 = £ 3,000,000 (Total 

PC Infrastructure Cost)   

Following the 

potential thin-

client 

approach:  

5,000 thin PCs: each PC consumes 

12 watts ↔ 12 x 5,000 = 60,000 

watts (Total Consumption) 

5,000 PCs: each thin PC costs £ 

269 ↔ 269 x 5,000 = £ 1,345,000 

(Total PC Infrastructure Cost)   

By default, any thick-client device will exclude 

costs related to any operating system licenses, anti-

virus protection, and other required software, given 

that devices like ChromeBox are online-based, self-

healing with automatic built-in system upgrade. 

Moreover, other desktop computers were also 

classified under the thin-client category. These have 

also been argued to optimize energy usage, 

minimize hardware possession, and ensure efficient 

remote utilization of resources given that the 

operating system is already hosted on the 

manufacturer’s cloud environment [43]. Some 

examples of today’s ICT market, this light-weight 

hardware can range from the HP MultiSeat PC, to 

the Wyse computer by Dell, in addition to other 

networking storage systems such as Sun 

MicroSystems, KronosSystem, and ReadyNAS by 

NetGear. 

8. CONCLUSION AND FUTURE WORK 

 

The objective of this paper is to standardize the 

sustainability aspects of cloud computing from the 

perspective of non-expert decision-makers. The 

paper introduced a brief background on the 

sustainability principles of cloud computing from 

the viewpoint of non-expert users. Following that, 

a literature review was discussed briefly with 

reference to the current cloud computing energy-

management services and market standards 

offered by academics and service providers. 

Furthermore, the main characteristics of cloud 

computing in accordance with the relevant 

environmental aspects were discussed and 

analysed through selected case studies in contrast 

to the cloud computing key architectural layers of 

Infrastructure, Platform, and Service. The paper 

then analysed results and evaluate the findings of 

the previous case studies in relation to the 

illustrated sustainability aspects.  

As discussed, studies such as the UN Habitat 

indicated that developed cities with high population 

such as London and Beijing, are accountable for 

nearly 85% of greenhouse gas emissions [44]. 

According to other previously reviewed studies, this 

number classified these cities, in carbon terms, as 

unsuitable places to live in the future. It was also 

stated that organisations in buildings are responsible 

for around 45% of energy consumption in Europe 

alone. In particular, ICT in a normal building with 

medium-capacity datacentres is currently 
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responsible for over 10% of the total cost of this 

structure. Furthermore, the overall global CPU 

power and storage capacity was observed to double 

every 18 months, and the global ICT consumption 

growth was noticed to rise from 123 billion kWh in 

2005, to 246 billion kWh in 2010. This reflected a 

2% increase of the worldwide CO2 emissions. As a 

result, it was estimated that a set of server racks, 

which include around a thousand servers, would 

currently cost around $ 4.5 million, mainly due to 

its power consumption in a normal capacity 

datacentre. Cloud-computing was introduced to help 

mitigate this issue, not only from ease-of-

management and economical perspectives, but also 

in relation to various associated environmental 

factors. This was argued to have a strong potential 

to minimize software and hardware physical 

acquisition and usage in different types of 

organisations. 

The main conclusions can be summarized as 

follows: 

- An observation was made that cloud experts 

currently claim that there is not a clear consensus 

towards classifying cloud computing as a Green 

ICT. 

- In almost organisations, Servers occupy the 

biggest percentage in cost and energy consumption 

as opposed to all other ICT components and 

associated attributes. In addition, 42% of the 

power consumption of an ICT-burdened 

organisation is designated to the cooling 

infrastructure. 

- The main conclusion argued that for a Green 

installation in a heavily ICT dependent 

organization, adopting cloud-computing was in 

most of the client cases -from top service 

providers- more cost efficient in terms of 

hardware, datacentre costs, and management. In 

the long-term, in some cases the savings got lower 

when a client moves from a legacy environment 

into a cloud one due to extra costs such as support 

expenses, and non-planned hardware upgrade. 

- With regard to the higher education facility cost 

and energy spend simulation, cloud-computing 

was observed to be cheaper and more energy 

efficient than the conventional existing approach 

for a 3-year deployment. 

Future work is suggested to highlight the energy 

use of specific industries with accordance to ICT, 

and evaluate the potential energy reductions from 

adopting cloud computing services. This would 

offer a better understanding of each industry 

individually, hence, the research would assist non-

expert decision-makers in identifying the trade-

offs, benefits, and areas of concern that are only 

specific to their organisations’ work nature, 

operational objectives, and other administrative 

attributes such as size, employees, and budgets. 
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