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#### Abstract

We present a framework for verification and validation of simulation models of System of Systems that is based on an existing framework for modeling and simulation. The framework addresses problems arising especially in recently emerging Systems of Systems such as cyber-physical autonomous cooperative systems. The design of such systems presents challenges to the currently employed independent use of simplified models for formal verification or brute-force simulations which are severely limited in the range of conditions they can test. The proposed framework is applied to integration of formal analytic and simulation verification methods where there is a need to have confidence that the properties proved for idealized abstract models also hold in more realistic models which gave rise to the abstractions. Taking both logical and probabilistic perspectives clarifies the situation and suggests where more research is needed.
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## I. Introduction

The use of simplified models in simulation model development has long been advocated as necessary in trading accuracy for practicality of execution. ${ }^{1-3}$ Whether referred to as reduced order (derived from linear system theory ${ }^{3}$ ), abstraction (under computer science influence ${ }^{4}$ ) or metamodeling, ${ }^{5}$ the basic idea is that the model in question is conceived to be a simplified version of a more complex model that has beneficial attributes such as being easier to analyze, simulate, or compare with reality. Especially in the realm of system design, formal Verification and Validation (V\&V) methods rely on appropriately formulated abstractions that lend themselves to proofs of properties using logic-based analysis. ${ }^{6}$ However, the everincreasing complexity of autonomous, cyber-physical, cooperative multi-agent systems (such as unmanned aircraft of the US Air force and self-driving cars) has raised questions concerning the limitations of verification based solely on analysis of abstractions. For example, model checking, a well-known formal verification method, systematically explores the state space of a system model to check that states satisfy specified behavioral properties. ${ }^{6}$

Model checking methods encounter state space explosion in analyzing autonomous systems that require complex logical processes to perform complex decision-making tasks. Moreover, because they are limited in their expressive capability to restricted logics, such methods must typically make stringent assumptions about physical components and environments. These assumptions and idealizations greatly reduce the methods' applicability to cyber-physical systems where the interplay of physical and computational elements is paramount. Finally, cooperative multi-agent systems raise the state space explosion exponentially through the cross-product of their individual state

[^0]spaces. In the absence of workable simulation approaches to enable virtual testing, the only recourse for $\mathrm{V} \& \mathrm{~V}$ of cyber-physical autonomous cooperative systems, as examples of Systems of Systems (SoS), ${ }^{7}$ is to brute-force methods which are severely limited in the range of conditions they can test.

We claim that a key root cause of limitations in current V\&V approaches to SoS is that they are not based on a general dynamic systems modeling and simulation framework. Such a framework should be capable of expressing the interaction of decision logic, discrete events, and continuous dynamics that are the hallmarks of such systems. We therefore propose that the Discrete Event System Specification (DEVS) formalism, as the computational basis for a general dynamic systems theory, ${ }^{2,8}$ provides a sound and practical foundation for enhancing existing V\&V methods to address their limitations in addressing SoS.

The value of Modeling and Simulation (M\&S) in defense and other application areas is well known. ${ }^{9}$ A DEVS model is a system-theoretic concept specifying inputs, states, and outputs, similar to a state machine. ${ }^{10}$ Critically different, however, is that it includes a timeadvance function that enables it to represent discrete event systems, as well as hybrids with continuous components ${ }^{11}$ in a straightforward platform-neutral manner. ${ }^{12,13} \mathrm{~A}$ recent dissertation ${ }^{14}$ presents a multi-paradigm model-driven approach to design, verification and deployment of software intensive systems, another formulation of cyberphysical systems. It shows that DEVS provides excellent features for modeling such systems. The thesis provides a list of properties of DEVS and their mapping to properties of automotive software and systems, here viewed as instances of SoS.

- Concurrency: Multiple processors and communication links are concurrent in a SoS system. The semantics of DEVS coupled models supports concurrency by appropriate interleaving of the discreteevent behavior of individual sub-models.
- Time: Real-time performance is a crucial property of SoS embedded software. End-to-end latencies are part of the requirements for these applications. The time advance function of an atomic DEVS model can be used to model latency.
- Events: Event-triggered and time-triggered architectures use triggers in the form of either external events or timing events to start certain pieces of functionality. DEVS implements reaction to events using the external transition functions.
- Priorities: Some real-time communication channels use priority-based and other mechanisms for arbitration. DEVS supports such arbitration by means
of explicit specification of executable events from the set of simultaneous events.
- Simulation of the physical parts of the system: DEVS is a very general formalism and is able to include different other formalisms. This generality stems from the infinite possible states that DEVS allows to model and the (continuous) time elapse between the different state transitions. Hierarchical coupling techniques are used to integrate the different formalisms using DEVS as a common denominator.

Faced with the complexity of V\&V for SoS, there has been recognition of the need to establish a standard specification for intended use (IU) of a model that contains a comprehensive listing of specifics in relation to the problem that the model is intended to address for SoS. ${ }^{15}$ As a greatly expanded formulation of modeler objectives and context, the introduction of the IU specification begs the question of how to reconcile IUs with experimental frames (EFs) and how to apply the resulting concepts to V\&V of SoS. In this paper, we work toward an extended framework for V\&V of simulation models of SoS that views the problem from the "modeling in the large" perspective of Zeigler. ${ }^{16}$ This framework is based on the framework for M\&S emphasizing abstractions called partial or lumped models as first proposed by Zeigler ${ }^{2,17}$ The extended framework includes the concept of IU as a characterization of modeler objectives and an extension of the EF concept. ${ }^{2,18}$ The proposed framework is applied to integration of formal analytic and simulation verification methods where there is a need to have confidence that the properties proved for idealized abstract models also hold in more realistic models which gave rise to the abstractions. Taking both logical and probabilistic perspectives clarifies the situation and suggests where more research is needed.

In the sequel, we first review basic systems theory that underlies the subsequent presentation of the proposed modeling and simulation framework and its application to integration of formal methods for verification within the simulation context. Discussion of more robust validation and verification of simulation models for systems of systems then follows with conclusions on where further research is needed.

We remark that a significant volume of literature has developed in the area of V\&V since the 1970s that includes branches that stem from the original framework and branches that do not (and some that re-combine.) To place the current approach in context of these works enables better elucidating its contribution. This will be done in the discussion following the main presentation to exploit the clarity introduced by the framework definitions.

Table I. Levels of system specifications.

| Level | System specification | Description |
| :--- | :--- | :--- |
| 4 | Coupled | Hierarchical system with coupling specification. System of systems is defined at this level. |
| 3 | Atomic | State space with transitions. Behavior and internal structure are specified at this level. |
| I | I/O function | State space with defined initial state. Component temporal behavior with respect to initial state is |
|  | defined at this level. |  |
| I/O behavior | Collection of I/O pairs defining temporal behavior is defined at this level. |  |
| 0 | I/O frame | Defines I/O variables with associated ports over a time base. |
| I/O: input/output |  |  |

## 2. Systems theory background

Concepts for organizing models and data for simulation based on systems theory ${ }^{18,19}$ and implementable in Model Based Systems Engineering ${ }^{20,21}$ are a necessary background for discussing the modeling and simulation framework (MSF). The system specification hierarchy (as outlined in Table 1) provides an orderly way of establishing relationships between system descriptions as well as presenting and working with such relationships. Pairs of system can be related by morphism relations at each level of the hierarchy. A morphism is a relation that places elements of system descriptions into correspondence. For example, at the lowest level, two observation frames are isomorphic if their inputs, outputs, and time bases respectively, are identical. In general, the concept of morphism tries to capture similarity between pairs of systems at the same level of specification. Such similarity concepts have to be consistent between levels. When we associate lower level specifications with their respective upper level ones, a morphism holding at the upper level must imply the existence of one at the lower level. The morphisms are set up to satisfy these constraints.

The most fundamental morphism, called homomorphism, resides at the State Transition level Consider two systems specified at level $3, \mathrm{~S}$ and $\mathrm{S}^{\prime}$, where S may be bigger than $S^{\prime}$ in the sense of having more states. $S$ could represent a complex model and S' a simplification of it. Or $S$ could represent a simulator and $S^{\prime}$ a model it is executing. If such a homomorphism holds for all states of S', then any state trajectory in the $S^{\prime}$ will be properly reproduced in S. Often, we require that the correspondence hold in a step-by-step fashion and that the outputs produced from corresponding states be the same. In this type of homomorphism, the values and timing of the transitions and outputs of the big system are preserved in the small one. Thus, in this case, the state and output trajectories of the two models, when started in corresponding states, are the same. However, in general the relation between state and output trajectories at different levels is more complex.


Figure I. Basic entities in M\&S and their relationships.

## 3. MSF

The MSF presents entities and relationships of a model and its simulation. The basic entities of the framework are: source system, model, simulator and the Experimental Frame (EF). As illustrated in Figure 1, the basic entities in M\&S are the actual system (the "Source System"), the "Model," and the mechanism for executing the Model (a "Simulator") when the model generates a description of events over time. It is important to understand the relationship between the Model and the Source System (the "Modeling Relation") and the relationship between the Model and the Simulator (the "Simulation Relation"). The adequacy of the model must be judged with respect to the context of use, which includes the domain of input values, the range of output values, and the intent of the user. The EF was originally introduced to operationalize this contextual dependence of adequacy as an object in a status equal to real system, model, and simulator. In the simulation theoretic usage we employ here the MSF separates models from simulators as entities that can be conceptually manipulated independently and then combined in a relation which defines correct simulation. In addition, the EF defines a particular experimentation process for model input, state, and outcome measurements in accordance

Table 2. Defining the basic entities in $M \& S$ and their usual levels of specification.

| Basic entity | Definition | Related system specification levels |
| :--- | :--- | :--- |
| Source system | Real or artificial source of data | Known at level 0 <br> Behavior database <br> Experimental frame | | Collection of gathered data |
| :--- |
| Specifies the conditions under which system is observed |
| or experimented with |
| Instructions for generating data |
| Computational device for generating behavior of the model |$\quad$| Constructed at levels 3 and 4 |
| :--- |
| Model |

with specific analysis objectives. The EF formally recognizes that the IU of a model is a fundamental determinant of its validity with respect to the source system. Modular reuse, validity, and executability of simulation compositions are common aspirations among enterprises regularly relying on M\&S of SoS throughout their lifecycles. Such enterprises invest significantly not only in development and experimentation, but also in V\&V. The MSF helps clarify many of the issues involved in such activities. The MSF underlies the DEVS simulation protocol, ${ }^{2,8,11}$ which provides provably correct simulation execution of DEVS models thereby obviating commonly encountered sources of errors in legacy simulations.

The basic inter-relationships among entities are the modeling and the simulation relationships. The entities are defined in Table 2. This table also characterizes the level of system specification that typically describes the entities. The level of specification is an important feature for distinguishing between the entities, which is often confounded in practice. Based on this framework, the basic issues and problems encountered in performing M\&S activities can be better understood and coherent solutions developed.

## 3.I The entities of the framework

The source system is the real or virtual environment viewed as a source of observable data, in the form of time-indexed trajectories of variables. The data that have been gathered from observing or otherwise experimenting with a system are called the system behavior database. This concept of source system is a specification at level 0 and its database is a specification at level 1. These data are viewed or acquired through EFs of interest to the modeler. In datarich environments, such data are abundant from prior experimentation or can easily be obtained from measurements. In contrast, data-poor environments offer meagre amounts of historical data or low-quality data (whose representativeness of the system of interest is questionable). The modeling process can direct the acquisition of data to those areas that have the highest impact on the IUs of the M\&S.

In its most general guise, a model is a system specification at any of the levels of the Hierarchy. However, in the traditional context of M\&S, the system specification is
usually done at levels 3 and 4. Thus the most common concept of a simulation model is that it is a set of instructions, rules, equations, or constraints for generating input/ output (I/O) behavior. In other words, we write a model with a state transition and output generation mechanisms (level 3) to accept input trajectories and generate output trajectories depending on its initial state setting. Such models form the basic components in more complex models that are constructed by coupling them together to form a level 4 specification. The definition of model in terms of system specifications has the advantages that it has a sound mathematical foundation and it has a definite semantics that everyone can understand in unambiguous fashion.

## 4. Intended uses and experimental frames

Figure 2 shows the application of the framework to V\&V for M\&S for SoS. Given the importance of the EF concept to $\mathrm{V} \& \mathrm{~V}$, we review it in more depth based on detailed developments found in Zeigler ${ }^{16}$ and Traoré and Muzy. ${ }^{23}$ Roughly, an EF is a specification of the conditions under which the system is observed or experimented with. As such EFs are the operational formulation of the IUs that motivate a modeling and simulation project. Many EFs can be formulated for the same system (both source system and model) and the same EF may apply to many systems. There are two equally valid views of an EF. In the first data storage view, a frame is a definition of the type of data elements that will be stored in the database to be tagged with the frame for later extraction. In the second, data acquisition view, a frame is a system that interacts with the SoS to obtain the data of interest under the specified conditions that are part of the frame. In this view, the frame is characterized by its implementation as a measurement system or observer. In this implementation, a frame typically has three types of components: a generator that generates input segments to the system; an acceptor that monitors an experiment to see if the desired experimental conditions are met; and a transducer that observes and analyzes the system output segments.

Balci ${ }^{24}$ emphasized the role of "intended uses" in directing the construction of an M\&S application and


Figure 2. Architecture for SoS V\&V based on M\&S framework. (SoS: Systems of Systems)
consequently how it should be subject to V\&V. He provided by way of illustration a hierarchy of intended uses for a particular M\&S application but did not attempt a general formulation of such a hierarchy. Recently, an organization with a heavy reliance on M\&S for SoS, the US Missile Defense Agency, is establishing a standard IU specification that contains a comprehensive listing of specifics in relation to the analysis problem that the model is intended to address. ${ }^{15}$ Indeed this specification significantly expands the set of elements that characterize the objectives of the user. The fundamental elements of an IU include pertinent analyst tasks, model inputs and outputs, experimental designs, calibration methods and data, test objectives and concepts of operations (CONOPS). In addition the specification requires characterization of Key Attributes, i.e. aspects and values that identified stakeholders and developers agree on. These attributes include: Focus (from narrow consideration of a component, such as a specific radar, to the broad scope of end-to-end SoS evaluations), Simulation Type (Constructive, Virtual, or Live), Fidelity, Uncertainty Quantification, Interoperability, Level of detail and relation to operator training or exercise experience.

Our formulation based on such a specification is that once the IU is known, suitable EFs can be developed to accommodate it. Such frames translate the IU elements into more precise experimentation conditions for the SoS base model and its various abstractions and aggregated models called Lumped Models. A model developed for an
application is expected to be valid in each frame associated with the IU specification that formalizes that application. An IU specifies a focus, fidelity, and a level of detail to support the problems and tasks it concerns. Different foci, fidelities, and levels of details may both require and allow different models that exploit these factors to enable optimal set up and run time attributes. The basic concept in Figure 2 is that IUs act as keys to all data and models that have been acquired and developed thus far. In the storage process, a new data set or model is linked to the IU that motivated its development. In retrieval, given an application of interest to the user, the system supports formulating a representative IU and finding the closest IU matching the newly formulated IU. If the user is unsatisfied with the match, or wishes to explore further, the system supports synthesizing a composite IU using available lattice-like operations (upper and lower bounds, decomposition, etc.).

## 4.I Review of validity and partial order relations

The basic modeling relation, validity, refers to the relation between a model, a system and an EF. Validity is often thought of as the degree to which a model faithfully represents its system counterpart. However, it makes much more practical sense to require that the model faithfully captures the system behavior only to the extent demanded by the objectives of the simulation study. In our formulation, the concept of validity answers the question of whether it is impossible to distinguish the model and
system in the EF of interest. The most basic concept, replicative validity, is affirmed if, for all the experiments possible within the EF, the behavior of the model and system agree within acceptable tolerance. Thus replicative validity requires that the model and system agree at the I/ O relation level 1 of the system specification hierarchy.

Stronger forms of validity are predictive validity and structural validity. In predictive validity we require not only replicative validity, but also the ability to predict as yet unseen system behavior. To do this the model needs to be set in a state corresponding to that of the system. Thus predictive validity requires agreement at the next level of the system hierarchy, that of the I/O function level 2. Finally, structural validity requires agreement at level 3 (state transition) or higher (coupled component). This means that the model not only is capable of replicating the data observed from the system but also mimics in step-bystep, component-by-component fashion, the way that the system does its transitions.

The term accuracy is often used in place of validity. Another term, fidelity $^{25}$ is often used for a combination of both validity and detail. Thus, a high fidelity model may refer to a model that is both high in detail and in validity (in some understood EF). However, when used this way there may be a tacit assumption that high detail alone is needed for high fidelity, as if validity is a necessary consequence of high detail. In fact, it is possible to have a very detailed model that is nevertheless very much in error, simply because some of the highly resolved components function in a different manner than their real system counterparts.

Besides the two fundamental relationships, there are others that are important for understanding modeling and simulation work. These relations have to do with the interplay and orderings of models and EFs. The inescapable fact about modeling is that it is severely constrained by complexity limitations. Complexity is measured typically on resource usage in time and space relative to a particular simulator, or class of simulators. However, properties intrinsic to the model are often strongly correlated with complexity independently of the underlying simulator. Successful modeling can then be seen as valid simplification. We need to simplify, or reduce the complexity, to enable models to be executed on resource-limited simulators. But the simplified model must also be valid, at some level, and within some EF of interest. As in Figure 3, there is always a pair of models involved, call them the base and lumped models. Here, the base model is typically "more capable" and requires more resources for interpretation than the lumped model. By the term "more capable," we mean that the base model is valid within a larger set of EFs (with respect to a real system) than the lumped model. However, the important point is that within a particular frame of interest the lumped model might be just as


Figure 3. Validity of base and lumped models in EF. (EF: experimental frame)
valid as the base model. The concept of morphism, introduced above, affords criteria for judging the equivalence of base and lumped models with respect to an EF.

Table 3 gives the fundamental relations that underly the organization of models and data in the architecture of Figure 2. In this conception, the data architecture for SoS $\mathrm{V} \& \mathrm{~V}$ contains a repository of models and EFs keyed by IUs. Focusing on EFs, it is critical to have an ability to ask whether there are any frames that meet our current objectives and whether there are models that can work within such frames. The relation that determines if a frame can logically be applied to a model is called applicability and its converse is called accommodation. Notice that validity of a model in a particular EF requires, as a precondition, that the model accommodates the frame. The degree to which one EF is more restrictive in its conditions than another is formulated in the derivability relation. A more restrictive frame leaves less room for experimentation or observation than one from which it is derivable. So, as illustrated in Figure 4, it is easier to find a model that is valid in a restrictive frame for a given system. It has been shown that applicability may be reduced to derivability. Briefly, to see this, define the scope frame of the model to represent the most relaxed conditions under which it can be experimented with (this is clearly a characteristic of the model). Then a frame is applicable to a model, if it is derivable from the scope frame of the model.

## 5. Systems morphisms to integrate simulation and formal verification

Extending the work of Zeigler ${ }^{2,16}$, Traore and Muzy ${ }^{23}$ formalized EFs as a basis for specifying the context in which simulation models are built with the goal of integrating formal methods for verification of a model's consistency, composability, reuse, and validity using model checkers and theorem provers. Foures et al. ${ }^{26}$ provide a metricbased method which aims to guide EF and/or model definition to assist finding the right model and the right EF for a

Table 3. Definition of fundamental partial order relations.

| Relationship | Definition |
| :--- | :--- |
| Experimental frame applies to a model (or 'is applicable to') | The conditions on experimentation required by the frame can be <br> enforced in the model |
| Model accommodates experimental frame | Frame is applicable to the model |
| Experimental frame I is derivable from experimental frame 2 | Any model that accommodates experimental frame 2 also <br> accommodates experimental frame I |



Figure 4. Fundamental ordering relations for data architecture.
given intended use. Zeigler and Nutaro ${ }^{27}$ discuss the use of morphisms that builds upon recent extensive work on verification combining DEVS and model checking for hybrid systems. ${ }^{14,28,29}$ The mathematical concepts within the DEVS formalism encompass a broad class of systems that includes multi-agent discrete event components combined with continuous components such as timed automata, hybrid automata, and systems described by constrained differential equations. System morphisms can map a model expressed in a formalism suitable for analysis (e.g. timed automata or hybrid automata) into the DEVS formalism for the purpose of simulation. Conversely, it is also possible to go from DEVS to a formalism suitable for analysis for the purposes of model checking, symbolic extraction of test cases, and reachability, among other analysis tasks.

## 5.I Model abstraction in formal verification

Humphrey ${ }^{30}$ explored the use of Linear Temporal Logic, the SPIN model checker, and the modeling language PROMELA ${ }^{30}$ for high-level design and verification in Unmanned Autonomous Vehicles (UAV) related applications. She reported some success while suggesting limitations and needed extensions. Table 4 shows three UAV related cases she discussed.

In each case, the focus of model is shown along with a simplifying assumption. Because they are oriented to verification, model checking tools tend to lack many functions that exist in DEVS environments and require abstractions that fit the tools' operation. This forces an abstraction of the real system that on the one hand enables the modeler to better understand the model, and on the other hand entails numerous assumptions to enable the model checker to verify the focal requirement. Despite these drastic simplifications, state space explosion prevents employing more than a handful of UAVs and sensors.

As discussed earlier, several DEVS methodologies have been developed which incorporate non-DEVS verification methods. ${ }^{13,14,21,28}$ These methodologies attempt to employ DEVS to enable loosening the simplifying assumptions typically made by non-simulation models. In another variation, functional and temporal properties of Timed Stream Petri Net models are checked using exhaustive verification or DEVS-based simulation.

The combination of simulation and formal verification gives a much more powerful capability to test designs than can be achieved with either alone. In a design process that incorporates both types of analysis, verification models can be used to obtain absolute answers concerning system behavior under idealized conditions. Failures in this verification stage should indicate a need to find and correct fundamental flaws in the system design. On the other hand, if a successfully verified model can be formally extended into a simulation model for which the verification model is a homomorphic simplification, the simulation model might retain the properties that were verified with the simpler model, and then can be used to explore scenarios that are necessarily outside the scope of formal verification.

### 5.2 Integration of verification and simulation

The representation of this idea within the organization of relations just described is shown in Figure 5. Here the lumped model represents an analysis model that we are seeking to verify for a set of requirements and assumptions represented by $\mathrm{EF}_{\text {Assum }}$. The base model represents a simulation model that has more of the structure and behavior representative of the real-world system and

Table 4. Example applications of model checking to a UAV SoS.
Model \#I A centralized UAV controller that coordinates the actions of multiple UAVs performing a monitoring task.
Focus of model checking Assuring that all sensors are eventually visited.
Sample simplifying assumptions Communication between UAVs and sensors can only occur when in the same location and is error free.
Model \#2 A leader election protocol for a decentralized system of unattended ground sensors sending estimates of an intruder's position to a UAV.
Focus of model checking At least one leader exists at every time step.
Sample simplifying assumptions The sensors all use sampling epochs of the same length enabling a single time step for time advance.
Model \#3 Verification of high level UAV mission plans for a scenario in which multiple UAVs must be used to safely escort an asset across a road network.
Focus of model checking The path travelled by the asset is safe, i.e. all road segments in the path have been scanned by UAV. Sample simplifying assumptions UAVs and asset were assumed to travel at the same speed.

UAV: Unmanned Automated Vehicle
accommodates a "larger" frame, $\mathrm{EF}_{\text {Scope }}$. The fact that the latter is "larger," i.e. more inclusive, than the latter is captured by the derivability relation. Then, if we can demonstrate a homomorphism from the base to the lumped model $\mathrm{EF}_{\text {Assum }}$ one might suspect that any property proved to hold for the lumped model would also hold for the base model in that same frame. Unfortunately, as we will show, the literature shows this preservation of properties is not a necessary consequence of such a homomorphism. Moreover, it is more questionable whether the property continues to hold in the larger frame, $\mathrm{EF}_{\text {Scope }}$.

To illustrate, let $\mathrm{EF}_{\text {Assum }}$ contain the first simplifying assumption of Table 4"Communication between UAVs and sensors can only occur when in the same location and is error free" and suppose the lumped model of the UAV system has been shown to meet the requirements that "all sensors are eventually visited." Now suppose that in addition, we construct a base model that allows for realistic communication (less spatially constrained and errorprone). Under what circumstances would it be possible to show that all sensors are still eventually visited? Presumably, the base model would have to be extended in such a way as to have the "same" structure and behavior as the lumped model, which would require that a strong morphism hold between them. It would be natural to first consider that the morphism holds when the simplifying assumption is made (i.e. within $\mathrm{EF}_{\text {Assum }}$ ) and then whether it still holds when the condition is relaxed (i.e. within $\mathrm{EF}_{\text {Scope }}$ ).

A full framing of the problem for SoS is obtained by returning to the architecture of Figure 2 where for the UAV multiagent SoS in Table 4, we have at least 3 EFs (each representing different simplifying conditions) and 3 lumped models (each representing a verified analyzable model). What can we say about a base (simulation) model that attempts to be compatible with each of the simplified models and therefore retain the desired properties they


Figure 5. Relation between verification and simulation. (EF: experimental frame)
satisfy? The fundamental ordering relations of Figure 4 and the system theory hierarchy of specifications and morphisms give us a means to frame the problem and develop a methodology to approach its solution. In the last section, we address the question of what kind of morphic relation is needed between base and lumped models in order for proven properties of the lumped model to also hold for the base model.

## 6. Morphisms and preservation of properties

What kind of morphic relation between base and lumped models justifies inferring that a base model has a property just established for a lumped model? Consider base and lumped models with a homomorphism holding in an EF as in Figure 4. Assume the lumped model has property P. Is it true that the base model must have property P as well? Consider Figure 6, where for convenience we will use S (or System) to refer to the base model and M (or Model) to refer to the lumped model. We call upward preservation, or structural inference, the inference: "if M has P


Figure 6. Downward and upward preservation of properties
then S has P " and as emphasized, it represents the kind of preservation we are focusing on here. However, downward preservation, where a property $P$ is inherited from $S$ to $M$ is of interest as well. The problem of downward preservation was raised by $\mathrm{Foo}^{31}$ who provided sufficient conditions for inheritance of stability properties for continuous systems and pointed out that downward preservation of P implies upward preservation of -P , the negation of P . Unfortunately, properties of interest seem not to be expressible in negative form. Indeed, Sierocki ${ }^{32}$ clarified the situation by applying a well-known universal algebraic formulation of the logician Lyndon to finite automata. Informally, a positive property is one expressible in first order logic without use of negation. Conversely, a negative property is one that requires negation to express it. Sierocki enumerates a number of properties of automata that are of interest (e.g. relating to reachability, connectedness, and reversibility) and are positive by direct statement. Applying Lyndon's theorem, Sierocki shows that upward inheritance of positive properties holds for the usual homomorphism of automata. Moreover, downward inheritance holds for negative properties.

The general situation is unsettled. Saadawi and Wainer ${ }^{28}$ shows that some properties transfer upwards from Safety Timed Automata models verified in UPPAAL to real-time advance DEVS models under a strong form of bi-simulation similar to isomorphism. Zeigler et al. ${ }^{8}$ provide examples of morphisms and properties where it is both possible and not possible to make structural inferences. Given this situation, one direction for research is to look at more special cases. Another is to formulate the problem within a probabilistic, rather than logical, framework. It turns out we can get a more robust approach to making structural inferences as well as gaining more insight into the role of morphisms in the process.

## 6.I Probabilistic perspective: Bayesian reasoning

The thin arrows in Figure 6 denote paring of Systems and Models corresponding to morphisms. Consider that in the situation for downward preservation, with the blue arrows, that Systems having P map to Models having P. The problem is caused by the possibility, shown as a gray arrow, that that Systems not having P also map to Models having P. In other words, a morphism may be deceptive even though it preserves behavior and/or structure at some level of the hierarchy. Certainly, if we set up a random pairing of Ss and Ms where Ss with P always map to Ms with P, we would not expect that Ss without P also map to Ms without P. However, there may be constraints on the Ss, Ms, and mappings that pull it away from pure randomness and make it less likely that a deceptive cross-mapping exists. Indeed, we can show that under conditions consistent with downward preservation of hard-to-prove properties, the posterior probability that S has P given that M has $P$ is greater than the prior probability that $S$ has $P$. In other words, demonstrating a homomorphism, or more generally a strong morphism, can significantly increase the likelihood that a lumped model property is truly reflective of the more complex base model. The set-up and proof proceed using the reasoning underlying Bayes' theorem and are provided in the Appendix.

## 7. Historical trace of V\&V streams

After several decades of development, there are still a wide variety of V\&V terms, concepts, products, processes, tools and techniques. ${ }^{33}$ This variety derives from different streams of development and motivates the following effort to place the framework for more robust V\&V methodology presented here in historical perspective.

Table 5. Conceptual definitions of objects and modeling and simulation framework (MSF) equivalents.

| Conceptual definition of object | MSF formalization |
| :--- | :--- |
| A simuland is the real-world system of interest. It is the | Real-world system is a source of data and can be represented by a <br> object, process, or phenomenon to be simulated <br> A model is a representation of a simuland, broadly <br> srouped into conceptual and executable types. |
| Model if a set of rules for generating behavior and can be be <br> represented by a system specification at a structural level. A <br> modeling formalism, e.g. DEVS, enables conceptual specification and <br> is mapped to a simulation language for execution by a simulator. |  |
| Simulation is the process of executing a model over time |  |
| A simulator is a system capable of generating the behavior of a |  |
| model; simulators come in classes corresponding to formalisms, e.g. |  |
| an abstract DEVS simulator provides the rules for implementable |  |
| simulators of DEVS models |  |
| The behavior of a model generated by a simulator constitutes a |  |
| specification at the behavior level. |  |

DEV: Discrete Event System Specification

Table 6. Conceptual definitions of activities and modeling and simulation framework (MSF) equivalents.

| Conceptual definition of activity | MSF formalization |
| :---: | :---: |
| Verification is the process of determining if an implemented model is consistent with its specification | There is a relation, called simulation correctness, between models and simulators. Verification is the process of proving this correctness for a simulator generating the behavior of the model. When this is done for a formalism, it certifies a simulator as correct for any model of the associated class. |
| Validation is the process of determining if a model behaves with satisfactory accuracy consistent with the study objectives within its domain of applicability to the simuland it represents. | There is a relation, called validity in a frame, between models and real systems within an experimental frame. Validation is the process of establishing that the behaviors of the model and real system agree in the frame in question. The frame can capture the intended objectives (extended to intended uses), domain of applicability, and accuracy requirements. |
| Abstraction is the omission or reduction of detail not considered necessary in a model. | Abstraction is the process of constructing a lumped model from a base model intended to be valid for the real system in a given experimental frame. |

MSF: modeling and simulation framework

## 7.I Informal V\&V concepts and processes

The work of Balci ${ }^{34-36}$ Balci and Sargent, ${ }^{38}$ and Kleijnen ${ }^{39}$ on $\mathrm{V} \& \mathrm{~V}$ provided a starting point for many future efforts in the defense ${ }^{40}$ Pace ${ }^{41,42}$ and other M\&S communities. ${ }^{42}$ In this branch of the literature terminology is defined conceptually but not in the mathematically precise manner of the MSF presented here. A rough equivalence between objects in this literature and entities of the framework can be established in Table 5.

Processes involved in M\&S activities are likewise defined informally in this stream of literature. As the MSF defines its entities as mathematical systems, it can define such processes as mathematical relations. A rough equivalence is given in Table 6.

### 7.2 Theory-based and model-driven developments

Research and development on V\&V based on the conceptual definitions has been focused on process rather than
fundamentals of theory to supply solid foundations for such processes. On the more theoretical side, the use of simplified (reduced order, more abstract) meta-models in Verification, Validation and Acreditation (VV\&A) was discussed in Caughlin. ${ }^{3}$ Weisel et al. ${ }^{43-45}$ employed the idea of bi-simulation to ensure fundamental ordering relations and to evaluate them for existing systems. Multi-resolution modeling, in which a family of models at several levels of resolution is maintained ${ }^{22}$ has been employed in distributed simulations of military systems (see e.g., Weisel et $\mathrm{al.}^{46}$ ) Baohong ${ }^{47}$ formalized such multiresolution model families employing a DEVS representation. He provided closure under coupling for such families which provides a foundation for research into consistency between levels of resolution, related to the problem of model simplification discussed here. Vangheluwe ${ }^{5}$ summarized the theory of M\&S and emphasizes DEVS as a common basis for multi-formalism modeling using formalism transformation graphs. He emphasizes the notion
that much of V\&V can be done virtually by model-checking, simulation, and optimization prior to any actual "bending of metal," at least for systems design. This "doing it right the first time" leads to significant cost savings and improved quality. The mathematical foundations for model-based systems engineering originate with Wymore $^{20}$ (see also Mittal and Risco-Martín $\mathrm{J}^{21}$ and Davis and Hillestad ${ }^{22}$ ). Model transformation as the basis for $\mathrm{V} \& \mathrm{~V}$ as well as for simulation system development has been evaluated in great detail in the recent work at TU Delft. ${ }^{48,49}$ Cetinkaya et al. ${ }^{50}$ incorporated MDD4MS, a model drive development framework for modeling and simulation into the broader framework of the DEVS Unified Process. ${ }^{21,51,52}$

### 7.3 Generic methodology processes and best practice guides

The wide variety of $\mathrm{V} \& \mathrm{~V}$ terms, concepts, and processes, tools or techniques has a negative consequence in the same way that lack of standardization inhibits other areas of M\&S. This was the motivation behind the recent development of the Generic Methodology for Verification and Validation (GM-VV) within the Simulation Interoperability Standards Organization (SISO). Paraphrasing Rosa et al., ${ }^{33}$ as a generic methodology, the GM-VV comprises an abstract technical framework that consists of three parts: 1) the conceptual framework provides unifying terminology, concepts and principles, 2) the implementation framework translates these concepts into a building blocks for the development of concrete and consistent V\&V solutions, and 3) the tailoring framework utilizes these building blocks to develop and cost-efficiently apply such V\&V application instantiations. GM-VV can be tailored to more concrete guides and recommendations. The US Modeling and Simulation Coordination Office (US MSCO) compiled the VV\&A Recommended Practice Guide (RPG) to facilitate the application of its directives and guidelines and to promote the effective application of VV\&A. ${ }^{53,54}$ The High Level Architecture (HLA) standard entails the Federation Development Process (FEDEP) which provides definitions and descriptions of the steps, tasks, and activities that are standardized for the development of a federation. An extension of the standard was developed to provide an overlay to the FEDEP that adds the required phases and activities for verification, validation, and accreditation at the same level of detail. ${ }^{39}$ This complies with Ören's ${ }^{55}$ broader concept of Quality Assurance where any element or activity involved in the M\&S enterprise can be subject to the kinds of consistency checking, evaluation and comparison activities, typically associated with verification and validation of models.

The GM-VV acceptance goal is to develop a recommendation that shows why an M\&S asset is, or not, acceptable for the stakeholder. Intended use is a primary factor in such acceptability criteria. However, intended use is not defined in GM-VV nor in Roza's thesis ${ }^{25}$ to which it refers for background. In relation to the MSF definition of EF, GM-VV defines a V\&V EF as a set of experiments, tests and conditions used to observe and experiment with the M\&S system to obtain V\&V results which are the collection of data items produced by applying the frame. The implementation framework of the GM-VV specifies the use of an argumentation structure to capture the derivation of the V\&V EF specification from the criteria for acceptability of the M\&S system which themselves derive from the goal of V\&V.

## 8. Conclusions and recommendations

We have presented a framework for $\mathrm{V} \& \mathrm{~V}$ of simulation models of SoS based on the hierarchy of system specifications and associated theory of M\&S. The framework reintroduces foundational theory for current literature in V\&V that is process oriented. This theory influenced the development of a GM-VV, a generic methodology for $\mathrm{V} \& \mathrm{~V}$. The extended framework includes the more elaborated formulation of Intended Use, a characterization of modeler objectives that enhances the conceptual underpinning for EF theory. Such enhancement significantly contributes to the clarity with which M\&S methodology can be executed. Research is needed to extend the derivability and other relations defined for frames and models to support intended use constructs. The GM-VV argumentation structure described above could benefit from such support.

We also considered issues involving the use of simplified models as valid abstractions for real systems in EFs. Here, we considered the kind of morphic relations that are needed between base and lumped models that justify inferring that a base model actually has a property of interest that has been proven for a lumped model. As a concrete application, we considered the case of integrating model checking with simulation where there is a need to have confidence that the properties proved for idealized models also hold in more realistic simulation models strongly related to them. We used both logical and Bayesian perspectives to clarify the situation. This approach suggests that similar hybrid research should be undertaken to elaborate the framework presented here for more robust validation and verification of SoS simulation models.

Finally, it is important to consider V\&V within the larger context of model engineering that has been defined by Zhang et al. ${ }^{56}$ as the formulation of theories, methods, technologies, standards and tools relevant to a systematic, standardized, quantifiable engineering methodology that
guarantees the credibility of the full lifecycle of a model with the minimum cost. $\mathrm{V} \& \mathrm{~V}$ is an important component, but its full treatment needs to be considered in interaction with the other components of the development lifecycle.
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## Notes

1. Models are also conceived as idealizations which are derived independently of a more complex model in mind. Nevertheless to test such models for validity it is helpful to formulate a more complex model providing a context in which their idealizations can be considered. We illustrate this approach after reviewing the basic framework.
2. The full definition of morphism relationships involving aggregation, lumping and other simplification processes is discussed in Zeigler ${ }^{2}$ and Zeigler et al. ${ }^{8}$ A more informal discussion that offers important insights is discussed by Davis and Bigelow. ${ }^{22}$
3. As technology advances, such constraints may continue to be loosened. Nevertheless, fundamental limitations to computation are well established in computer science. Moreover, we conceive of human comprehension of models as involving mental simulation and therefore cognitive computational constraints are also included in such limitations.
4. Human understanding of models formulated as a class of cognitive simulators is included, as per the footnote.
5. This definition is a synthesis of various definitions in the literature that separately relate the model to a real system, the purposes of model construction, the domain of applicability and the accuracy required. For example, Balci ${ }^{24}$ defines validation as the assessment of behavioral or representational accuracy and then later conditions accuracy on intended use.

Our intent is to best represent the conceptual literature for the purposes of relating it to the MSF.
6. The approach we take here differs from the formulation of homomorphisms of probabilistic systems (Aggarwal ${ }^{1}$ ) also called stochastic systems (Castro and Kofman, 2010). Such morphisms are predicated on the formulation of systems as stochastic, whereas the formulation here applies to all systems considered as points in a space where the probability of having a property has been defined. The relation between the two levels of consideration is also a possible topic or research.
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## Appendix: Proof of the increase in probability that a system has a given property

We demonstrate that a homomorphism, or more generally a strong morphism, can significantly increase the likelihood that a lumped model property is truly reflective of the more complex base model. Using the reasoning underlying Bayes' theorem, we consider a model M of a system S , and define the following probabilities.
$\mathrm{P}(\mathrm{S})$, the probability that the system S has the property.
$P(-S)=1-P(S)$, the probability that the system $S$ does not have the property.
$\mathrm{P}(\mathrm{M})$, the probability that model M has the property.
$\mathrm{P}(\mathrm{M} / \mathrm{S})$, the probability that model M has the property given that system S has the property.
$\mathrm{P}(\mathrm{M} /-\mathrm{S})$, the probability that model M has the property given that S does not have the property.

We assume that $\mathbf{P}(\mathbf{M} / \mathbf{S})>\mathbf{P}(\mathbf{M} /-\mathbf{S})$, that is, we assume it is more likely for the model to have the property when the system has the property than for the model to have the property when the system does not have the property. This is consistent with a morphism existing from $S$ to

M that preserves the property. It allows for the possibility that models can have properties not possessed by the system but that there a smaller chance that this will happen.

From this assumption it will follow that $\mathrm{P}(\mathrm{S} / \mathrm{M}) /$ $\mathrm{P}(\mathrm{S})>1$, i.e., the posterior probability that S has the property (given that its model has the property) is greater than the prior probability that S has the property.

Proof: Using the definition of conditional probability (underlying Bayes theorem) we can write:

$$
\mathrm{P}(\mathrm{~S} \mid \mathrm{M}) / \mathrm{P}(\mathrm{~S})=\mathrm{P}(\mathrm{SM}) /[\mathrm{P}(\mathrm{M}) \mathrm{P}(\mathrm{~S})]=\mathrm{P}(\mathrm{M} \mid \mathrm{S}) / \mathrm{P}(\mathrm{M})
$$

It follow from operations to both sides that

$$
\begin{aligned}
& \mathrm{P}(\mathrm{~S} \mid \mathrm{M}) / \mathrm{P}(\mathrm{~S})=\mathrm{P}(\mathrm{M} \mid \mathrm{S}) / \mathrm{P}(\mathrm{M}) \\
& =\mathrm{P}(\mathrm{M} \mid \mathrm{S}) /[\mathrm{P}(\mathrm{M} \mid \mathrm{S}) \mathrm{P}(\mathrm{~S})+\mathrm{P}(\mathrm{M} \mid-\mathrm{S}) \mathrm{P}(-\mathrm{S})] \\
& =\mathrm{P}(\mathrm{M} \mid \mathrm{S}) /[\mathrm{P}(\mathrm{M} \mid \mathrm{S}) \mathrm{P}(\mathrm{~S})+\mathrm{P}(\mathrm{M} \mid-\mathrm{S})(1-\mathrm{P}(\mathrm{~S}))] \\
& >\mathrm{P}(\mathrm{M} \mid \mathrm{S}) /[\mathrm{P}(\mathrm{M} \mid \mathrm{S}) \mathrm{P}(\mathrm{~S})+\mathrm{P}(\mathrm{M} \mid \mathrm{S})(1-\mathrm{P}(\mathrm{~S}))] \\
& =1 /[\mathrm{P}(\mathrm{~S})+1-\mathrm{P}(\mathrm{~S})] \\
& =1
\end{aligned}
$$

To illustrate the argument, suppose $\mathrm{P}(\mathrm{M} \mid \mathrm{S})=0.1$, $\mathrm{P}(\mathrm{M} \mid \mathrm{S})=0.5$, and so

$$
\begin{aligned}
\mathrm{P}(\mathrm{~S} \mid \mathrm{M}) / \mathrm{P}(\mathrm{~S}) & =0.5 /[0.5 \mathrm{P}(\mathrm{~S})+0.1(1-\mathrm{P}(\mathrm{~S}))] \\
& =0.5 /[0.4 \mathrm{P}(\mathrm{~S})+0.1]
\end{aligned}
$$

If $\mathrm{P}(\mathrm{S})$ is small (i.e. if our prior belief that S has the property is small but not zero), then a proof that M has the property increases our confidence in the system by a factor of approximately $0.5 / 0.1=5$. On the other hand, if $\mathrm{P}(\mathrm{S})$ is large (i.e. if we believe that S has the property) then $\mathrm{P}(\mathrm{S} / \mathrm{M}) / \mathrm{P}(\mathrm{S}) \approx 1$ : in this case, the proof merely confirms what we already knew.
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