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#### Abstract

For some classes of systems, it is advantageous to develop real-time models instead of step-wise or logical-time models. Toward this goal, the action-level real-time (ALRT) discrete-event system specification (DEVS) modeling and simulation approach is proposed. Modeling of actions is introduced into the parallel DEVS formalism using time invariants defined for real-time statecharts. Actions are specified in terms of time-windows that are to be executed in real-time. An abstract simulator protocol is devised for executing the ALRT-DEVS models under constrained computational resources. The approach is implemented in the parallel DEVS-Suite simulator. These models can be simulated on unitary computing platforms. A simple example switch model is detailed and tested to show the kinds of real-time modeling and simulation studies that can be supported.
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## I. Introduction

A simulation platform refers to a simulator (a kind of software tool) executing on a given computing platform which typically consists of hardware, an operating system, and runtime libraries. If the operations of a model are defined and executed in terms of logical-time, then a computing platform can affect the physical time it takes to simulate the model (i.e., simulation execution can slow down or speed up) but not what the model does. For example a simulation execution lasting a very short physical time (e.g., a few seconds or a few hours) can reveal how throughput of a supply-chain process model can change over a period of one year. However, it is possible for the computing platform to adversely affect a simulation model's behavior. For some simulation studies including embedded systems (e.g., automobile cruise control and network-on-chips) and cyber-physical systems (e.g., selfdriving cars and smart manufacturing), it is useful to develop simulation models that can execute as closely as possible in real-time and thus can interact with physical systems. ${ }^{1}$ To achieve this goal, we may develop logicaltime models and then execute them using a simulator that maps a model's logical-time to the simulator's real-time clock. This approach can lead to inaccurate or incorrect behaviors since time cannot be exactly represented and manipulated in computing platforms. ${ }^{2}$

It is useful to note that developing models that can be guaranteed to execute correctly and accurately in real-time
remains among the challenging modeling and simulation research topics. ${ }^{3}$ Hybrid (software and hardware) systems are more demanding to design if they are to be executed both in real-time and in the presence of finite resources. ${ }^{4}$ Hardware systems naturally lend themselves to independent, concurrent model abstractions. In contrast, software systems are generally abstracted to sequential models. Design methods have been proposed to develop real-time models of software using bounded execution times. We can use the concept of a time-window to account for the variability of the processing cycles and memory of a computing platform on available real-time for executing a system's operations. A time-window defines an upper bound for an operation to be correctly executed. Worst case execution time analysis and static scheduling methods have been proposed for calculating time-windows. ${ }^{5}$

Returning to simulation modeling, execution of the operations in a model can be classified to occur in logicaltime, soft real-time, or hard real-time. For some simulation

[^0]applications, such as autonomous, intelligent cruise controller ${ }^{6}$ and flit-level Network-on-Chip design, ${ }^{7}$ operations must be completed within hard real-time deadlines, otherwise the simulation may not be useful or may even be incorrect. For some other kinds of simulation applications, such as human-in-the-loop training exercises, executing operations in soft real-time (also known as best-effort) with some delay can be acceptable. Each of these modeling approaches must support specifications for time-based operations within individual models and across compositions of models. Furthermore, a model specified using one of these modeling approaches should be executed using a simulator having a logical-time, soft real-time, or hard real-time clock.

The classic and parallel atomic discrete-event system specification (DEVS) formalisms are defined in terms of state transitions with inputs and outputs. A model's external transition function maps a state and an input to another state at an instance of time. Similarly, internal transition function maps a state to another state at an instance of time. Operations can be associated with both of these functions, but they do not have specifications in these atomic models. Furthermore, state transition events are defined to occur at instances of time. However, in real-time simulation, state changes and operations may occur during a time interval instead of an instance of time. To allow an event to occur during some period of time, time-window was introduced to classic DEVS formalism. ${ }^{8}$ Time-window is a multi-value function as compared with time advance function which is a single-value function. We note that the concept of time-window is different from probabilistic or other methods which compute an instance of time from a range of values. Therefore, neither classic nor parallel atomic DEVS models can represent operations and enforce their executions to be completed within assigned timewindows.

To represent operations that can be performed within designated time-windows, real-time DEVS (RT-DEVS) modeling approach with a simulator has been developed. ${ }^{9}$ The concepts of activity set with constraints is introduced for representing operations. Also an activity mapping is introduced to map state to activities. The time-window concept is used to restrict the actual real-time that can be used to execute activities on a given simulation platform. Activities are not explicitly included in the external and internal transition functions. Individual activities with individual time-windows are not accounted for. Therefore, a set of activities cannot be directly assigned to external transition or internal transition functions. Without the ability to represent individual activities with their designated time constraints, they cannot be systematically prioritized. In addition, due to real-time constraints, it is necessary to recover from actions that cannot be completed within their assigned deadlines. We note that RT-DEVS is extended from classic DEVS which allows handling single events in
atomic models and requires selecting one out of multiple atomic models that are ready to be executed.

Therefore, to allow representing actions with strict time constraints, we have developed the action-level real-time (ALRT) DEVS modeling approach where state-based actions are specified and sanctioned to be simulated within hard real-time time-windows. With this approach, timings are assigned to actions associated with state changes occurring within internal and external transition functions. Unlike logical-time or soft real-time DEVS models, the ALRT-DEVS atomic model is constrained to have time-windows greater than zero and at least as large as the minimum real-time clock resolution provided by the simulation platform. A real-time simulator capable of defining and executing the ALRT-DEVS model has been developed. A real-time model of a switch network is developed and simulated. The purpose of this example is to highlight what can be expected from real-time models that are targeted to be executed on real-time simulation platforms. The contributions of this paper are the ALRT-DEVS model with its abstract simulator protocol and an exemplar switch model.

The rest of this paper is organized as follows. In Section 2, the building blocks upon which this work is developed are presented. In Section 3, the ALRT-DEVS modeling approach is introduced with the focus on atomic model specification. Section 4 presents a simulation protocol for real-time simulation of ALRT-DEVS models. In Section 5, we describe a simple network switch with sample simulation results to show what can be expected using the ALRTDEVS modeling and simulation approach. Works that are directly related to the proposed real-time modeling and real-time simulation are discussed in Section 6 and finally, Section 7 summarizes the paper and suggests some ideas on future research.

## 2. Background

The contribution of this research is inspired and built upon works in the modeling and simulation, and the software engineering communities. Specifically, DEVS, ${ }^{10}$ a systemtheoretic modeling approach, deals with how to specify discrete-event models and how these models can be executed and statecharts, ${ }^{11}$ a component-based design approach, deals with how to build software systems. Few simulators have been developed using classical and parallel DEVS formalisms to support real-time simulations with varying degrees of timing accuracy. 9 , ${ }^{12-14}$ Many DEVS simulators supporting logical-time modeling and logicaltime and soft real-time simulations have been developed dating back to around the 1990s. Among these we use DEVS-Suite simulator ${ }^{15}$ for convenience and use it to develop the ALRT-DEVS simulator. A variety of methods and tools have developed for designing software systems
that operate in real-time. ${ }^{16-18}$ In this section, works that serve as the basis for ALRT-DEVS modeling and simulation are described.

## 2.I Discrete-event system specification

In this paper, formulation of real-time modeling and realtime execution is based on the parallel DEVS framework. ${ }^{10,19}$ In our work, real-time simulation modeling is aimed at message-based input and output events and independently handling state transitions subject to hard realtime constraint specification and execution. Events may arrive at arbitrary time instances and actions associated with state transitions may consume arbitrary non-discrete time durations. We note that although the computation cost of a input/output messaging scheme is high, it does not outweigh model modularity.
2.I.I Parallel DEVS models. The parallel DEVS formalism is based on a real-valued time-based abstraction. It can handle multiple input events, multiple output events, and allows simultaneous occurrences of input and output events subject to not violating its legitimacy principle. Simultaneity in external and internal state transitions is generally handled using a state transition that has a time duration of zero. For a coupled model, any of its components can receive multiple input events at the same time or send multiple output events at the same time. Sending and receiving events are independent and are causal. That is, although inputs and outputs can occur at the same time, output events must be first generated and then received as input events. Neither atomic nor coupled models can send output events to itself. Every hierarchical coupled model must have a tree-structure and no coupled model can contain itself. The time in each atomic model is an abstract, real-valued entity. A coupled model does not have its own time. This is because given a coupled model, it takes zero time for an output event of a model to arrive as an input event to another model. Couplings in all coupled models are timeless and define output to input causality. When delivery of a model's output as input to another model takes time, then an atomic model representing a delay can be added to the coupled model.

These atomic and coupled models have a corresponding abstract atomic simulator and coupled coordinator protocols. These protocols must be implemented, which means they can have different software designs. Each atomic and coupled model is assigned its own simulator and coordinator. A root coordinator, assigned to the highest level coupled model, is responsible for executing together all atomic and coupled models that are contained in the highest level coupled model. One such design and implementation is developed for the DEVS-Suite simulator. ${ }^{15,20}$ This simulator intrinsically supports simulation in abstract time
since state transition with a period of zero time is allowed. Every simulator has an independent abstract clock. An abstract global clock is used for coordinators. These clocks are real-valued. This global clock is used to coordinate message exchanges among atomic models of a coupled model. It is implemented using a the clock provided by the host computing platform and in particular, Java Virtual Machine (JVM) clock. Thus, the abstract global clock can run faster than, equal to, or slower than the JVM clock. Under the assumption that the pace of the abstract clock is the same as the JVM clock and that there is an absence of zero-time state transitions, there still can be no guarantee for the simulation steps to be completed in concert with a physical clock. In such scenarios, the simulator can at best execute as-fast-as-possible in relation to the physical clock with best-effort synchronization between the JVM and physical clocks. Timing for external and internal transition functions are holistic, i.e., time is allocated for all operations that belong to external (or internal) functions. The DEVS atomic simulator protocol is not defined to handle time periods for individual operations, priority among actions, or recovery from terminated actions. We note that time advance function can be defined as a probability function, but it still must have a single value.
2.I. 2 RT-DEVS. An extension of the classic DEVS formalism ${ }^{10}$ called RT-DEVS has been developed. ${ }^{9,21}$ A real-time atomic model is specified as $R T A M=\left\langle X, S, Y, \delta_{\text {ext }}, \delta_{\text {int }}, \lambda\right.$, $t i, \psi, A\rangle$. A set representing actions $A$ and a mapping function $\psi$ are introduced to the formalism. Every action is defined to be atomic. The time interval function $(t i(s))$ is defined as a time-window, $\quad t i(s): s \rightarrow \Re_{0, \infty}^{+} \times \Re_{0, \infty}^{+}$. Actions are defined to be completed within a duration that is bounded by a pair of minimum and maximum time instances (i.e., a time-window). Therefore, the external transition function is defined as $\delta_{\text {ext }}: Q \times X \rightarrow S$, where $Q=\left\{(s, e)|s \in S, 0 \leqslant e \leqslant t i(s)|_{\max }\right\}$. A state can be associated with a set of actions, $\psi: S \rightarrow A$. Actions associated with states can have their own timings. An external event for a given state can be associated with action and must be completed within its designated time-window. Input $(X)$, state $(S)$, and output $(Y)$ sets as well as the internal transition $\left(\delta_{\text {int }}\right)$ and the output $(\lambda)$ functions are the same as those defined for classic DEVS. Receiving and sending events are considered to be instantaneous. Realtime atomic models are coupled in the same way as classic coupled models without the "select" function. The tiebreaking is delegated to the simulator protocol. The selection is said to reflect randomness inherent in real-time systems.

A real-time simulator protocol has been proposed for RT-DEVS. ${ }^{9,21}$ A real-time clock (provided by the operating system (OS)) employed to execute actions is defined in atomic models. The simulator allows executing one action
due to an external event. This action is completed within its allotted time-window unless it is interrupted by another external event, in which case the current action is aborted and another action associated with the new event is started. If an external event is received outside the time-window, then an error is generated. A real-time coordinator supporting two threads is developed. A real-time operating system is assumed for concurrently monitoring and executing the atomic models. One thread monitors for external events and another for executing activities. When multiple atomic models need to be executed, one of them must be chosen. This allows suspending or terminating active external and internal events. A simulator confined to non-zero, finite discrete time-steps $(\mathbb{N})$ is developed using interrupt handlers and priority scheduling provided by a real-time operating system.

### 2.2 Real-time statecharts

Statecharts offer concepts and constructs to model behaviors of components in terms of states, events, and actions. ${ }^{11}$ Transitions can be defined to change the state of one component due to both events that are invoked by itself or other components. The after $(\Delta t)$ and when $\left(t=t_{\alpha}\right)$ constructs allow representing time. However these constructs both syntactically and semantically are not well-suited for handling hard real-time modeling. Instead, a real-time statecharts approach ${ }^{22}$ is developed using statecharts and Timed Automata. ${ }^{23}$ Hard real-time is introduced into statecharts using clocks from Timed Automata. Clocks allow specifying time intervals in the forms of time invariants associated with states, timed guards for transitions, and worst case execution times (WCET) for actions. Each clock can be reset when a transition fires. These allow placing timing constraints (deadlines) explicitly and independently on both states and state transitions. A state can be active (i.e., the entry, do, and exit operations of the states in statecharts can be restricted to execute within time-windows) for a specified time period as long as its time invariant is true. Time-windows can be specified for triggering transitions, executing their actions, and setting deadlines (relative to the triggering of a transition or a clock). States that are time dependent are referred to as locations in order to separate them from those which are untimed. Several locations can be mapped to one state in order to specify the priority and type of actions to be executed. Figure 1 shows visual notation for a simple realtime statechart (examples of complex, hierarchical realtime statecharts can be seen in the literature ${ }^{22}$ ).

For real-time statecharts, the time invariants are restricted to $\wedge_{t_{i} \in C}\left(t_{i} \leqslant \mathbb{N} \cup\{\infty\}\right)$. Time guards are restricted to $\wedge_{t_{i} \in C}\left(a_{i} \leqslant t_{i} \leqslant b_{i}\right)$, where $a_{i} \in \mathbb{N}, b_{i} \in \mathbb{N} \cup\{\infty\}$ and $C$ is a set of clocks. Real-time statecharts support hierarchical statecharts as defined for extended hierarchical timed automata. ${ }^{22}$ In case more than one transition is triggered at the
same time, one is (randomly) fired and the others are delayed. Some temporal inconsistencies (e.g., time invariant in a state is contradicted with a transition's time guard) can be avoided using static analysis. Other inconsistencies may be detected by restricting real-time statecharts. Assuming periodic execution, WCET for entry, do, and exit operations can be computed to avoid temporal inconsistencies. ${ }^{16}$

The above time invariant and time guard specifications are well-suited for defining real-time DEVS external and internal transition functions that are specified to have actions. External and internal transition functions can be specified in terms of actions, each with its own timewindow assignment. Thus, an atomic model can have action-level specifications within and across internal and external transition functions as detailed in the following section.

## 3. ALRT-DEVS modeling

The examination of the parallel DEVS, RT-DEVS, and real-time statecharts shows that they are not well-suited for real-time simulation where individual actions in a model can be assigned deadlines and their executions are subject to finite computational resources. To achieve this goal, the action-level, real-time DEVS (ALRT-DEVS) simulation modeling approach with hard real-time simulation capability is developed as described below. The realtime statecharts modeling syntax and semantics are used for introducing action-level, real-time specification into RT-DEVS. Next, appropriate concepts and modeling constructs are developed.

### 3.1 Revisiting time

The notion of time has been described and formalized from different points of view of computing. ${ }^{2,24,25}$ In this work, time is accounted for in terms of simulation modeling and in particular, from a unitary computing platform with a single processor supporting multiple threads. Time is considered as a totally ordered set of discrete or real numbers for representing passage of time in models. ${ }^{10}$ Time used in execution engines (such as simulators) for these models is also considered as a totally ordered set of discrete or real numbers.

A physical clock measures time as a scalar value. The rate of change for physical-time is linear and monotonic. The rate of change for physical-time is constant and equal to one. Time in a simulator clock is defined relative to a physical clock. The physical and simulator clocks can be related to one another using a numerical scale factor $s f \in \mathbb{N}>0$. Time as a scalar quantity in a simulator can be elongated or shortened with respect to time in another clock which may be a physical clock. This is useful for allowing the physical-time defined in a model to execute


Figure I. Real-time statecharts.
faster or slower relative to a simulator's clock (e.g., JVM clock or a processor's central processing unit [CPU] clock). A simulation is said to be executing in ideal "realtime" if and only if its clock's rate of change is identical to a physical clock. In this paper real-time refers to the simulator's passage of time to be as accurate and precise as the time in a physical system not withstanding that a physical clock and a real-time clock cannot be identical to each other. ${ }^{2}$

Time is also classified as physical-time, simulation time, or wallclock time. ${ }^{26}$ Physical-time refers to time in physical systems, simulation time refers to an abstract notion of time for simulation execution, and wallclock time refers to the physical-time while the simulation executes. A simulation can execute in as-fast-as-possible (i.e., logical-time), scaled real-time (faster or slower than wallclock time by a scale factor), or real-time in relation to wallclock time. Time in a simulation is defined as a totally ordered set of values where each value represents an instance of time in some model of a physical or fictitious system. In the context of virtual simulations and training exercises, as much as possible time monotonically increases at the same rate as the wallclock time. The wallclock time is converted using a scalar quantity to define simulation time. To support real-time simulation execution, the rate at which simulated time is increased must be slowed down assuming the simulation executes faster than the wallclock time. ${ }^{27}$

Both theoretical and pragmatic perspectives on the role of time in models, simulators, and computing platforms are important for specifying real-time models and executing them in real-time. In the former, the physical clock is the basis for concretizing time in models and the simulation protocol. In the latter, wallclock time is the basis for executing simulations. In both perspectives, the notion of the global simulator clock (logical-time and real-time) is used for synchronizing time across multiple, integrated simulation models. In the rest of this paper, the real-time clock used in a simulator is assumed to be provided by the clock of some target computing platform with finite accuracy and precision. The real-time clock is assumed to represent the physical-time as accurately and precisely as possible. Physical-time refers to the time it takes for some
operation to be completed in some physical system. The basic notions are that real-time is used for measuring simulation executions and physical-time represents passage of time in some operating actual (physical) systems.

1. Physical-time refers to the time in the physical world. Ideally, it can be measured with infinite accuracy and precision.
2. Real-time is an approximation of physical-time. As an abstract quantity (i.e., virtual time) its rate of change is assumed to be one. Theoretically, realtime defined in a model or for a simulator cannot be equal to physical-time; uncontrollable factors in computing platforms affect its accuracy and precision.
3. Logical-time is an abstract computable quantity, ideally having the properties of physical-time.

In order to define timing with respect to real-time models and real-time simulators, we provide the following definitions. A simulation model refers to the implementation of a model in a computer programming language that can be executed using a simulator. The simulator is kind of a real-time software system. The time in a simulation platform should be a scaled value of the time in a physical system. However, during a simulation execution period, the time instances of a simulation model in either logical-time or real-time cannot necessarily be a scaled factor of the time instances of a physical system as described above. A segment of a real-time simulation execution may run faster than (slower than or equal to) its physical system counterpart. We include the physical-time as a theoretic value and use it to show that real-time in a simulation platform can approach it, but not equal it. This is useful when real-time simulation is part of a physical system and the executions of the simulation and non-simulation parts need to be synchronized.

1. Physical system refers to an actual system that operates in physical-time.
2. Real-time modeling and simulation platform refers to a computational environment in which real-time models can be implemented and also executed in real-time.
3. Real-time simulator protocol refers to an algorithm that can execute an abstract real-time model in real-time.
4. Abstract real-time model refers to a specification for a physical system where time in the model is a totally ordered set of real values.

Two consecutive time instances $t_{m, a}<t_{m, b}$ for a model $m$ and $t_{s, a}<t_{s, b}$ for a simulator $s$ can be linearly scaled relative to each other and $t_{p, a}<t_{p, b}$ for a physical system $p$. Every $<t_{m, a}, t_{m, b}>\left(\right.$ or $\left.<t_{s, a}, t_{s, b}>\right)$ represents either logical-time or real-time instances, but not both. Time durations $\delta t_{m}=\left\langle t_{m, a}, t_{m, b}\right\rangle, \delta t_{s}=\left\langle t_{s, a}, t_{s, b}\right\rangle$, and $\left.\delta t_{p}=<t_{p, a}^{\prime}, t_{p, b}^{\prime}\right\rangle$ must be consistent with each other. Consistency means given $\delta t=t_{b}-t_{a}, \quad \delta t^{\prime}=t_{b}^{\prime}-t_{a}^{\prime}$, $t_{a}=t_{a}^{\prime}$, and a scale factor $s f$, then $\delta t=s f^{*} \delta t^{\prime}$. For $s f=1$, real-time used in a model with its real-time simulator is theoretically equal to the physical-time of its actual system counterpart. Real-time is assumed to increase at the same rate as the physical-time. Differences in real-time and physical-time instances are assumed to be negligible, i.e., computability indistinguishable. We note that the passage of time in any computational modeling and simulation platform can be at most synchronized at a finite number of time intervals with respect to the physical-time. The passage of logical-time in a simulated model can be faster (or slower) compared with its physical-time. For a given modeling and simulation platform, the scale factor between $\delta t_{m}$ and $\delta t_{s}$ can be $\mathbb{N}>0$ or a real number with finiteprecision approximation. Assuming that time for a model $m$ increases as in physical-time, then $\delta t_{s} \triangleq s f^{*} \delta t_{m}$ (or $\delta t_{m} \triangleq s f^{*} \delta t_{s}$ ). Given $\Delta t_{m}=\sum_{i=1}^{h} \delta t_{m, i}$ and $\Delta t_{s}=\sum_{j=1}^{k}$ $\delta t_{s, i}$, then $\Delta t_{s}=s f^{*} \Delta t_{m}\left(\right.$ or $\left.\Delta t_{m}=s f^{*} \Delta t_{s}\right)$. It is important to note that theoretical accuracy for time in a model cannot be realized in simulators which invariably represent model time with finite accuracy. This mismatch with some techniques including use of $\mathbb{Q}$ instead of $\mathbb{R}$ are described for DEVS models. ${ }^{28}$

### 3.2 Atomic model

The above concepts and characterizations of time are used in developing the action-level real-time atomic model. The specifications for the building blocks of the ALRTDEVS atomic model are exemplified using a simple example shown at the end of this subsection

$$
A L R T-D E V S=\langle X, Y, S, A, \Gamma, \Omega, \psi, \lambda, t i\rangle
$$

It is useful to note that the model specification is at the input/output system (IOS) abstraction hierarchy. ${ }^{10}$ The input $(X)$, output $(Y)$ and state $(S)$ sets are the same as those defined for a parallel atomic model. ${ }^{10,19}$ The external $\left(\delta_{\text {ext }}\right)$ and internal $\left(\delta_{i n t}\right)$ transition functions in parallel DEVS are defined as $\Gamma$ and $\Omega$ sets of functions, respectively. The
activity mapping $\psi$ and time-window $t i$ functions defined in the real-time DEVS model specification are reformulated as part of the $\Gamma$ and $\Omega$. The output function $(\lambda)$ is also reformulated. The action set $(A)$ is defined in the atomic real-time DEVS specification. In the following sections, we will detail the specifications of the ALRT-IOS atomic model.
3.2.I Primary and secondary state variables. Next states with hold-in times for parallel DEVS models are generally defined using the phase and sigma $(\sigma)$ state variables. These primary state variables are necessary for defining how a model responds to external and internal events. Additional state variables are often needed as the dynamics of a model grows in complexity and scale. Thus, the state of an atomic model is specified using a tuple $\left(S=\right.$ phase $\left.\times \sigma \times v_{1} \times \cdots \times v_{n}\right)$. Variables (i.e., $v_{1}$ $\times \cdots \times v_{n}$ ) are secondary states. These state variables play a fundamental role in specifying real-time DEVS models. State-to-action mappings ( $\psi: S \rightarrow A$ ) can be specified systematically. They are used in formulating state-toaction mappings such that multiple actions can be defined according to specific ordering of actions while satisfying real-time simulation execution constraints. The secondary state concept also aids not only in state-to-action mappings within each of the internal and external transition functions but also for moving between these state transition functions.
3.2.2 State-to-action mapping with time constraints. A finite number of actions can be specified for a location $<$ phase, $\Delta t>$. The time-window for any action is defined as $\delta t_{\text {action }}: A \rightarrow T W_{l} \times T W_{u}$, where $T W_{l}=\Re_{[0, \infty)}^{+}$, $T W_{u}=\Re_{(0, \infty)}^{+}, \quad 0<t w_{u}-t w_{l} \leqslant \infty, \quad t w_{l} \in T W_{l}$ and $t w_{u} \in T W_{u}$. The lower and upper time bounds for an action are $t w_{l}$ and $t w_{u}$, respectively. A finite number of actions can be assigned to a location (see Figure 2). The maximum total amount time for action $_{1}, \ldots$, action a $_{r}$ is defined as $\Delta t=\Sigma_{j=1}^{q} \delta t_{j}, q \leqslant r$. Each $\delta t_{i}$ can be its WCET (i.e., $t w_{u}$ ). These actions are sequentially executed to completion subject to the amount of real-time that is available to the simulator. The total real-time expended on executing these actions by the simulator is expected to be consistent with the physical-time an actual system takes to perform the same actions (see Section 3.1). This requires having time specifications for every action. In the event that the available real-time in the simulation platform is less than $\Delta t$, one or more actions cannot be executed.

As described in Section 2.2 real-time statecharts provide time constructs (i.e., time invariants, timed-guards, and deadlines) for specifying multiple actions with designated time-windows for external and internal transition functions. Actions are allocated to primary states with


Figure 2. A switch model with two different routing methods.
assigned time-windows. Each transition may invoke one or more actions belonging to a location. A transition from one location to another is triggered by evaluating secondary state variables. One or more secondary state variables act as guard conditions for the actions assigned to a location. An action is completed only if its time-window constraint (WCET) is satisfied, i.e., its execution can be completed in its designated real-time as sanctioned by the simulation platform. The clocks in real-time statecharts can be used to define elapsed times. Therefore, execution of some actions in ALRT-DEVS internal or external transition functions are terminated when sufficient time is not available (i.e., WCET is not satisfied). Simulation execution can benefit from efficient data structures for state transitions and actions.

As an example shown in Figure 2, a list of actions for a switch are defined. ${ }^{7}$ The time intervals are associated with actions (e.g., the Route_Complex action is specified to have minimum and maximum times 3.2 and 7.7). Distinct sets of actions having their own total durations ( $T<6$ and $T<10$ ) can be defined for the Active phases using secondary state queue size (QSize) as a(n) (un-timed) guard condition. That is, Qsize $=M A X$ and $Q$ Size $=\frac{3}{4} M A X$ guards serve to change what sequence of actions is to be executed. Thus, a transition becomes necessary when some actions are to be reordered or dropped. Receiving, processing, and generating events are treated as individual actions. This is necessary since receiving and sending events should not be considered to occur instantaneously. Note that there are two Active phases in the external transition function, each having its own time invariant. Transition between $\langle$ Active, 10$\rangle$ and $\langle$ Active, 6$\rangle$ is instantaneous. Finally, note that in ALRT-DEVS actions in external and internal transition functions are associated with states. Although timedguards and deadlines are not assigned to transitions as in statecharts, this poses no restrictions since an atomic model cannot directly invoke actions of another model. In ALRTDEVS, as in DEVS, actions in a model may be executed by receiving messages from another model.
3.2.3 External transition function. The external transition function handles the events received via input ports as in parallel DEVS. Processing an event may cause the system
to change state and/or invoke a set of actions. In parallel DEVS, an external transition function changes state and executes a set of actions holistically (i.e., a single sigma is assigned regardless of the number of actions). In contrast, in ALRT-DEVS, $\Gamma, \psi$, and $t a$ are the elements that support defining multiple actions due to external events. A state change can cause a sequence of actions, each of which has its own state and time invariant called location $\ell$. The external transition function $\Gamma$ can be divided such that there are as many locations as there are actions. Location is specified as $q \subseteq s$ since $s$ is a total state. The external transition function must allow receiving input events while any of the actions are executing. The elapse time $e$ acts as a clock in real-time statecharts with the requirement that it is reset upon invocation of any action.

Activity Mapping Function:
$\psi: L \rightarrow A, L=\left\{\ell_{g}\right\}, \ell_{g}=\left(q_{g}, \delta t_{g}\right), \ell_{g} \rightarrow a \in A$,
$q_{g} \subseteq s_{g}, s_{g} \in S, \Sigma_{g=1}^{n} \delta t_{g} \leqslant \Delta t$,
$\delta t_{g} \in t i(s)$
Example: $\psi(\langle$ "Active", 6$\rangle)=\{$ Route_Simple $\}$
The function maps the location 〈"Active", 6〉 to action Route_Simple.

Time Window Function:

$$
\begin{gathered}
t i(s): S \rightarrow t w_{l} \times t w_{u}, t w_{l}=\Re_{(0, \infty)}^{+} \\
t w_{u}=\Re_{(0, \infty]}^{+}, t w_{l}<t w_{u}
\end{gathered}
$$

Example: ti ("Active", $\sigma$, Qsize) $=[3.2,10)$
The shortest time required to finish the routing process action is 3.2 (simple routing) and the maximum time is 7.7 (complex routing).

External Transition Function:
$\Gamma=\left\{\delta_{e x t, g}\right\}, g \in \mathbb{N}, \delta_{\text {ext }, g}:\left(L, e, x^{b}\right) \rightarrow L^{\prime}, 0<e \leqslant \infty, x^{b} \in X$

Example: $\delta_{\text {ext }, 1}(\langle " i d l e ", \infty\rangle, e$, flit_receipt $)=\langle " A c t i v e ", 10\rangle$
This example shows the external transition for when a flit is received in the switch model. There is a transition from phase idle to phase routing if the queue is empty.

As in parallel DEVS, ALRT-DEVS supports receiving a bag of input events. The maximum time allocated to execute all actions is $\Delta t$. Note that elapse time $e$ is measured in real-time and it must be greater than zero. This prevents simulation steps with zero time duration. The lower bound, $t w_{l}$, for time-window of every action must be greater than zero and less than infinity. The upper bound, $t w_{u}$, for timewindow of every action can be infinity (see Section 3.2.2). The lower bound value must be strictly less than the upper bound value. Unlike soft real-time DEVS where only an external event can interrupt an action, in ALRT-DEVS an action can be terminated once its assigned time-window expires. Time expiration is handled by the real-time atomic simulator (see Section 4). The real-time atomic model does not support the confluent transition function ( $\delta_{\text {conf }}$ ) defined for parallel DEVS since receiving and sending events cannot be handled simultaneously (see Section 3.2.2).
3.2.4 Internal transition function. In ALRT-DEVS internal transition function, state can change solely based on the current state. However, unlike parallel DEVS, there can be multiple actions, each with its own time-window. As in the external transition function, states with time invariants (i.e., locations $L$ ) are used. These actions, each consuming a positive time duration, can be sequentially executed. The internal transition function $\Omega$ can complete all of its individual actions assuming there exists sufficient physicaltime available at the time they are to be executed. Therefore, unlike parallel DEVS, there can be no guarantee that all actions in the internal transition function can be completed. Furthermore there can be as many output events as there are actions. These actions are generated at different time instances. This is in contrast to parallel DEVS where all output events are defined with respect to the state of the model (i.e., due to cumulative state changes and actions). The lower and upper bound time instances for every action is handled as in the external transition function.

Internal Transition Function:

$$
\begin{aligned}
& \Omega=\left\{\delta_{\text {int }, h}\right\}, h \in \mathbb{N}, \delta_{\text {int }, h}: L \rightarrow L^{\prime}, L=\left\{\ell_{h}\right\}, \\
& \ell_{h}=\left(q_{h}, \delta t_{h}\right), \ell_{h} \rightarrow a \in A, s_{h} \in S, \\
& q_{h} \subseteq s_{h}, \Sigma_{h=1}^{n} \delta t_{h} \leqslant \Delta t, \delta t_{h} \in t i(s)
\end{aligned}
$$

Example: $\quad \delta_{\text {int }, 1}(\langle$ "Active", 10$\rangle)=\langle$ "Active", 6$\rangle$ if Qsize $=\frac{3}{4} M A X$

In the case where three-quarters of the queue is full, the switch transitions from the complex routing location (which requires more time) to the simple routing location.
3.2.5 Output function. The remaining element of the realtime atomic model is the output function. Outputs are defined in terms of actions. In parallel DEVS, outputs are associated with change of states which implicitly account
for any operations that may be called in either external or internal transition functions. Thus, in ALRT-DEVS, output function is a mapping from actions to outputs. However, since there is no guarantee for all internal and external transition functions in $\Gamma$ and $\Omega$ to be completed, some outputs may be missed. If a state change remains within its time-window (i.e., a state change is not interrupted due to lack of sufficient physical-time, but only because either $\delta_{e x t, g}$ or $\delta_{i n t, h}$ is completed successfully), then ALRTDEVS output function degenerates to that of the parallel DEVS output function. Multiple output events may be associated with an action. Output function, unlike external and internal transition functions, is defined to consume no physical-time. This does not strictly limit allocating time for generating output events; instead it requires accounting for time in external and internal transition functions (i.e., increasing $t w_{u}$ of the location that is responsible for output generation). It is useful to note that in real-time statecharts, outputs are conceptualized as generating actions which can be constrained to complete within designated time periods.

## Output Function:

$$
\lambda(\ell): A \rightarrow Y^{b}
$$

## Example:

$$
\begin{aligned}
& \lambda(\text { Route_Simple })=\left(\text { index }_{\text {output port }}\right) \\
& \text { where index } \text { output port } \in \mathbb{N}
\end{aligned}
$$

In the simple switch example, the output for routing action is a number which specifies the output port from which the flit is to be sent out.

The ALRT-DEVS modeling approach allows dividing generic external and internal transition functions defined in parallel DEVS into individual actions and producing output for each of them individually. This is depicted in Figure 3. A delay model is defined to handle external events without internal transition function. The operations of the model are: receive an external event; stores the data (received event); fetch the data; and send an output. The external event invokes two actions: Action $n_{1}$ and Action $_{2}$. For these two actions along with the idle phase, this model requires three locations and at an instance of time it can be in one of them. The right-hand side of Figure 3 shows a sample execution of the model with external event $\operatorname{In}_{1}$ and the two actions. The external event is encountered at time instance 5 and then the model enters the location $L_{1}$. In this location, Action $_{1}$ is executed and $O u t_{1}$ is produced at time instance 10 . Then the model enters $L_{2}$, Action $_{2}$ is executed and output $\mathrm{Out}_{2}$ is produced at time instance 17. Both of these actions were executed in their respective time intervals (Action 1 : [4-6] and Action $_{2}$ : [5-8]).

Here, we provide the ALRT-DEVS specification for the delay model illustrated in Figure 3. As described earlier and shown in equation (1), we consider phase and sigma


Figure 3. A delay model with multiple actions associated with one external input event.
as primary state variables which together make a location. Locations of the delay model are specified in equations (5) to (8). The remaining equations (states, input/output/action sets, external/internal transition functions, output/activity mapping functions, and time intervals) directly correspond to Figure 3.

$$
\begin{align*}
& S=\overbrace{\{\overbrace{\text { Active, Idle\}}}^{\text {phase }}}^{\text {location }} \times \overbrace{\sigma}^{\text {sigma }} \times \overbrace{\{0,1\}^{*}}^{\text {data }}  \tag{1}\\
& X=\left\{\left(\text { inport },\{0,1\}^{*}\right)\right\}  \tag{2}\\
& Y=\left\{\left(\text { outport },\{0,1\}^{*}\right)\right\}  \tag{3}\\
& A=\left\{\text { Action }_{1}, \text { Action }_{2}\right\}  \tag{4}\\
& L=\left\{L_{0}, L_{1}, L_{2}\right\}  \tag{5}\\
& L_{0}=\{(" I d l e ", \infty),\{ \}\}  \tag{6}\\
& L_{1}=\left\{\left(\text { "Active"', 6), }\left\{\text { Action }_{1}\right\}\right\}\right.  \tag{7}\\
& L_{2}=\left\{(\text { "Active"’, } 8),\left\{\text { Action }_{2}\right\}\right\}  \tag{8}\\
& \Gamma=\left\{\delta_{\text {ext }, 1}, \delta_{\text {ext }, 2}\right\}  \tag{9}\\
& \delta_{\text {ext }, 1}\left(L_{0}, \text { data, e, }(\text { inport }, X)\right)=\left(L_{1}, \text { data }=X\right)  \tag{10}\\
& \left.\delta_{\text {ext, } 2}((\text { 'Active"', } \sigma) \text {, data, } e, \text { (inport, } X)\right)= \\
& \text { (("Active", } \delta-e \text { ), data) }  \tag{11}\\
& \Omega=\left\{\delta_{\text {int }, 1}\right\} \tag{12}
\end{align*}
$$

$$
\begin{align*}
& \delta_{\text {int }, 1}\left(L_{n}, \text { data }\right)=\left\{\begin{array} { l l } 
{ ( L _ { 2 } , \text { data } ) } & { [ \begin{array} { l } 
{ n \text { equals } 1 ] } \\
{ ( L _ { 0 } , \text { data } }
\end{array} ] \text { null } ) }
\end{array} \left[\begin{array}{l}
n \text { equals } 2]
\end{array}\right.\right.  \tag{13}\\
& \lambda\left(L_{1}, \text { data }\right)=\text { (outport, 'CONFIRM'') }  \tag{14}\\
& \lambda\left(L_{2}, \text { data }\right)=(\text { outport }, \text { data })  \tag{15}\\
& \psi\left(L_{1}, \text { data }, \text { index }\right)=\left\{\text { Action }_{1}\right\}  \tag{16}\\
& \psi\left(L_{2}, \text { data }, \text { index }\right)=\left\{\text { Action }_{2}\right\}  \tag{17}\\
& t i\left(L_{1}, \text { data }\right)=[4,6]  \tag{18}\\
& t i\left(L_{2}, \text { data }\right)=[5,8] \tag{19}
\end{align*}
$$

What is shown in this figure and in the specification (equations (1) to (19)) cannot be replicated in P-DEVS or in RTDEVS. In these modeling approaches, an external event handling and state transition is started with one or more event and then one (RT-DEVS) or more outputs (P-DEVS) produced. By enabling the modeler to specify actions inside external and internal transition functions, time-critical, reactive systems can be more accurately modeled and simulated by imposing strict time constraints to individual actions.

### 3.3 Coupled model

ALRT-DEVS atomic models can be composed hierarchically to create larger models. Such composed models are at the coupled model abstraction hierarchy. ${ }^{10}$ Similar to other timed and un-timed modeling formalisms, a coupled
model does not ascribe time to input/output communication. Instead, there is ordering from outputs and inputs. A component's output must occur prior to being used as an input by another component. In parallel DEVS, there exist three types of communications using input and output ports via couplings. External input coupling allows a coupled model's input to be transmitted as input to its components. External output coupling allows the components of a coupled model to transmit their outputs to the coupled model. Internal coupling allows any component of a coupled model to send its outputs to any other component of a coupled model as inputs. Couplings are instantaneous; they only specify causality (i.e., outputs that are generated in one simulation cycle become inputs at the beginning of the next simulation cycle). Couplings that must have time can be specified as atomic models. The passage of time in a coupled model can only be due to its atomic components. It is straightforward to add a delay from the time output departs a sender to the time it arrives at a receiver. The coupling is replaced with an atomic component with appropriate couplings added.

## 4. Abstract ALRT-DEVS simulator

Models specified in ALRT-DEVS can be simulated in real-time provided time-windows are strictly enforced using real-time clocks. This requires developing abstract atomic simulator and coupled model coordinator protocols that can ensure correct executions of atomic and coupled models. The parallel DEVS protocols supporting logicaltime (and soft real-time) are adapted to execute actions defined in the internal and external transition functions $\Gamma$ and $\Omega$ in real-time. Implementations of these abstract atomic simulators and coupled coordinators are available in the literature. ${ }^{15}$

## 4.I Atomic simulator protocol

A real-time atomic simulator protocol is devised such that an action is allowed to execute to completion as long as there is no time violation (i.e., an action can be completed within the time-window that is available in the simulation platform). The protocol manages execution of a sequence of actions. ${ }^{7}$ The simulation platform does not guarantee to provide the same real-time duration for an action when it is executed multiple times throughout one or more simulations. Furthermore, the simulator does not ensure the execution of action's time-window takes the exact amount of physical-time as its (actual or hypothetical) system does. As in most atomic or parallel DEVS, every ALRT-DEVS atomic model is assigned its own atomic simulator. The abstract simulator protocol handles all the actions defined in both the external and internal transition functions. Actions to be executed, their ordering, and their timewindows are defined in $\Gamma$ and $\Omega$. The simulation protocol
has $T_{\min }$ and $T_{\max }$ variables which get their values from real-time clock provided by, for example, Java Virtual Machine. These variables represent the simulator's realtime clock. After every simulation cycle, the values of these variables are updated. An action belongs to a set of actions that are defined either in the external or internal transition function. Every action set can be interrupted when one or more external events are received at an instance of time. Therefore, an action can be preempted or terminated, but not due to real-time constraints. The execution of the actions belonging to the $\Gamma$ and $\Omega$ functions cannot be interleaved.

In order to explain in detail how the atomic simulator protocol is devised, we provide Algorithm 1 and the flowchart diagram shown in Figure 4. The algorithm's Delta Function procedure has two arguments called Message Bag and absolute time $t$. A simulation cycle is a single path starting and ending with the conditional statement of "Message bag is empty?" corresponding to the first node in Figure 4 and the first statement in Algorithm 1 at line 2. Next, we describe the details of the algorithm.

In Algorithm 1, when the conditional statement at line 2 is TRUE then an action-related event has occurred. The conditional statement at line 3 checks for time violation of the current action (Action). If time violation has not occurred, the output of the Action is generated (at line 4). In the event of a maximum time violation, at line 6 , the action is terminated and no output is generated. After this, the protocol checks whether the previous action (Action) was the final action in the current Action Set (checked at line 7). If yes, an internal transition is necessary; therefore, the internal transition function $\left(\delta_{i n t}\right)$ is called at line 8 and the Action Set is updated based on a new location. Finally, common to all internal events (whether a time violation, internal transition, or action substitution) is setting the current Action (the first action in the Action Set), the $T_{\max }$ and $T_{\text {min }}$ values for this new Action (line 10).

If the conditional statement at line 2 returns FALSE (the Message Bag is not empty), an external event has occurred. External events are handled by the external transition function $\left(\delta_{\text {ext }}\right)$ at line 12. The execution of $\delta_{\text {ext }}$ may have two outcomes: 1) change of the location and a new Action Set or 2) continuing with the same location, Action, and Action Set. This condition is checked at line 13. The first case is handled at line 14 which is setting the new Action and updating the $T_{\max }$ and $T_{\min }$ values. Lines 16-18 correspond to the second case. In this statement, the elapsed time of the action is updated and its execution is continued from where it was left off.

Figure 4 shows the algorithm. A description of the protocol with respect to the elements of the ALRT-DEVS model is provided below. Also, in the end, we discuss the time-inconsistencies caused by real-time execution of the simulator and how it is handled in the atomic simulator protocol.


Figure 4. Abstract ALRT-DEVS atomic simulator protocol.

## Initialization

- At initialization, the simulator's $T_{\min }$ and $T_{\max }$ are set. These default values are set to zero which means there are no actions to be executed. If there is at least one action, its lower and upper timewindow are used to set $T_{\text {min }}$ and $T_{\text {max }}$.
External transition function
- All actions are completed without any interruption as long as their time-window constraints are satisfied. The actions are executed according to the order specified in $\Gamma$. Using the "Last Action?" conditional, $\Omega$ is invoked.
- Some actions are not completed. An action will be executed to completion unless it cannot be completed within its allotted time. An action may miss its upper limit deadline (i.e., $\delta t>T_{\max }$ ) which results in its termination and scheduling of the next action if there is one. For every successful
execution of an action, an output can be generated and $T_{\min }$ and $T_{\max }$ are updated. Execution of an action can also be terminated due to arrival of external events; an active action can be preempted with another action.
External transition function to internal transition function
- After the last action in $\Gamma$ is completed, the simulator starts to execute actions that belong to $\Omega$.


## Internal transition function

- All actions are completed. This requires every action to be executed to completion.
- Some actions are not executed due to missing their deadlines or are terminated due to receiving external events.
- When an internal transition action is scheduled to end at the same time that an external transition action is to begin, then priority is given to the

Algorithm I. ALRT-DEVS atomic simulator protocol.

```
procedure DeltaFunction (Message Bag,t)
        if Message Bag is empty then
            if }t<\mp@subsup{T}{\mathrm{ max }}{}\wedget>\mp@subsup{T}{\mathrm{ min }}{}\mathrm{ then
                Call }\mp@subsup{\lambda}{\mathrm{ Action}}{
            else
                Terminate Action
            if ActionSet is Empty then
                Call }\mp@subsup{\delta}{\mathrm{ int}}{
                Set ActionSet
            Set Action, }\mp@subsup{T}{\mathrm{ max }}{\mathrm{ , and }}\mp@subsup{T}{\mathrm{ min}}{
        else
            Call }\mp@subsup{\delta}{\mathrm{ ext }}{
            if Location is Changed then
                Set ActionSet, Action, T}\mp@subsup{T}{\operatorname{max}}{}\mathrm{ , and }\mp@subsup{T}{\mathrm{ min}}{
            else
                Elapsed &delta - tL
                tL\leftarrowt
                return
        tL\hookleftarrowt
        tN\leftarrowtL + Dist (T Tmax
```

former action. Generating output events has priority (i.e., external events are lost). This scheme follows the default scheme provided for the confluent transition function defined for parallel DEVS. It should be noted that in ALRT-DEVS, outputs are generated per actions, not in the holistic manner allowed for the external and internal transition functions of parallel atomic DEVS models. It is possible to give priority to accepting external events that are received at the same time an internal transition action is scheduled to end.

## Remaining functions

- The time interval, state-to-action mapping, and output functions are timeless. The abstract simulator, therefore, does not allocate consuming time for their executions. Obviously, the simulation platform consumes physical-time even though the passage of time is not represented in the simulation.

The real-time required for executing a complete simulation cycle is for an action either in the external or the internal transition function. The time duration specified for every action must be greater than zero. Thus, the physical-time it takes for executing actions is at least as long as the realtime that the simulator is keeping track of. The real-time atomic model does not include timing for extraneous operations such as reading data from or writing data to an external file or console. Thus, from the physical-time perspective, some amount of time is needed for operations due to all operations in the atomic model except the actions in $\Gamma$ and $\Omega$ and thus, there is discrepancy between the amount of time it takes in the real-time simulation platform to execute a model when measured against the physicaltime consumed in the CPU's clock. Furthermore, the
timing defined for the atomic model does account for the simulation protocol itself. Physical-time is consumed for operations such as setting $T_{\min }$ and $T_{\max }$. Thus, we need to include $\Delta t_{\text {rest }}$ for these kinds of computations that must be completed in running simulation experiments. As noted in Section 3.1, the accuracy of time assigned to actions in an atomic model is imperfect. ${ }^{28}$ This can cause undefined concurrent events or cause actual concurrent event to be lost for coupled models (see Section 5).

Execution time for all the operations in an atomic model is subject to the physical-time that can be accommodated in the hardware, hosting some implementation of the simulator protocol. The total time for an atomic simulation cycle $\Delta t_{a}>0$ is equal to $\Delta t_{\text {ext }}+\Delta t_{\text {int }}+\Delta t_{\text {rest }}$. Assuming $\Delta t_{\text {ext }}+\Delta t_{\text {int }} \gg \Delta t_{\text {rest }}$, the real-time simulation of ALRT-DEVS atomic model can be accepted as executing in physical-time. The impact of timing and actions as defined in ALRT-DEVS is demonstrated with some experiments (see Section 5). The experiments show the degree to which real-time simulation can be achieved. ${ }^{29}$

### 4.2 Coupled coordinator protocol

The protocol for ALRT-DEVS coupled model is the same as parallel DEVS. In a coupled model, message routing from one model to another occurs instantaneously. Couplings in coupled models are timeless. They can be modeled as atomic models but inherently the coupled model specification requires input and output exchanges to be ordered, but untimed. We note that the coordinator protocol itself consumes physical-time even though it does consume real-time with respect to the simulation platform. As alluded earlier, execution time of the coordinator protocol is subject to uncontrollable factors as viewed in physi-cal-time. $\Delta t_{I / O}>0$ is defined to represent the time consumed for all message handling and transmission across external input, internal, and external output couplings. For a flat coupled model with one atomic model, the physical-time for its execution is defined as $\Delta t_{f c}=\Delta t_{a}+\Delta t_{I / O}$, where $\Delta t_{a}$ is the physical-time allocated for execution of atomic models and $\Delta t_{I / O}$ for input and external output messaging. As in the atomic model, there exists extraneous operations that also consume phys-ical-time, but not real-time while being executed in the simulation platform. For a flat coupled model with $n$ atomic models, time for a flat coupled cycle is defined as $\Delta t_{f c}=\sum_{i=1}^{n} \Delta t_{a, i}+\Delta t_{I / O}$. In this case, $\Delta t_{I / O}$ accounts for all three kinds of coupling. The physical-time execution for a hierarchical coupled cycle with $n$ atomic models, $p$ flat coupled models, and $q$ hierarchial coupled models is defined as $\Delta t_{h c}=\sum_{i=1}^{n} \Delta t_{a, i}+\sum_{j=1}^{p} \Delta t_{f c, j}+\sum_{k=1}^{q}$ $\Delta t_{h c, k}+\Delta t_{I / O}$. It is obvious that the physical-time spent executing real-time atomic and coupled models exceeds the real-time consumed in the simulation platform. If $\sum \Delta t_{a} \gg \sum \Delta t_{I / O}$ for every flat coupled model and for
every hierarchial coupled model, then real-time execution of ALRT-DEVS coupled models can be accepted as executing in physical-time.

## 5. Example model

The network switch system ${ }^{7}$ shown in Figure 5 is developed based on the following scheme. The network-on-chip (NoC) switch consists of input ports for receiving flits, output ports for sending the flits on the link, and a crossbar which connects the input ports to output ports. The switch depicted in Figure 5 has two virtual channels and operates using a 5 -stage pipeline (routing, virtual channel (VC) allocation, switch (SW) allocation, SW transfer, link transfer). The input ports possess a number of (equal to the number of VCs) input queues and status arrays for the newly received flits and perform routing and allocation operations on them. Now, the complete model in Figure 5 contains a generator, a sink, two switches and a bus. The couplings between switches and the Bus/Gen/Sink are untimed, as opposed to the bus which has four links, each of which consumes time for transmitting flits. The switch is for a mesh-network with four inputs and outputs, each of which can be configured to have multiple virtual channels. The remaining parts of the switch are crossbar, router, virtual channel allocator, and switch allocator. ${ }^{15,30}$ Select actions for these components are time-bounded. The flow control policy is on/off, in which the downstream switch (Switch 2) sends an "off" signal to the upstream switch (Switch 1) when its input queue is full so that Switch 1 stops sending it flits. The generator on the other hand, continuously injects new packets into the network without considering the current state of the switches. Without delving into further details, it is useful to note that the model is stochastic in terms of its actions (switches operate in parallel and flits may arrive at the same time and in arbitrary order). Execution is also stochastic due to the unpredictably of threads in the host simulation platform. During simulation some actions may be terminated if they cannot be completed given their designated time-windows.

## 5.I Discussion

The configuration parameters of the models are listed in Table 1. The timing parameters are in real-time. Flits traversing from the generator to the switches and sink are assumed to consume no time, but they can be assigned to consume real-time. For this experiment, the injection rate is increased from 5 to 2000 flits per second and a 10 -second sample is taken from the network. Based on the configuration provided in Table 1, the modeled system will be saturated quickly at high flit injection rates and consequently lose a high number of flits. The switch model is also developed in Booksim ${ }^{31}$ and used to validate the one described here. ${ }^{7}$

For the purpose of comparison, this experiment is performed in both real-time and logical-time settings. The logical-time simulation illustrates the impact of the executing platform for real-time simulation. The models are executed using the DEVS-Suite 2.1 .0 simulator ${ }^{15}$ on a 32 -bit Windows 7 machine with 2.93 GHz , Intel Core 2 Dual processor and 2 GB of DDR2 memory from which only 1.4 GB is used because of the 32-bit JVM. Due to stochasticity in the model, each experiment is repeated five times and the averages of all five experiments are shown in Figures 6 and 7. Multiple experiments are simulated to show the impact of variability in the simulation platform. If the switch model were to be used as a blueprint for implementing a time-critical system, as mentioned in Section 1, worst case execution time analysis and design of experiments among others are needed.

The reason we stopped at five runs for each experiment was the convergence between the results. Repeating the experiments beyond five data points did not add more to our data analysis and showed little variations. Although real-time analysis is mostly done via worst case analysis, for our analysis it was useful to consider averages. These experiments are mainly designed and carried out to show the capabilities of ALRT-DEVS for real-time modeling and simulation. These proof of concept experiments are not purposed for model verification and simulation validation using worse case time of the model or worst case execution time.

Figure 6 shows the drop rate in the system based on the generator's injection rate. Packet loss ratio for the first few injection rates is magnified to illustrate real-time and logical-time simulation executions. Although the data extracted from these simulations represent similar behaviors, a small difference can be observed. This difference is due to the impact of the executing environment on the simulation protocol. Each deadline miss leads to a flit loss; flit losses (although few) cause the simulation results to diverge from those obtained from the logical-time simulation. This impact may become significant if the executing environment is incapable of guaranteeing actions to be completed as required due to high model complexity and granularity or inadequate computational resources. A realtime simulation platform can exhibit significant unpredictability when model requirements cannot be met. This is not the case for logical-time simulation since time is not a limiting factor, time can be stretched or shrunk without any side effect on the simulation results.

Results from a real-time simulator can be categorized to fall into three regions. First, the simulation execution scenarios can be handled by the executing platform; simulation results are not impacted by limited resource availability. Second, the execution platform cannot meet some ideal timing or complexity but the observed system dynamics are within an acceptable error margin. Third, use of the execution platform leads to unreliable results.


Figure 5. A switch network system.

These categories are also observed in non real-time simulation where observed results in the third category could be due to models that are under specified or are subjected to incorrect experimental settings. ${ }^{32}$

The above three regions are observed in the simulation experiments shown in Figure 7. However, in Figure 6, these regions are not visible since only flit loss ratio is being observed and visualized. In Figure 7(a), average flit latency for the first region is demonstrated (injection rate between 5 to 40 packets per second). In this region the results are ideal since no flit loss has occurred due to realtime execution and constraints in the computing platform. The difference between various injection rates is reflected in high, low, and average flit latency though they all belong to the same region. The results extracted from the third region (injection rates higher than 1000 packets per second) are unreliable. This is evident in Figures 7(b) to (e).

In Figure 7(b), the number of deadline misses are recorded for various injection rates. The number of deadline misses experiences a significant increase at high injection rates. One interesting phenomenon in this diagram is the very small difference in deadline losses between 1500 and 2000 (flit per second) injection rates. The reason is that the underlying platform is so overwhelmed with the number of actions that some of them do not even begin to execute and therefore never lose their deadline. However, for the number of actions executed, the system shows the same behavior as shown in Figure 7(c) for the flits injected/lost ratio and in Figure 7(d) for the actual number of injected flits and those of them that are lost (overlapping lines). Figure 7(e) shows the chaotic nature of the simulation in the third region. An approximate number of 15,000 packets are expected to be injected into the system for a period of 10 seconds

Table I. Network switch system configuration.

| Topology and physical specification |  | Timing specification $\left(10^{-3} \mathrm{~s}\right)$ |  |  |
| :--- | :--- | :--- | :--- | :--- |
| Variable | Value |  | Variable | Value |
|  |  | Routing | $[9-11]$ |  |
| Virtual channels per link |  | Link traversal | $[0.9-1.1]$ |  |
| Number of flits per packet | 1 | Status traversal | $[9-11]$ |  |
| Buffer size | 8 | VC allocation | $[9-11]$ |  |
| Number of input/output ports | 4 | SW allocation | $[9-11]$ |  |
|  |  |  | $[9-11]$ |  |



Figure 6. Packet loss ratio based on injection rate.
with an injection rate of 1500 packets per second. However, the number of injected packets demonstrate significant variations (from 5000 to 15,000 ) across five simulation runs. This variability in the number of injected packets coupled with the number of deadline misses demonstrates the unreliability of the simulation. Finally, Figure 7(f) represents the second region of the real-time simulation in which the results are still reliable but show a small divergence from the logical-time results. Here the difference between the total number of packet losses of logical and real-time simulator is depicted and fashioned in a stock diagram.

As discussed in previous sections, time can be categorized into physical-time, real-time, and logical-time. The third region in simulation occurs when the real-time clock in the simulation cannot stay synchronized with the physi-cal-time. This may happen when executing the model exceeds the limits of hardware and/or software resources. Also, one of the other limiting factors in real-time simulation is handling the concurrency. P-DEVS is based on synchronized parallel simulator protocol. However, true concurrency cannot be achieved in the implementation of real-time simulators such as DEVS-Suite due to slicing of
time periods for multiple actions. Therefore, ALRT-DEVS simulator cannot guarantee concurrency as in the parallel DEVS logical-time simulation. This can be observed in the second and third regions where real-time simulation measure diverges from its logical-time counterpart.

## 6. Related work

Model specifications and execution algorithms have been developed toward real-time modeling and simulation. We do not attempt to compare our work with these; a few from the point of view modeling are discussed in the literature. ${ }^{7,29}$ We also refrain from discussing real-time distributed modeling and simulation approaches, an ongoing research area. Instead, we begin with some early works that were aimed at adopting logical-time modeling for real-time simulation through the 1990s. Starting in the late 1990s, there was a surge in developing DEVS-based tools based on classic and parallel DEVS formalisms and their extensions, such as fuzzy logic, probabilistic, and dynamic structure. Furthermore, our focus is not on simulation tools and applications, which are significant research areas in


Figure 7. Simulation results for the model shown in Figure 5: (a) a stock diagram manifesting high, low, and average flit latency for the first region with zero packet loss (exponential growth; (b) significant increase in deadline losses for the third region; (c) ratio of the lost flits versus the injected ones for the third region at $99 \%$ ratio); (d) actual number of flits injected and lost in the third region (two overlapping lines); (e) variations in injection rate for the third region; and (f) depicting high, low, and average differences in the total number of packet loss between logical and real-time simulations for the second region of the network (small variations).
their own right. We use the DEVS-Suite simulator to support developing ALRT-DEVS models, simulate the example switch network model, and evaluate the simulation results to show the extent in which action-level real-time modeling and real-time simulation are supported.

Classical DEVS modeling implemented in the DEVSScheme simulator was developed to execute under the host computer clock. ${ }^{33}$ The atomic model does not allow specifying actions. The simulator, which was developed in the Scheme language, uses an interface channel written in C programming language for handling analog signals converted to/from discrete data. Time instances for incoming and outgoing events in atomic and coupled models are coordinated using the host computer clock. In Section 2 we
described parallel DEVS and RT-DEVS approaches. We noted that the parallel DEVS modeling formalism does not support representing actions. For example, although models developed for DEVS-on-a-chip simulator ${ }^{12}$ built on the DEVSJAVA simulator ${ }^{34}$ uses real-time Java, soft real-time execution is supported. RT-DEVS is based on classic DEVS, which precludes assigning sets of contiguous actions separately to external and internal transition functions. In particular, RT-DEVS requires use of the Select function for coupled models and does not support receiving multiple input and sending multiple output events at the same time instance. To handle timing for coupled models, a clock matrix is developed. ${ }^{21}$ RT-DEVS supports non-blocking and synchronization loss. The clock matrix is
introduced as an analytic capability to predict, as precisely as possible, the upper and lower bounds for the next state transition times. The differences between RT-DEVS and ALRT-DEVS resulted in developing an abstract simulator protocol for ALRT-DEVS model.

Another approach to real-time classic DEVS modeling is proposed in eCD++. ${ }^{35}$ This work expands on the DEVS-on-a-chip by flattening hierarchical models with soft real-time execution. To handle limited resource availability in a given computing platform, interface DEVS is defined. ${ }^{13}$ It introduces a function for setting the execution of a state to be either optional or mandatory. Therefore, a state transition (corresponding to a simulation cycle) may not be executed depending on the simulator having enough time or not. The abstract simulator protocol is mapped to a real-time task list for executing atomic external and internal transition functions. A coupled model prioritizes which atomic models must be executed and which ones may be executed depending on the modes assigned to the state transitions. This approach delegates the choice of which state transitions are to be executed to the coupled model. Fewer resources are needed as the ratio of the required to the optional state transitions decreases. Thus, the main objective is reducing the number of state transitions to achieve hard real-time simulation. Real-time execution is achieved by embedding the simulator in network processors with time resolution in nanosecond range executing on RT Linux. ${ }^{36}$ Unlike this eCD++, in ALRT-DEVS, actions can be defined with real-time time-windows with its abstract simulator enforcing hard real-time execution. Another DEVS approach to support real-time simulation is PowerDEVS. ${ }^{37}$ It is implemented in $\mathrm{C}++$ and uses a real-time clock provided by Linux RTAI. Generation and communication of the output events are synchronized using the aforementioned real-time clock. As in RT-DEVS and eCD++, this approach focuses on using simulator clock with interrupt handling whereas ALRT-DEVS focuses on defining the external and internal transition functions with actions each of which is bounded by a realtime clock.

Real-time modeling and simulation has also been the subject of study in the Ptolemy II project. ${ }^{38}$ As in some DEVS-based tools, Ptolemy II supports soft real-time simulation. ${ }^{29}$ For hard real-time execution, a Giotto model of computation has been developed in Ptolemy. ${ }^{39}$ The Giotto programming model ${ }^{40}$ with periodic timing is developed where tasks defined in a Giotto Director coordinate the execution of the actors based on their assigned frequencies or default values. Ptolemy's code generation capability is used to generate C code. The FreeRTOS, ${ }^{41}$ which is portable to common target microcontroller platforms, executes the generated code. The program code executes correctly provided there exists a scheduling policy that can meet the requested deadlines given the resources and time constraints of the target platform. As in

ALRT-DEVS, it may not be feasible to identify worst-case execution time. In such cases, the execution of tasks are not terminated; instead, the execution continues generating outputs with delays. In ALRT-DEVS, the actions that cannot be completed within the available resources are terminated or ignored. Another difference between these approaches is that the Giotto model requires time-periodic cycles which determine the scheduling policy that can be supported in FreeRTOS. In ALRT-DEVS, timings for actions are event-based and subject to the clock resolution of the computing platform. The allocation of time for the actions is determined by the number of threads (i.e., the number of atomic models) that are not scheduled to execute in any particular order even though the sequence of actions (based on the remaining time) is defined in the external and internal transition functions.

## 7. Conclusions

We have proposed an approach for developing DEVS models where actions, in addition to state changes, can be specified. Timings in the form of time-windows are assigned to actions. These actions are associated with individual state changes using location and time-invariant concepts developed for real-time statecharts. ALRT-DEVS offers a structured approach for decomposing external and internal transition functions to sets of real-time time-constrained and schedulable actions. To simulate these models, a real-time abstract simulator protocol is proposed based on common virtual multi-threading computing platform and implemented as part of the DEVS-Suite simulator. The simulation protocol can enforce certain hard real-time execution to the degree supported by the computing platform and implementation of the models and the simulator protocol. The action-level real-time modeling is independent of specific hardware and software technologies. Thus, ALRT-DEVS can lend itself to the development of hard real-time computing platforms using real-time operating systems to achieve guaranteed clock accuracy and precision. This is because specification of actions with constrained real-time can be mapped one-toone to hard real-time simulation cycles. It is necessary to develop analytical techniques to determine (near-)optimal hard real-time timings for actions given worst-case execution times available. ALRT-DEVS approach stands to benefit from code generation targeted for network processors with high precision clocks, specialized hardware, and realtime operating systems. Developing scheduling policies for computing platforms is another important area of research where simulating safety critical systems can be performed as close as possible to physical-time. In terms of use, action-level, real-time modeling has the potential to be used in building simulations that can interact seamlessly with physical systems.
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