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Preface 
 

 
Welcome to the first Open International Conference on Modeling and Simulation. The main goal of this multi-
disciplinary conference is to strengthen the connections between the fields of Computer Science and Life 
Sciences. The purpose is to give a focus on the computer science and simulation side of modeling applications in 
Environmental and Health sciences. Modeling methodology has not been forgotten and we have dedicated a 
track to deal with more theoretical aspects. Interdisciplinary research is the place where new concepts can be 
discovered and it is also a place where new methodologies can express their power. However, many academic 
scientists are currently concerned both by the quality of reviews and by the price increase in conference 
registrations. OICMS aims at  launching a type of conference that wants to free scientists as much as possible 
from the business and financial aspect of symposiums. The International Program Committee focus was to raise 
the quality of papers more than the registration price and number of participants. We have retained the 
registration costs for authors of selected papers as low as possible within university standards. This also implies 
less comfort in accommodation, transports and a decrease in the quality of the proceedings cover page but with 
less limits in page size for original research articles. After rigorous reviewing by the Program Committee, and as 
in some IEEE conferences we wanted to retain a maximum of 40 papers (our rejection rate has been between 
20% and 50% for the most severe track). We have also invited 2 papers associated to keynote speeches and 
reporting on cutting-edge research in all 2 areas of Life Science simulation. In addition we have also welcome 4 
invited speeches, 2 from industry and 2 from an academic background (but also dealing with concrete 
applications). 
 
We would like to thank authors for their contributions, but also the scientific committee which did a very good 
job (most papers had more than 2 extended reviews and rejected papers were given constructive advices). 
Authors of top papers will be contacted to submit their contribution in refereed journals. 
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ABSTRACT 
Numerical simulation of plant growth has been facing a bottleneck due to the cumbersome computation implied by the 
complex plant topological structure. In this paper, we present a new mathematical model for plant growth, GreenLab, 
overcoming these difficulties. GreenLab is based on a powerful factorization of the plant structure. Fast simulation 
algorithms are derived for deterministic and stochastic trees. The computation time no longer depends on the number of 
organs and grows linearly with the age of the plant. This factorization finds applications in the context of Geometric Models, 
to build trees very efficiently, and in the context of Functional Structural Models, to compute biomass production and 
partitioning, as well as secondary growth.  

KEYWORDS 
Plant Growth, Geometric Models, Functional Structural Models, Substructures, Deterministic and Stochastic Automatas 

1. Introduction 
Virtual plants are more and more used for different applications, mainly in computer graphics, (urbanism and landscaping) 
and environmental sciences (agronomy). Different plant growth models (see for example [Aono et al. 84], [Viennot et al. 
1989], [Deussen 2005]) handled by good designers produce nice plant shapes without introducing much botanical or 
physiological knowledge. If it works quite well for little plants (at least from a visual point of view), limitations occur when it 
comes to tree representation.  

Botanical knowledge and computer resources are crucial factors for tree growth simulation. Trees contain a lot of items to 
compute and assemble, which requires a fast CPU and a large amount of memory. A big tree can gather more than one 
million organs that have to be generated and positioned in the 3D space. The problem increases dramatically for grove or 
stand simulations. The cost of computation is related to three main problems: the construction of the plant topological 
structure, the functioning of the plant and eventually its rendering. Sievanen [Sievänen et al. 2000] distinguishes two kinds of 
models for virtual plants, Geometrical Models (GM) [Reffye et al. 1988], [Lindenmayer Prusinkiewicz 1990] and Functional 
Structural Models (FSM) [Perttunen et al. 1996], [Reffye et al. 1996], [Jallas et al. 1999]. The former only use organogenesis 
and geometrical rules for the plant construction. The shape of organs and their expansions are directly controlled by their 
sizes. In that case, Sievanen observed empirically that the computational time is proportional to the square of the number of 
items. The latter are more devoted to agronomy. Source and sink processes, biomass production and biomass partitioning are 
modeled. Biomass partition gives volumes of organs by density and allometry rules. It is necessary to explore several times 
the topological structure in order to partition biomass. Light interception, water transportation or tree mechanics will also 
increase heavily the computational time (up to 8 times, see [Sievänen et al. 2000]). Therefore, appropriate simplifications are 
needed.  

The main problem relies in the concept of parallel simulation which is generally used to build topological structure, by 
mimicking the simultaneous bud functioning, see for example [Lindenmayer Prusinkiewicz 1990] and other related works 
based on L-systems or automata. If parallel simulation is natural from the point of view of computer sciences, it is not 
relevant mathematically. Likewise, most programs are obliged to build the plant completely in order to compute its 
production. But a total topological representation of the plant is very heavy for computer memory. The role of mathematical 
modeling is to find powerful algorithms that bypass the simple and natural way of counting. It is necessary to introduce extra 
biological knowledge and take one step back from the complex simulation techniques previously developed. Besides 
improving simulation efficiency, mathematical equations of growth are necessary to use differentiation techniques that open 
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virtual plants to analytic optimization and control, and thus to applications. Without this formalism, solving optimization 
problems becomes far more tedious. Heuristic methods like genetic algorithms or simulated annealing have to be used and 
the growth process is run thousands of times. 

In this paper we will show the advantages of reconsidering completely the way to simulate virtual plants using algorithms 
based on a mathematical model rather than complex simulation techniques. We will present a powerful factorization of the 
plant structures and how to use this factorization for functional, graphical or stochastic applications. A real breakthrough is 
achieved as the bottleneck linked to the cumbersome tree architecture is suppressed. The case of AMAP model and its 
evolution to GreenLab model will serve as a typical example of comparison. This paper is a review of former results about 
the gain obtained on virtual tree computation.   

2. Basic Concepts for Plant Growth Simulation 
In this section, we describe the interdisciplinary knowledge used in AMAP. It covers botany, ecophysiology and numerical 
simulation techniques. 

2.1. Botanical Concepts 
The plant description is based on its hierarchical organization using the botanical notion of Physiological Age (PA) 
[Barthélémy et al. 1997], and described in a recurrent form. The P.A. represents the differentiation of organs based on an 
endogenous program.  The PA concerns not only organs (leaves, flowers, internodes, roots), but also the types of axis and 
branch organization. For instance, on a coffee tree, there are two types: orthotropic trunk and plagiotropic branches. Usually, 
we need less than 6 PA to describe the typology of branches in a tree. The oldest PA is the ultimate state of differentiation for 
an axis, it is usually short and not branched. Organs, such as leaves, flowers, internodes, are sub differentiations, linked to the 
main PA of the metamer. 

• The metamer is a set composed of organs (internode (pith + rings), buds, leaves). All the necessary information for 
a given PA is stored at this level. It concerns the number of organs, their shapes and their functioning. 

• The Growth Unit (GU) is a set of metamers built by a bud during a growth cycle (GC). These metamers can be of 
different kinds and ordered according to botanical rules, like acrotony. 

• The bearing axis (BA) is a set of GU of the same kind that gives birth to the main axis of a branch. 

These concepts were first gathered in the architectural model named Reference Axis, based on an automaton and described in 
Figure 1, see [Barczi et al. 1997]. 

 

 

 

 

 

   

 

 

 

 

 

 

 

 

 

Figure 1

To simulate the fun
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: Tree organogenesis simulated by an automaton based on the concept of Physiological Age 

ctioning of buds, it is necessary to integrate the notion of physiological age that describes the level of 
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differentiation of the tissues. Buds stay in the same state or change states according to repetition and transition laws. For 
example, the bud of a sunflower will produce about 40 times the same metamer before transforming into a flower. There are 
clearly two steps here. The first one corresponds to a vegetative state (internode +leaf) and it is repeated 40 times, the second 
one is the flowering state, reached after a transition when the first state is over. 

On figure 2, we can see the flowchart of the parallel simulation based on bud functioning [Blaise et al. 1998]. A scheduler 
gives at each step of growth all the events to realize. An automaton controls the bud differentiation and parallelism controls 
the bud productions at each cycle. A topological structure is generated and if no biomass partitioning is needed, some 
geometric features can be used to obtain a geometrical model. The computational time is a quadratic function of the number 
of organs created. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Parallel simulation of bud functioning 

 

2.2. Ecophysiological Concepts 
2.2.1 A time unit for plant development 

The time unit for organogenesis and photosynthesis must be consistent, insuring a good synchronization between the two 
processes [Reffye Houllier 1997]. In the plant structure, primary growth of leafy axis consists in adding new metamers 
rhythmically at their top. The time needed between the creation of two growth units ranges from several days (herbaceous, 
shrubs) to one year (temperate trees). For a given plant, it varies with the environmental conditions. However, it becomes 
quite stable if we define a thermal time. The number of organs set in place by a bud is proportional to the sum of daily 
temperatures received by the plant and so called “the Law of the Sum of Temperatures” (LST) in Agronomy. We define the 
growth cycle (GC) as the thermal time unit necessary to increase the plant organogenesis of one step. The plant age in GC is 
called the Chronological Age (CA). During the GC, all the working buds may produce new metamers according to their PA 
and CA. 

On the other hand, on long periods the plant biomass acquisition is approximately proportional to the plant transpiration. This 
phenomenon is known as Water Use Efficiency (WUE).  WUE is generally considered constant over a sufficient period. We 
suppose as well that at the level of the GC, the fluctuations of WUE are reasonable. WUE(n) represents the average value at 
GC n. Thus, we will rely on the laws of LST and WUE to monitor simultaneously the plant production of both organs and 
biomass. 

2.2.2 Biomass Acquisition and Partitioning 
The biomass computed from the water transpiration is the fresh biomass used to build the organs. Each leaf will have a 
transpiration depending on its surface area. The biomass produced by each leaf is added and stored in a common pool of 
reserve and redistributed to all the organs according to their sink strengths. The initial seed and the leaves are sources. 
Leaves, internodes, fruits and rings are sinks during the number of growth cycles equal to their expansion times. The sink 
values are not necessarily constant. The root system is not described but is considered as a big sink that runs from the first 
cycle of growth to the current plant age. The flowchart of the plant simulation is given in Figure 3. 

At GC n, the available biomass for an organ is the total amount of biomass reserves denoted Q(n), multiplied by the organ 
sink value and divided by the demand at cycle n denoted D(n). D(n) is defined as the sum of all the sinks in the topological 
structure at GC n. The biomass partitioning is the final result of the step by step diffusion process between neighbouring GU 
of the biomass produced by the leaf photosynthesis. As the time period of a GC is long enough, we do not need to compute 
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this diffusion process. The biomass allocation in the plant architecture according to the sink values can be considered as 
immediate. Therefore, the organ sizes are the result of several steps of biomass allocation during their expansion time. At a 
given plant age, all the organs of the same CA and PA, have the same sizes.  

The secondary growth is the process controlling the increase of the branch diameters. The ring volume of a branch at a given 
spot in the plant architecture is proportional to the number of leaves seen above. For this computation, we need to run 
through the complete plant topological structure at least once. It adds to the computational time.  
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Figure 3: Plant functioning flowchart 

 

e biomass production, the demand of organs and the biomass partitioning requires using and exploring 
ructures for big trees, and can lead to unreasonable computing times. 

lts on Plant Growth Simulation with AMAP Software Programs 
s a GM Virtual Plant Maker 
 architectures according based on botanical concepts can be simulated by the AMAPSim software 

 [Barczi et al. 1997]. The elm tree and the oil palm tree with its root systems are certainly some of the 
 ever simulated by computers.  

 
Figure 4: Complex architectures simulated by AMAPsim 

 Japanese elm tree [Reffye et al. 1990] (b) Oil palm tree with roots [Jourdan Rey 1997] 

te such virtual plants, we need high computational time and memory (several hours). For this reason, GM 
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virtual trees are necessarily difficult to handle. It mainly results from the parallel growth process used for the topological 
structure construction. 

3.2. AMAPHydro as a FSM Virtual Plant Maker 
Introducing plant functioning implies that source and sink relationships, biomass partitioning and secondary growth have to 
be computed at each step of the growth. For this purpose, the topological structure is explored one or several times. Even the 
geometry is more complex than for GM as organs expands on several GC and their shapes are obtained from the allometric 
rules and the density. 

It adds approximately three times the computational time used to build the topological structure. This ratio is the minimum 
one between GM and FSM models, see [Sievänen et al. 2000].  Such complex simulations realized with AMAPHydro are 
presented in [Reffye et al. 1996]. The photosynthesis is given by an empirical formula, using LAI for instance. But 
introducing light interception by the tree geometrical structure will still increase dramatically the computing time. This 
computation was realized by Soler et al., see [Soler et al. 2003]. The results obtained can be useful for the calibration of 
simpler empirical models of photosynthesis.  
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Plant Simulations 
and tree growth thanks to computer simulation techniques that imitate closely the 
lism of bud growth (all organs must be created one by one). The creation and the 

hs of the topological and geometrical structures (all the organs have to be reached) 
eads to cumbersome computations. Moreover, the lack of mathematical models 
r, which makes bug proof very difficult. 

ch of Plant Growth: GreenLab Model 

l model of plant growth strongly relies on the plant organization described by 
rder to obtain an efficient method of factorization based on plant instantiations. 

genesis, i.e. the number of organs. Growth depends on photosynthesis that insures 
 here the case without interactions between organogenesis and photosynthesis. On 
f a global pool of reserves, it is not necessary to consider local conditions and we 
lopment and growth. 

is step can be performed independently on the photosynthesis. It provides the 
 buds. 
tep needs the organogenesis results that provide the total plant demand i.e. the sum 
f leaves can be computed and the resulting biomass production can be shared 
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between the different organs according to their sinks to insure their expansion. The yield is thus computed according 
to the sizes and the weights of the different organs produced. 

3. Building the plant architecture for visualization or to study plant interaction with the environment. This last step 
needs the results of the two previous ones. It needs numerous geometrical operations. 

 

For most applications in agronomy only the first two steps are necessary, and no geometry is required.  

4.2. Botanical Instantiations in GreenLab Model 
4.2.1 At Metamer Level: 
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Figure 6 : Dual scale Automaton for Plant Organogenesis 
 

l scale automaton [Hu et al. 2003] is sufficient to describe the full organogenesis. The number of 
s very small (less than 6). The Plant is organized in metamers (microstates) and growth unit 
metamer is a set of organs (internode, leaf, fruits and axillary buds). It is more efficient to create 
ns one by one because it gives directly the organ production and speeds up the computing of 
growth unit is a set of metamers and the repetition of GU gives birth to an axis so called Bearing Axis 

ture Level 
 a given PA produces different kinds of metamers bearing axillary buds of various PA. These buds give 

ches. Even the PA of the main bud can change by mutation. This phenomenon is represented in the 
ion between macro-states.  

te substructures. A substructure is characterized by its physiological age PA and its chronological age 
ures with the same PA and CA are identical if they have been set in place at the same moment in the tree 
onsider the example of a particular 100 year old tree. Its trunk is of PA 1, main branches of PA 2 and 
wigs of PA 3, 4, 5 and respectively live less than 7, 5, 2 years. Here, the total number of substructures 
 CA is about 30. It is very small, even if the total number of organs is high. These substructures will be 
s in the tree architecture, but they need to be computed only once for each kind. The tree production will 
g the substructures in the right way. 

o Build Tree Architecture 
 of the botanical plant organization using metamers, substructures and PA, we set up a powerful 
r tree construction, see [Yan 2003]. 

 trees 
tion the recurrent algorithm for a deterministic tree of CA = T with a number of PA = m. 

alized with the last substructures of PA m. They are easy to compute as they are not branched. Now 
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suppose that all the substructures of and TCA1 ≤≤ mPAK ≤< are built. Then, to compute the substructure of CA=T and 
PA=K (for 1 K m≤ ≤ ) is easy. We build the bearing axis of PA=K according to the macrostates and the microstates 
generated by the dual scale automaton, up to CA=T. Then, each macrostate bears substructures of CA<T and of PA >K given 
by the automaton. But these substructures are already built (recurrence hypothesis). Thus, the construction of all the 
substructures of CA=T is achieved. The substructure of PA 1 gives the full tree. 

Each kind of substructure is built only once. This method is no longer natural but relies on the tree botanical composition. 
The algorithm performance is high. The time to compute the number of items in a GreenLab tree is proportional to the 
number of PA multiplied by the CA and thus no longer proportional to the number of organs. As a consequence, the principal 
problem of tree construction is solved. A binary tree with organs at CA T will be computed at the same speed than a 
linear tree with T organs. 

2T

This can be illustrated by the following example shown by Figure 7. We choose a theoretical plant built by a dual scale 
automaton with 4 PA. At the CA 18, the architecture is completed: all the buds have reached their ultimate step of 
differentiation. On this example the multi-scale organization is quite clear. The GU of PA=1 bears substructures of PA 2,3,4, 
the GU of PA=2 bears substructures of PA 3, 4, the GU of PA=3 bears substructure of PA 4, and those are not branched.  
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Figure 7: A combinatorial algorithm to insure plant development by stacking substructures 
according to their chronological and physiological ages 
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5.2. Stochastic trees 
The method can be easily extended to stochastic trees, assuming that the dual scale-automaton integrates probabilities that 
control growth, branching and death processes, see [Kang et al. 2003]. For the deterministic growth, for given chronological 
and physiological ages, we build only one substructure. For the stochastic growth, we take several samples of substructures 
that are realizations of the same stochastic distribution. 
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Figure 10: Description of the stochastic algorithm for stochastic trees 
(a) Simulation Flowchart - (b) Visualization [Kang et al. 2003] 

ple of substructure in a given set (for given PA and CA) is obtained by first building a random axis, realization of 
astic automaton and then by branching substructures of higher PA and smaller CA. These are randomly chosen in 
sponding set of samples (for the right PA and CA). The same recurrence as in the deterministic case is used, which 
hat these sets have already been built. Figure 10 shows a concise flowchart of the simulation. The size of the 
ure sets R can vary for each PA and CA. Of course, the accuracy will increase with R. 

hod to simulate stochastic trees is very efficient. Once again, it does not depend on the number of organs to create. It 
ant to note that the algorithm is even more interesting to build stochastic forests, as the sets of substructures built for 
stochastic tree can be used to build other trees of the same kind that are realizations of the same stochastic 
on. The time necessary to build the first tree is proportional to m T R× ×  but only to Tm× for the others in the 

lications of the Substructure Decomposition 
s construction process, we can deduce the equations of recurrence controlling organogenesis. Several applications 
vantage of this factorization are also presented. 

mputing Organogenesis  
ase of parallel simulation, counting the number of organs is a typical bottleneck; the computing time can be 
us for big trees and forests. To overcome this difficulty, GreenLab model takes advantages of the plant architecture 

d thanks to the concept of PA. Similar substructures (of same PA and CA) are found in the main architecture many 

a tree with m PA and finite growth for the axes: the repetition of macrostates (i.e. the number of GU) of PA=k is 
. Beyond this limit, the terminal bud can undergo a mutation and change PA (say k+1), or die if k=m. So there 

nds of substructures here that are represented by arrays whose fields contain the cumulated number of metamers 
KN
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according to their PA. A structure is defined by its chronological age CA= t and its physiological age PA = k. It contains 
all the cumulated numbers of metamers produced from its birth until GC t. 

t
kS

 

,  , … [ ]1 1,1 1,2 1,,...
tt

mS s s s=⎡ ⎤⎣ ⎦  , [ ]2 2,2 20 ,...
tt

mS s s=⎡ ⎤⎣ ⎦ , [ ],0 0,...
tt

m mS s=⎡ ⎤⎣ ⎦ m   

All the items with ,i js j i<  are null because of the production rules. Structure  sums up all the metamers produced at GC 
t, for the whole plant.   

1

tS

Let be the number of metamers per GU for a given PA k and  be the number of substructures of PA j branched on the 
ith GU of the bearing axis of PA k. We have to stick the lateral and terminal substructures directly on the bearing axis of PA 
k, according to their positions as follows: 

ku jin ,

[ ] ( )1

1 1

t mt i
k k k, j ji j k

S t u n S
−

= = +
= ⋅ + ⋅⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦∑ ∑ kN≤         ( t ,)                         (1) 

If t>Nk, and along the trunk, an apical terminal substructure of physiological age k+1 is born, so we have: 

( )1
, 11

. . k

k

t m t Nt i
jk k k k j ki t N j k

S N u n S S− −
+= − = +

⎡ ⎤⎡ ⎤⎡ ⎤ ⎡ ⎤⎣ ⎦⎣ ⎦ ⎣ ⎦ ⎣ ⎦= + +∑ ∑   ,  kt N t m> <        ( )            (2) 

This plant construction algorithm is very fast. Obviously, the computation time depends only on t*m and not on the number 
of organs produced. The substructures are constructed by a double loop, i.e., bottom up from the youngest CA=1 to the final 
CA=t and top down from the oldest PA=m to PA=1. A library of substructures is created for each PA and CA and will be 
used to build substructures of older CA and younger PA.  

As the number of organs per metamer is botanically known, GreenLab provides a mathematical tool that enables to compute 
the organ production of a virtual plant very quickly and thus suppresses the drawback of counting the number of organs one 
by one by simulation. 

6.2. Building GM trees 
If we add geometrical rules (internode lengths, branching angles, phyllotaxy) to the construction algorithm, we will obtain the 
3D architecture of a geometrical tree, see [Reffye et al. 2003]. We can extend the role of substructures to be a set of polygons 
that stores the geometric shape of the substructures into a library. They become meta-organs, and positioning a substructure 
in the plant architecture needs the same operations as for a simple 3D organ.  They can also be displayed separately, which 
can be useful. 

The tree of Figure 11 built by AMAPsim software  [Barczi et al. 1997] can be computed either with the classical parallel way 
or with GreenLab substructure factorization. Resulting computational times are compared: more than one hour for the parallel 
simulation, less than one second with substructure factorization! The mathematical algorithm proposed totally suppresses the 
computation cost of tree simulation. 

 
 
 
 
 
 
 
 
 
 
 
 
 
   
 

Figure 11a:  Tree  built by AMAPsim sofware. 
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Plant age Substructures Parallel- simulation 

5 years 0.1 3.3   (seconds) 

10 years 0.3 437.2 

15 years 0.7 4743.0 

Figure 11b:  Comparison of computing times between substructure method and bud-by-bud simulation [Yan et al. 2003a]. 
 

6.3. Computing the Biomass Production 
 
It is not necessary to build the tree structure to compute biomass production and partitioning at a given chronological age. We 
only have to compute organ production, plant demand and photosynthesis [Yan et al. 2004]. All these data can be 
immediately derived from formula (1) and (2) giving the number of metamers in the plant as we know the number of organs 
per metamer and their durations. 

6.3.1 Biomass acquisition 
 

Every leaf produces biomass that will fill the pool of reserves according to an empirical nonlinear function depending on its 
surface A, on parameters r1, r2, and on water use efficiency at GC k: E(k). We suppose that the size of a leaf depends on its cycle 
of apparition (because of expansion). Let be the number of leaves produced at GC k, known from Equation (1), the plant 
biomass production is:  

L
KN

1 21
. ( , , , ( ))

t L

t k kk
Q N f A r r E

=
= ∑             (3) 

The empirical function chosen for the leaf functioning in GreenLab is: 

1 2

1 2

( , , , )
/k

k

E
f A r r E

r A r
=

+
  (4) 

This function can be easily changed according to modellers’ choices. 

6.3.2 Biomass partitioning 
 

Each organ has a potential biomass attraction value that we name sink or organ demand. This sink depends on the organ 
PA k and on its CA i (because of expansion). The shape chosen for p is up to the user, but it should be able to fit properly any 
kind of numerical variations of the sinks according to the organ CA, it must be flexible enough to give bell shapes, c or s 
shapes, etc.  

( )kp i

We define the plant demand at GC n as the total biomass attraction of all organs (leaves, internodes, fruits, layers, roots…): 

1, , 1
( )t o

n to L I F i
D N − += =

= ∑ ∑ i op i                 (5) 

The  are given by Equation (1). It gives instantaneously the biomass o
kN ,

o
i tq∆  allocated to an organ of type o created at GC 

 and its total cumulated biomass : t i l− + o
niq ,

, 1 ,

( )
   ,   

to oo
i t t i t i jj i

t

p i
q Q q

D − =
∆ = = ∆∑ ,

oq             (6) 

Eventually, the organ volume depends on its apparent density and its dimensions on allometric rules. All this features can be 
measured directly from the organ shape. 

6.3.3 General recurrent formula in GreenLab 
 

We suppose here that the leaf thickness e is constant. Then the leaf surface is deduced simply from (6) by dividing the leaf volume 
by e. Then Equation (3) can be rewritten in the following form: 
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where: ;;. 21 rer == βα tB is the number of GC for which the leaf functions. 

Equation (7) is a generic recurrent relation that monitors the plant development corresponding to any given architecture 
coming from the dual scale automaton [Reffye et al. 2003]. It gives the total biomass produced by the plant architecture at 
each GC. The computing time of this equation depends only on the number of PA and CA of the plant, so it is very fast. The 
asymptotic behaviour of (7) is studied in [Yan et al. 2003b]. For numerous applications, this equation can bypass the full 
code of plant simulation. 

6.3.4 Calibration of the model on real Plants 
 

Some parameters of the model can not be directly measured on real plants, we call them hidden parameters. Heuristic 
methods have to be carried out. The number of organs and their weights are targets to fit and the generalized least square 
method can be used [Zhan et al. 2003]. This numerical method implies computation of the system partial derivatives. This 
can be done formally using equations (1) to (7) see [Lin 2005], or numerically. Once again, numerical derivation is made 
possible thanks to the substructure factorization allowing a fast computation of plant growth. About ten parameters have to be 
assessed and the convergence is very fast (less than ten iterations).  

6.4. Building FSM Trees 
 
The applications presented so far do not necessitate building the tree. The number and volume of each kind of organs are 
known and it is sufficient to get the yield quality and quantity. It is of course possible to get the tree structure running the 
same procedure as for the GM trees. The resulting set of polygons can be used at each step to compute light interception and 
to assess photosynthesis. But this heavy procedure should be bypassed by formula (3). 

6.4.1 Computing the Secondary Growth on deterministic trees. 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12: Counting functioning leaves inside substructure [Kang et al. 2002] 

An important feature of tree growth is the permanent increase of branch diameters called secondary growth. Each year, a new 
ring of biomass is added. The branch profile is made of a stack of rings. At a given level, the number of rings gives the 
branch CA.  

It is assumed that the ring thickness at a given spot in the tree architecture is proportional to the leaf surface seen upward 
[Reffye et al. 1997]. It is also proportional to the number of leaves, considering the average single leaf surface. A simple 
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operation on substructures gives this number for all bearing axis in the main architecture, see Figure 12. If the amount of 
biomass allocated to the rings is known, it is easy and fast to propagate the algorithm on the whole tree structure and finally 
compute the biomass allocated to all metamers for their secondary growth [Kang et al. 2002]. With the classical parallel 
simulation this procedure is very long (proportional to the size of the topological structure) as for every leaf, it is necessary to 
run through the tree architecture (from the leaf position to the roots) and allocate biomass all along the way.  
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ABSTRACT 
The addition to computational ecology of two emerging technologies (evolutionary computation and ecoinformatics) offers 
an opportunity to advance our ability to build better ecological models and thus deepen our understanding of the mechanistic 
complexity of ecological systems. This paper describes one feasible approach toward this goal – the combining of inductive 
and deductive modeling techniques with the optimizing power of simple algorithms of Darwinian evolution that include 
information-theoretic model selection methods. Specifically, I show a way to extend classic genetic algorithms beyond 
typical parameter fitting of a single, previously chosen model, to a more flexible technique that can work with a suite of 
possible models. Inclusion of the Akaike information-theoretic model selection method within an evolutionary algorithm 
makes it possible to accomplish simultaneous parameter fitting and parsimonious model selection. Experiments with 
synthetic data show the feasibility of this approach, and experiments with time-series field data of the Zebra mussel invasion 
of Lake Champlain (USA) result in a model of the invasion dynamics that is consistent with the known hydrodynamic 
features of the lake, and a life-history stage of this invasive species. I also describe a way to extend this approach with a 
modified genetic-programming algorithm. 

KEYWORDS 
Computational ecology, ecological models, evolutionary computation, information theory, model selection, genetic 
algorithms, genetic programming, Zebra mussels 

1. Introduction 
Modeling ecological systems is important for many reasons. Models aid our attempts to predict future changes and can be 
invaluable for management purposes, and models can help us to understand better the inner workings of these systems and 
make our management decisions better informed and more effective. A modeler has many modeling techniques and 
approaches to choose from in building ecological models. Two fundamentally different ways to begin the modeling process 
are with deductive and inductive reasoning. The deductive method requires expert knowledge to build a mechanistic-based 
model, and is based on a first-principles understanding of the mechanisms acting within the ecological system. In contrast, 
the inductive method only needs the information contained in the available empirical data of the ecological system to 
construct a predictive model. Both methods have their strengths and weaknesses. The deductive approach can be more robust 
since its basis is the important operating mechanisms; however, this approach can be difficult because we often have an 
incomplete understanding of cause and effect in these systems. The inductive approach can produce models that are very 
precise in describing the empirical data, but they may not generalize or scale well, and it can be difficult to extract causality 
from these models. 

These different modeling approaches can produce models of diverse forms (structures), and the quality and consistency of 
predictions can be dependent on the particular model chosen. At times, the predictions can even be contradictory among the 
different models. Attempts to model invasive species spread dynamics illustrate this point. Efforts to model mathematically 
the spatial spread of invasive species have been ongoing for nearly fifty years (for a summary see [Shigesada Kawasaki 
1997]). Several invasive species model types have been developed, including both deterministic and stochastic models, and 
various combinations of these approaches. Some of these models are parameter-sparse and others are not. Models based on 
partial differential equations (PDE), integrodifference and integrodifferential equations, metapopulations, cellular automata, 
neural nets, and discrete-event simulation techniques have been used to predict spatial spread [Hastings 1996, Higgins 
Richardson 1996,  Kot et al. 1996, Hill et al. 1997, Wang et al. 2002]. Although some robust predictions have been produced 

Blaise Pascal University, France 27 © OICMS 2005

mailto:James.Hoffmann@uvm.edu


  

(i.e. the asymptotic spread rate of invasive species appears to be linear in time), other predictions seem to be entirely 
dependent on the particular model chosen. 

The model we choose invariably includes our biases and implicit assumptions, which can lead to mis-specification of the 
model structure (by mis-specification I mean omission of relevant explanatory mechanisms or variables, or inclusion of 
irrelevant ones, or the adoption of wrong functional forms). Some of the problems with mis-specified models are that they 
can be difficult to fit, and the quality of the model predictions can suffer from super-sensitivity to small changes in model 
structure [Wood Thomas 1999]. Conversely, if the model structure is correctly specified for the system of interest, then much 
can be learned via sensitivity tests of the model parameters, and a deeper insight can be obtained into the mechanisms that are 
operating to cause the observed system behavior. Furthermore, the model will likely be robust in its predictions. However, 
prior to model fitting and sensitivity tests the initial selection of a properly specified model structure must be made. 
Therefore, choosing a good model is more important than the subsequent fitting of model parameters. The critical question 
then is – Given a set of models to select from, how does one decide on the best model for a given problem? 

The rapidly growing field of ecoinformatics is providing us with new tools for managing and analyzing increasing amounts 
of spatially and temporally diverse ecological data, thus aiding our efforts for data-driven inductive modeling. At the same 
time, the use of model-selection methods based on information theory is becoming increasingly popular among ecologists 
[Johnson Omland 2004]. Evolutionary computation (EC) when combined with information-theoretic model selection, can 
serve as a bridge linking deductive knowledge-driven modeling to inductive data-driven modeling. This paper shows two 
ways to integrate these two modeling approaches; with a model selection genetic algorithm that uses variable-length 
genomes, and with a potentially more powerful genetic programming algorithm that incorporates domain-specific knowledge 
to evolve model structure. I first provide some background by describing the essentials of evolutionary computation and 
model selection, and then I describe the modified genetic algorithm that incorporates variable-length genomes and the 
information-theoretic Akaike model selection method. Following that, I will present some results of experiments that used 
noisy synthetic data, and some promising preliminary results with real field data. Finally, I will briefly describe a way to 
extend this approach by using a genetic programming algorithm instead of a genetic algorithm, and end with some 
suggestions for future work and thoughts of the challenges that lie ahead. 

2. Essentials of Evolutionary Computation 
Evolutionary computation uses algorithms that emulate the basic principles of biological evolution. There are several types of 
evolutionary algorithms (EA); the three most common are Genetic Algorithms (GA), Evolutionary Strategies (ES), and 
Genetic Programming (GP). These algorithms are a class of non-deterministic (derivative-free), stochastic, iterative search 
techniques that emulate some of the principles of Darwinian evolution (precisely, selection and reproduction of the fittest 
individuals, with some introduced variation during the reproduction step). They resemble random search methods (i.e. a 
Monte Carlo approach), but with an important difference - through a selection procedure, an evolution of increasingly better 
solutions results in a directed search that eventually converges to an optimal solution. These algorithms are robust and are 
capable of solving a variety of combinatorial and numerical function global optimization problems. They are often the 
method of choice for difficult model fitting/optimization problems where there is a single model structure to fit, particularly 
when optimizing models that exhibit multimodality [Bäck et al. 2000, Eiben Smith 2003]. The following description is based 
on a simple GA; however, the principles apply to all EA. 

The essential components are: 

• population of individual solutions 

• fitness function to evaluate the quality of each solution (a.k.a. an objective or payoff function, or a figure of merit). 

• selection mechanism for choosing some individuals to reproduce 

• operators for rearranging and changing the information content of those individuals chosen to reproduce 

• termination criterion. 
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Figure 1 shows an EA with these essential components in the order they are typically used.  

Individual solutions are randomly generated one-dimensional arrays 
that encode the parameter values of a previously chosen model 
structure. These linear arrays equate to chromosomes, the parameter 
values to genes (often binary, integer, character or real values), and 
their information content to the genotype. Fitness evaluation consists 
of decoding the genotype to express the phenotype. This is done by 
running the chosen model with the individual’s parameter values and 
comparing the model predictions to known data. Fitness often 
consists of some measure of total error between model prediction 
and observed data. This measure is the scalar fitness score that maps 
directly to the quality of the predictions of that individual and is 
essential in the selection procedure. Selection of mating partners is 
either deterministic or probabilistic and typically favors individuals 
for reproduction with higher fitness values. This is how an EA 
achieves a directed search as opposed to simply a random walk. 

Initialize Population 
and Evaluate Fitness 

(t = 0) 

Test 
Termination 

Criteria 
Select Mating 

Partners 

  

Recombine 

Mutate 

Evaluate 

Loop 

t = t + 1 

Figure 1. The basic iterative loop of an evolutionary algorithm. Modified from [Schwefel Kursawe 1998].  

Parameter values (genes) change during the search via recombination and mutation operators. Recombination, also known as 
crossover, mixes genes from two parent chromosomes to produce two offspring chromosomes each of which has some genes 
from both parents. Mutation introduces random modifications to the genes, thus allowing the exploration of new areas in the 
search space, which in theory guarantees that every point in the search space is possible to reach. Mutation is the ultimate 
source of new genetic information for evolution, since crossover only recombines existing information. Note that mutation 
alone, without selection or crossover, amounts to a random walk through the search space, whereas mutation with selection, 
but without crossover, creates a parallel, noise-tolerant, hill-climbing algorithm. Over many iterations of the algorithm, 
optimal parameter values evolve. Therefore, the typical EA does model fitting but not model selection. 

3. Model Selection Background 
Our hypothetico-deductive method of science when applied to modeling consists of four basic steps that start with creating a 
plausible set of hypotheses based on our knowledge and assumptions of the system we are observing. We have long 
recognized that considering multiple working hypotheses helps us to minimize our human biases and tendency toward 
adopting a favorite hypothesis [Chamberlain 1990], which can hinder efficient progress in our understanding [Platt 1964]. 
Each hypothesis is in effect a model that needs to be expressed mathematically, and then confronted with data to fit the 
parameters. Finally, either a “best” or a best set of models is chosen. These are the four essential steps of model selection that 
provide the researcher with the ability to weigh the evidence for the various hypotheses, and hopefully to infer the processes 
most likely to have operated in generating the observed patterns in the data. 

The formalization of the model selection step has a rich history, starting with the famous postulate of William of Occam - the 
simplest model that adequately describes the empirical data is usually the correct one (Occam’s razor). There are many 
techniques to select the “best” model and Occam’s emphasis on simplicity (parsimony) provides the philosophical basis of 
the quantitative model-selection methods we use today. Some of these specific methods include: the classical null-hypothesis 
approach via likelihood-ratio tests, best-subset regression, cross-validation, bootstrapping, Akaike Information Criterion 
(AIC), Bayesian Information Criterion (BIC), Minimum Descriptive Length (MDL), Mallow’s Cp Statistic, (all based on 
asymptotic methods), and lately non-asymptotic methods using concentration inequalities such as the Talagrand inequality 
(for an overview of these techniques see [Forster 2000]). Statistically, parsimony represents a tradeoff between bias and 
variance in the parameter estimators - the former decreases and the latter increases with more parameters in the model. 
Therefore, too few parameters cause underfitting and fail to include effects in the model supported by the data, while too 
many parameters cause overfitting and include effects in the model not supported by the data (i.e. fitting the noise in the data) 
resulting in poor model generalization. Both of these situations can result in mis-specified models, and parsimonious model-
selection methods seek to minimize both underfitting and overfitting by finding an optimal balance between the bias and 
variance of the parameter estimators. 

Hirotugu Akaike introduced a model-selection method in 1973 [Akaike 1973] known as the AIC (see [deLeeuw 1992] for a 
comprehensive description of this method). The AIC method is attractive for several reasons. It is widely regarded as a 
breakthrough in the theory of mathematical statistics because it formalized a robust relationship between the expected, 
relative Kullback-Leibler distance (a dominant paradigm in information theory) and Fisher’s maximum likelihood theory. It 
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is relatively easy to calculate and use for selecting the “best” model, and it is easy to understand qualitatively what the AIC 
means – a measure of the lack of model fit (negative log of maximum likelihood) corrected for bias (the number of model 
parameters). In addition, unlike the null-hypothesis likelihood-ratio tests that require nested models and do not quantify the 
relative support for the various models, AIC does not require nested models and allows weighing the relative support for each 
model. Akaike saw his method as extending the maximum likelihood method, an extension that makes model selection and 
parameter fitting a joint optimization problem [Burnham Anderson 2002]. Since EC is a proven optimization technique, it is 
reasonable to expect that including AIC within an EA might enhance our abilities to choose and fit good models of ecological 
systems. 

4. Incorporating Model Selection Criteria into Evolutionary Algorithms 
Including a model selection criterion in the fitness function of an EA is known as complexity-based fitness evaluation [Iba 
2000]. This approach to modeling is largely unexplored. Most experience with this method has been with GP (a type of EA 
that is based on parse trees) to control decision-tree growth. Results are promising ([Iba 2000] and references cited therein). 
However, few studies have used complexity-based fitness evaluation in GA. Konagaya and Konoto in 1993 (cited in [Iba 
2000]) used MDL for their fitness evaluation of a bioinformatics classification problem to minimize overlearning due to 
noise. Model identification and parameter estimation of linear ARMA models was attempted with an EA that combined GA 
and ES operators [Rolf et al. 1997]. They tried different statistical criteria in their fitness function, and although estimation of 
the error series by the EA was successful, correct model identification was achieved only 20% of the time. In contrast, some 
success was reported with using MDL in a simplex GA for selection of regressors in linear AR models and in nonlinear 
polynomial models [Vesin Grüter 1999]. They accurately identified the correct operating models, and demonstrated fast 
convergence rates compared to exhaustive search techniques. Therefore, EA with the inclusion of model selection criterion, 
such as AIC, offers the potential of an automated, efficient search technique for good candidate models. In effect, the EA 
orchestrates a competition among a community of candidate models while simultaneously optimizing parameter fit to the 
observed data. Furthermore, by inserting expert knowledge into the set of candidate models the EA can incorporate deductive 
modeling into the optimization process. Thus, evolutionary computation when combined with information-theoretic model 
selection, can serve as a bridge linking deductive knowledge-driven modeling to inductive data-driven modeling. Figure 2 
gives an overview of this combined approach. The key element that is required to implement this approach is variable-length 
genomes in the EA. Variable-length genomes are necessary in order to incorporate knowledge in the form of multiple model 
structures in the community of candidate models. Next, I describe one way to implement effective variable-length genomes 
in a GA. 

 
Figure 2. Conceptual view of the combining of deductive and inductive modeling via a complexity-based EA. 

4.1. Variable-Length Genomes in GA 
Variable-length genomes are implemented by mapping an evolvable switch to each gene of the chromosome, and 
consequently the modified GA can activate/inactivate each model parameter in each individual. Therefore, each individual 
has a complete genome and can potentially represent the most complex (global) model of a nested set (i.e. parameters for all 
models are contained in each individual). This is conceptually equivalent to totipotency in biological chromosomes. The 
switches are evolvable in the same way as are the values of the model parameters. Thus, virtual variable-length individuals 
are created that effectively represent all the model variations of the set, depending on which model parameters are switched 
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on. In the GA, the mutation operator randomly turns on and off these switches, and selective pressure ultimately evolves a 
best model structure. Figure 3 provides an overview of how the variable-length genome GA can conduct model selection. 

 

 
Figure 3. GA model selection and fitting procedure. The community of candidate models is randomly initialized. Some 
parameters are effectively turned off (0 indicates an inactive parameter), depending on the state of the internal switch at 
initialization. Therefore, although all models have the same fixed genome length, their structure when evaluated by the 
fitness function is functionally variable. The observations are divided into two data subsets; a training set used by the fitness 
function for evolving the best models, and a test set for independently validating the best-evolved models. 

Specifically, the modulo remainder function creates the evolvable switch that turns the genes on and off. One of the less-
significant digits of the gene value itself determines whether a gene is active or not. This modulo approach utilizing internal 
gene switches has a parallel in real organisms, where in some ribosomal RNA and tRNA genes, part of their coding sequence 
has a double function and serves as a regulatory switch for the gene. A binary switch is created by using modulus 2 on the 
integer-transformed gene value. Thus,   

( ) ( )10 mod 2 0k
iInt a⎡ ⎤

⎣ ⎦× =                                                                      (1) 

or 

( ) ( )10 mod 2 1k
iInt a⎡ ⎤

⎣ ⎦× =                                                                     (2) 

for any i, where ai refers to the gene value at position i on the chromosome and k is of sufficient magnitude to shift a less-
significant digit to the unit position of the resulting integer. Therefore, the integer value in the unit position of the 
transformed gene determines whether the gene is active or not. The number of active genes is counted by the fitness function 
and is used in the calculation of the bias correction term of the AIC. These internal evolvable switches, created by 
overloading the gene variables, are the essence of the model-selection GA method (hereafter referred to as MSGA). 

4.2. Experimental Tests of the MSGA – Synthetic Data 
Initial testing of this method used synthetic training data generated by a known model that was included among the set of 
candidate models available to the MSGA (for specific details of these tests see [Hoffmann et al. 2004]). Note that in each 
test, the GA is conducting a “blind” evolutionary search for the best model – no prior information is available to the 
algorithm about the correct data-generating model. Both noisy (Gaussian) and noise-free data were used in these tests. Three 
types of models (general polynomial equations, stock and flow system dynamic models (process models), and diffusive-
reaction PDE models) were tested. The GA software package used for these tests is a public domain, parallel genetic 
algorithm function library written in ANSI C, known as PGAPack [Levine 1996], and it is available from the United States 
DOE Argonne National Laboratory (ftp://ftp.mcs.anl.gov/pub/pgapack). The fitness functions and models are coded in C, 
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optimized, and parallelized for SMP (Symmetrical Multiple Processors) and the numerical PDE solvers are licensed from 
NAG (The Numerical Algorithms Group, Inc., Downers Grove, IL, USA), and optimized in FORTRAN for SMP. 

4.2.1 Polynomial Models 
The general polynomial for these tests was 

  

0
1

1 1( ) n n
n ny x a x a x a x a−

−= + + + +K                                                          (3) 

where  are real-valued model parameters. In these experiments, n values of five and nine were used. 
Initialization by the GA created the community of competing models comprised of the complete fifth or ninth-order 
polynomials and their associated subset models. In the fifth-order polynomial experiments, the maximum number of 
competing candidate models was 64, and for the ninth order, it was 1024. Each individual genome represented the 
coefficients of the various model structures. The ‘correct’ model used for generating the ‘true’ data for these experiments was 
a specific fourth-order model  over the domain {-1.0, -0.9, -0.8,..., 1.0}. Noise was added as 
“true” data + z*(”true” data), where z is a random deviate from a Gaussian distribution (µ = 0, σ = 0.05). 
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Model fitness is expressed as total error, calculated as the log residual sum of squares (RSS) 
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where m is the number of data points, yj is the true value of the correct operating model at point j and ŷj is the predicted value 
of a candidate model at point j. The ŷj value is calculated as 
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where n is the order of the complete polynomial model, and ai refers to the gene (coefficient) value at position i on the 
chromosome. This estimated RSS is then transformed to the maximized log-likelihood (Burnham and Anderson 2002), and 
the AIC bias correction term added. Therefore, the fitness of each candidate polynomial model is the true AIC. 

4.2.2 Dynamic-System Models of Leaf Photosynthesis 
These models are useful to evaluate the ability of the MSGA to choose the correct model structure when presented with data 
produced from models considerably more complex than the polynomial test models. The system dynamic models for these 
tests simulated the physiological ecology of a leaf undergoing photosynthesis. Several sub-models simulated the leaf’s 
response to variation of different environmental factors. The leaf-photosynthesis model simulated the dynamics of the 
carbon, water and heat budgets of the leaf over time. Soil water potential, herbivory, and ozone effects were also included in 
the model. The model comprised six ordinary-differential equations that describe the state variables and fluxes. External 
forcing functions accounted for the influence of light intensity and duration, temperature, humidity and wind velocity, and 
feedback loops linked the various model subcomponents together. The nonlinearities and interdependencies in the model 
produced complex behaviors in leaf temperature, heat content, and water and carbon content. Each individual in the GA 
contained thirteen genes that represented the model parameters associated with the state variables and fluxes of the carbon, 
water and heat budgets, and effects of ozone and herbivory. The ‘true’ model output data were generated from a subset model 
whose genes for ozone and herbivore effects were turned off. These data comprised a parallel time series of ten metrics 
(photosynthetic rate, leaf carbon...) observed at 15-minute intervals over a 24-hour period. For each candidate simulation 
model, a sum of the relative error of each metric at each time point was calculated, and a penalty for the number of active 
parameters in the model was added to this sum. Therefore, fitness is similar to a common analog of AIC [Hongzhi 1989]. 

4.2.3 Diffusion-Reaction Models 
The final tests with synthetic data used diffusion-reaction (DR) models of the basic form shown in equation 6. 

2 2
( )2 2

n n nD
t x y

⎛ ⎞∂ ∂ ∂⎜ ⎟= + +
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f n n                                                                 (6) 
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where  is the diffusion coefficient (a measure of how quickly the organisms move over a surface),  is the population 
density, and 

D n
( )f n is the per capita growth rate. 

DR models are partial-differential equations, which incorporate dispersal terms and population dynamics associated with the 
spread dynamics of an invasive species. Specifically, they can represent species whose densities and dynamics change due to 
(i) movement and (ii) birth and death, and they have a continuous functional dependence on both space and time. However, 
they do not mechanistically describe most of the key ecological factors that influence the spread of invasions. Spatial effects 
such as habitat heterogeneity, mass transport via advection, linear or non-linear density-dependent growth, and long and short 
distance dispersal can play important roles in invasive species dynamics [Murray 1989, Hastings 1990, Cantrell Cosner 1991, 
Karieva 1991, Renshaw 1991, Holmes et al 1994, Shigesada et al. 1995, Cantrell Cosner 1998, Mendez et al. 2003]. It is 
possible to extend equation 6 to include some of these factors. Equation 7 was used in these tests and allows for a community 
of candidate models that incorporate one type of dispersal (simple diffusion), two types of population growth (exponential 
and logistic), and advection in the X and Y directions. The form of the complete model is 

2 2
12 2

n n n n n nD w wx yt x yx y

µε
ε

⎛ ⎞∂ ∂ ∂ ∂ ∂ ⎛ ⎞⎜ ⎟= + − − + −⎜⎜ ⎟∂ ∂ ∂ ⎝ ⎠∂ ∂⎝ ⎠
n⎟                                             (7) 

where  is the diffusion coefficient, and are advection parameters, D xw yw ε and µ  are growth parameters relating to 
density dependence and per-capita growth. The genome length of the DR models is five and allows for a community of 
thirty-two candidate models. The “true” model output data were generated from a subset model with diffusion turned on, 
linear density-dependent growth, and advection in the Y direction turned off. Fitness for these experiments was the common 
analog of AIC [Hongzhi 1989]. The spatial domain was a square 21 x 21 grid, and the spread dynamics occurred over 10 time 
units. 

4.3. Experimental Tests of the MSGA – Field Data 
A final test of the MSGA used a field data set of the Zebra mussel invasion of Lake Champlain, USA. This data comprises a 
ten-year time series of the veliger larvae, juveniles, and adult forms of this invasive species. It is publicly available 
(http://www.anr.state.vt.us/dec/waterq/lakes/htm/lp_lczebramon.htm) and is the best whole-lake Zebra mussel data set in 
existence due to the consistency of the method used and the fact that the initial sampling occurred at the very beginning of the 
invasion in 1993. Zebra mussels were first discovered in the extreme southern portion of the lake and over the next ten years 
spread northward throughout the entire lake. 

Lake Champlain occupies a north-south fault zone and is long (193 km) and narrow (19 km at its widest point). It is located 
at 44.50 latitude and -73.25 longitude, and is the sixth largest lake in the United States. The predominant flow is north into 
the Richelieu River in Quebec, Canada, and the mean hydrologic residence time is 3.3 years. Additional information on the 
lake is available at http://www.worldlakes.org/lakedetails.asp?lakeid=8518. 

The “true” model is unknown when using field data, so for these tests it is necessary to use known facts of the life history 
stages of Zebra mussels, and the hydrodynamic features of Lake Champlain as criteria for judging whether the MSGA has 
evolved a “correct” model. The Zebra mussel data set includes a time series of veliger larvae densities. The larvae are 
released by the adults in large numbers (~106/adult) from late spring to early fall. This stage of their life history is planktonic 
for up to several weeks and it is expected that the large-scale hydrodynamic features of the lake (predominant northward 
flow) will dominate their spread dynamics at an annual time scale. Therefore, a “correct” DR model of their dynamics should 
include anisotopic advection in the northern direction, and the magnitude of the advection should approximate the known 
average annual northward flow rate of the lake. Furthermore, due to the extremely high fecundity of the mussels and large-
scale mixing of the planktonic larvae, no Allee effect (positive density dependence over a limited range of density) is 
expected, however the data do suggest some negative density dependence. To see if this method would evolve a model 
structure consistent with these expectations, a gridded spatial domain of the lake was constructed whose cell size was 
approximately 1.6 km2. The MSGA was then used with a genome encoding for a seven-parameter DR model whose complete 
form (equation 8) can describe dispersal as both simple diffusion and mass transport advection, linear and non-linear negative 
density-dependent growth, density-independent growth (exponential), and positive density-dependent growth (Allee effect). 

             ( ) (2 2 1 2
2 2
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where  is the diffusion coefficient, and are advection parameters in the E-W and N-S directions respectively, a is a 
scaled intrinsic growth rate, b is a dimensionless constant, which describes the rate of growth and density dependence (shape 
parameter) of the population, n is density, K is the carrying capacity, and q is the Alee effect population density such that for 
n < q population density declines and eventually becomes extinct, whereas for n > q the population grows toward K. 

D xw yw

The observed veliger larvae densities were supplemented with linearly interpolated values in grid cells without sampling 
data, and then locally averaged and smoothed to produce the training data. The data were scaled to annual time units for 
consistency with the known large-scale annual hydrodynamic features of the lake. 

4.4. Test Results – Synthetic and Field Data 
The initial testing with synthetic data showed that for all the model types the MSGA consistently evolved “correct” model 
structures even when the data were degraded with noise. When parsimonious model selection via AIC was not active all the 
evolved models were incorrect (with only one exception), and were over parameterized and over fit to the data (Table 1). 

Table 1. Effect of Parsimony (AIC) and Noise (N) on the Success of the MSGA. 

           Treatment→

Model ↓ 

- AIC 

- N 

- AIC 

+ N 

+ AIC 

- N 

+ AIC 

+ N 

Polynomial (5thorder) 0/1000 0/1000 995/1000 983/1000 

Polynomial (9th order) 0/100 0/100 91/100 94/100 

Photosynthesis 0/100 0/100 96/100 93/100 

Diffusion-Reaction 0/50 1/50 40/50 38/50 

Note: the numerator is the number of correct models evolved 
 and the denominator is the total number of replicates. 

 
This is particularly evident in Figure 4 where all the replicates without AIC had a considerably better fit to the noisy data by 
using additional parameters to fit the noise. However, this was achieved with mis-specified, incorrect models. Whereas, 
greater than 90% of the runs with AIC evolved the correct model and produced accurate and precise estimates of the “true” 
parameters despite the noisy data. The “correct” polynomial models produced parameter estimates that were identical (to 
within 0.001) of those produced with a least- squares regression on the noisy data, after using the best-subset method with 
Mallow’s Cp statistic for variable selection. Note, that the larger the negative fitness value the better the model fit to the data. 
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Figure 4. Success of the MSGA evolving the correct data-generating model. Frequency histogram of two experiments using 
the ninth-order Polynomial model with Gaussian noise (µ = 0, σ = 0.05). Each experiment involved 100 replicates. 
 
Twenty-nine of thirty-six MSGA experiments using the Lake Champlain veliger density data evolved the “correct” model 
structure. The average advection northward of the larvae was 62.9 km/yr (± 1.5 SD) which compares favorably to an 
estimated 60 km/yr calculated from the known hydrologic residence time and length of Lake Champlain. These results show 
that the MSGA approach is feasible, and that over fitting of models can be avoided with the incorporation of AIC, 
even with noisy data. 
 
5. An Alternative Approach – Genetic Programming 
GP is a variation of GA in which both the model structure and associated parameters are encoded into the individual genomes 
[Eiben Smith 2003]. Typically, the genome is represented as a tree that can increase or decrease in size via variation 
operators (mutation and recombination). Therefore, variable-length genomes are intrinsic to GP. This expands the search for 
a good model by allowing not only the parameter values, but also the model structure to evolve during the search. However, 
this also greatly increases the search space and makes the evolution of a good model computationally more difficult. 
Nevertheless, GP has the potential to address some of the disadvantages of the MSGA, while retaining its advantages. 

5.1.  Advantages and Disadvantages of the MSGA 
In the MSGA the modeler explicitly creates the set of competing candidate models, which incurs some advantages; the 
specified model structures include the empirical knowledge and mechanistic understanding of experts of the ecological 
system being modeled. However, there are also disadvantages; the models invariably also include the modeler’s biases and 
implicit assumptions, which can lead to mis-specification of the correct model structure. In addition, an adequately specified 
model must exist among the set of candidate models contained within the global model, and furthermore the set of competing 
models is closed, therefore the MSGA cannot generate, via the evolutionary process, any novel model structures. Thus our 
ability to discover novel models, with the ability to generate new understanding of internal mechanisms, is limited. These 
disadvantages are not unique to the MSGA, but are recognized as general limitations of model selection methods. 
 

  

Several different approaches have been used to minimize these general limitations. One method to avoid bias and 
unintentional assumptions is to use partially specified models to improve the fitting of complex biological systems [Wood 
2001]. In this approach the model structure includes only well understood elements whereas less well-known parts of the 
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biology are represented in a flexible non-parametric way. Although this approach does minimize model mis-specification 
problems, it does not allow for the discovery of new model structures. Another approach that has been pursued in the field of 
Artificial Intelligence is known as Automated Modeling (AM) [Keppens Shen 2001]. AM, specifically a type called 
Compositional Modeling, has been most successful when modeling physical systems. In AM the model is constructed 
automatically by using model-fragment libraries of varying complexity. Some researchers have attempted to use these 
techniques on biological systems [Keppens Shen 2000], especially ecological systems, but this effort is only in the initial 
stages. A related approach, known as Equation Discovery uses a context-free grammar, parse trees, and parsimony 
implemented via minimum description length [Todorovski et al. 2000, Dzeroski Todoroski 2002]. The Equation Discovery 
method has been successful in constructing models of ecological systems, but is limited by the exhaustive nature of its search 
method. A directed evolutionary search with GP may be a better way to address these limitations. 

5.2. A Proposed GP Model Selection Procedure 
GP can evolve a set of models from a construction set of model components (fragments) that can be assembled in various 
ways to represent a complex biological system. There would need to be a set of rules for their assembly (biologically 
impossible connections should be prevented). It would also be necessary to incorporate some measure of complexity to insure 
parsimonious model evolution. It may be possible to extend AIC to include the number of components and their 
interconnections, and another option would be to use MDL. The library of model components in the construction set would 
include stocks (state variables i.e. population density…), flows (fluxes i.e. growth or dispersal rates…), inputs 
(environmental factors i.e. temperature, currents…), and protected combinations of the previous three components that 
encapsulate expert knowledge. The latter component (known as model blocks, super-blocks, or fixed sub-models, depending 
on their complexity) would exist as pre-defined functions (PDF) in the construction set. Model structure would be comprised 
of two primary components: stocks and flows. Stocks are state variables that can be modified by flows. Flows are rates of 
change, and are determined by formulas. The operands of these formulas are combinations of external input data, previously 
calculated stock values (feedback), and mathematical constants. The operators are a basic set of mathematical functions (+, -, 
*,/,exp... ). Figure 5 depicts this GP model selection procedure. 

 

 
 

Figure 5. GP model selection and fitting procedure. The model construction set is initialized randomly but can also be 
‘seeded’ with models drawn from the set used in the MSGA approach. State variables are represented as rectangles, fluxes as 
arrows, and inputs as circles. The observations are divided into two data subsets; a training set used by the fitness function for 
evolving the best models, and a test set for independently validating the best-evolved models. 

This GP approach shares some similarity with AM, but differs in that it relies on Darwinian evolution to direct the search for 
good model structures. Model fitness would be evaluated by comparing model predictions to a subset of the measured data. 
Another subset of the data would be used for validation of the best-evolved model. This approach is similar to one adopted 
for modeling industrial processes [Brucherseifer et al. 2001, Hinchliffe Willis 2003]. Another group in New Zealand is using 
grammar-based GP to evolve models of water quality. Their approach differs from this method in that their grammar rules 
significantly bias the model search space to a limited set of structured equations; specifically single-equation time-series 
models [Whigham Recknagel 2001]. 
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6. Summary and Conclusions 
Evolution by natural selection is a superb optimizer of biological structure and function. Akaike’s significant contribution to 
our understanding of mathematical statistics brought together model selection and model fitting under the theoretical 
framework of optimization. The behavior of ecological systems derives from the optimized biological structure, function, and 
interactive mechanisms of its component parts. Therefore, since we seek to understand the operating mechanisms of 
ecological systems through modeling, it is good sense to explore the potential of combining algorithms of simple evolution 
with model selection methods to develop better models of these systems. 

The results reported here suggest that this approach has significant potential and warrants future exploration. Nevertheless, 
formidable challenges lie ahead, specifically in increasing the computational efficiency of these algorithms to explore 
adequately the very large search spaces. Faster computers, and clusters of computers, will help to alleviate this difficulty, but 
they will not eliminate this problem. Of the two methods outlined here, the MSGA is more tractable than GP because it 
constrains the search to the a priori specified closed set of candidate models; however, it is more likely to suffer from biases 
and incorrect assumptions. In theory GP does not suffer from these weaknesses and has the potential of discovering novel 
models, however because it attempts to search all model and parameter space simultaneously, it too must constrain the search 
by inserting expert knowledge and by the judicious choice of mathematical operators for model building.  
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ABSTRACT 
Examples drawn from atmospheric sciences demonstrate that models focus on internal consistency. This optimization, while 
necessary, prevents a focus on interface adaptation. Model validation primarily assesses the internal model behavior, rather 
than the adaptation and usability of its interface to the output. With the development of solutions from computer science to 
overcome issues of data incompatibility, the conceptual issues of model interface coverage gain importance. Covering 
processes along interfaces may become the major challenge of modeling in the future. The interfaces should in part be 
regarded problems of communication between scientists, and thus be attributed a sociological approach. The “middle 
ground” could at the same time describe an ill-defined interface calling for better description, but also reflect a challenge to 
overcoming scientists’ disciplinary divergence. 
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Interface, Atmospheric science, modeling, system boundaries  

 

1. Introduction 
Computer simulation models provide an incomplete reflection of systems within the physical world. Adding details and 
features to a model is the default way to deal with the incompleteness inherent in any modeling approach. Often these 
additions help to improve model behavior drastically and are fundamental for successful model validation. Still models 
describe only small sections of the real world, when it may be desirable to cover a larger part of it, or models require input 
information which is as such not available.  

Modelers have resorted to apply results from other models in such cases. Information preprocessing usually has been a 
tedious task, requiring to obtain information on data formats, units, and detailed description of the background of the 
information delivered. Where data input had to be performed more frequently, data interfaces and model links have been 
developed. Data flow may be unidirectional as preprocessing of input information, but also bidirectional data transfer (2-way 
links) has been established allowing feedback of results from the receiving model.  

Such solutions have been hampered by the technical difficulties associated with such data transfer. Not only formats and 
units, but also resolution and general scopes of models have to be reconciled. Model coupling therefore has become an 
important topic for theoretical considerations. Under terms like composability [Davis Anderson 2003] or meta-modeling and 
multi-paradigm modeling [Mosterman Vangheluwe 2004] concepts for bringing together different model components have 
been discussed. While not being blindfolded towards real-world issues, focus of these approaches obviously was directed 
towards general data interoperability, without specifically recognizing data information content. 

Concepts for data integration in environmental information have been envisioned [Denzer 2002], and work has started at least 
in the context of environmental disaster management [ORCHESTRA 2005]. The aim of such endeavors is to facilitate 
information exchange across the boundaries of different platforms or models which are equipped with a predefined interface, 
allowing for direct model coupling. Such activities are supported by standardization efforts concerning the underlying 
information, e.g. harmonization of spatial data detrimental for many environmental applications [INSPIRE 2005].  

As the technological advance will allow for increased data interoperability in the foreseeable future, it seems useful to 
consider the more practical implications of such improved data merging. This paper will discuss the opportunities and the 
limitations of intense coupling of models especially regarding atmospheric sciences. Consequences towards evaluation of 
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atmospheric model results and strategies to evade possible pitfalls caused by this increased potential of computing will be 
discussed. 

2. Boundaries Between Real Systems and Their Representation in Models  
One of the simplest ways to define systems is by way of its boundaries. Natural systems are enclosed by natural boundaries 
(e.g. set at the point of phase transition), economic systems by political boundaries and economic classification. The common 
point is that systems tend to be defined such that internal homogeneity prevails. Processes within such boundaries tend to be 
reasonably well understood. Models trying to emulate real systems take advantage of such definitions, as homogenous 
conditions favor modeling and support successful validation exercises. 

As a consequence of this definition, boundaries of systems are along inhomogeneities. The inhomogeneity itself then is 
neither part of the system, nor part of the model emulating this system. Even if two systems are separated by such an 
inhomogeneity, models covering the respective systems can technically be linked to exchange data via an interface. Such a 
linkage may however often not be sufficient to describe the overall behavior of the coupled systems. Bridging the 
inhomogeneity, which is not included in any of the models, possibly will prove to be more challenging than the 
representation of any of the homogeneous systems alone. 

A practical example may be taken from climate research. The global climate of the atmosphere is closely influenced by the 
heat and material transfer from the oceans. Both atmospheric and ocean circulation models exist, and it seems but logical to 
build a coupled ocean-atmosphere model. Still the processes which were sufficient to describe the transport within one media 
alone, ocean or atmosphere, did not seem sufficient to also cover the phase transfer. Specific modeling of wave behavior had 
to be added to better characterize the surface related processes [Hasselmann 1991]. 

In practice, more issues may appear than can be resolved by introducing an interface model. E.g., adequate treatment of 
transfer across the interface may require a different resolution (notably, a higher temporal resolution) than necessary for 
either of the homogeneous realms and thus pose additional data requirements. Interestingly, in the largely different field of 
defense modeling and simulation, such issues of information quality have been recognized as being part of the 
“composability” of a model [Davis Anderson 2003]. These authors describe the “science of the subjects being modeled” in 
clear contrast to the science of modeling and simulation.  

3. Defining Boundaries in Atmospheric Sciences 
The setting of system boundaries and defining homogeneities may also be a matter of perspective. In environmental science, 
systems to be considered may comprise physical environments as well as socio-economic issues. National statistics, which 
are basic ingredients to inventories of air pollutants [Winiwarter 2002], represent a unique and seemingly also homogeneous 
source of information, e.g. on a certain type of manufacturing process. In the physical world, the individual installations 
which run this process can be very far apart, contributing very differently and inhomogeneously to the physical atmosphere. 
What is a homogeneous area in the economic realm (and also in the economic model) is far from that in the physical reality 
(and physical model).  

Still even such differences have to be reconciled and interfaces between diverse sets of information have to be sought. The 
symbolic language used in models may even be helpful in the reconciliation process [Winiwarter Schimak 2005]. In the 
following we will go into the details to explore a few examples of such interface problems.  

3.1. Emissions of Air Pollutants from Natural Sources 
In any political process on air pollution abatement, convening parties are to be considered responsible only for their own 
pollution. There is, however, a considerable rest which also affects the atmosphere. Such sources of air pollution are 
volcanoes, lightning, wild animals and natural vegetation [Simpson et al. 1999]. Statistics on the latter kind of material 
transfer into the atmosphere is difficult to obtain, if available at all, as not (or not directly) connected with human activities. 
Economically based models (and national emission inventories) tend to include the human-induced part of emissions only. If 
natural emissions are not considered specifically, an atmospheric model will receive only incomplete data on material input 
and therefore not be able to fully reflect the real situation. 

Moreover, the exact definition of natural vs. anthropogenically caused flux of air pollutants is ambiguous [Winiwarter et al. 
1999]. A strict separation and a full accounting of emissions (avoiding both double counting and neglecting specific sources) 
can not possibly be generalized. Only an individual negotiation of contents will fully reflect the situation and the degree to 
which sources are considered natural or human-induced, i.e. where boundaries are defined. 
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3.2. Release Point into the Atmosphere  
Flux of material into the atmosphere through well-defined entrance points is termed point source emissions. Point sources 
provide a well-defined boundary. The major part of material flux derives from elsewhere, however. Pollutants arrive in the air 
in street canyons or in forest canopies (or even indoors). Such confined spaces are not covered in standard atmospheric 
models. The behavior of compounds is considerably different compared to the well-mixed atmosphere, as the strongly 
elevated concentrations enhance chemical transformation and the proximity to surfaces increases their deposition/removal. In 
order to adequately link material fluxes and atmospheric concentrations, coverage of the interface would require adding street 
canyon models or forest canopy models, respectively. 

3.3. Scale Issues 
Even in the undisturbed atmosphere large differences in concentrations occur. Depending on the spatial and temporal 
resolution, atmospheric models may be able to reflect these differences. Large point sources cause pollution plumes which do 
not immediately disperse. Again specific models, the plume-in-grid models, are required to close the gap between available 
models and their interfaces. Likewise, plumes from an agglomeration of sources (conurbations) are responsible for increased 
local concentrations, and a potentially different chemical regime with respect to the resolution of the atmospheric model. 
Such sub-grid effects have been studied in detail in the past [Neftel Spirig 2003, CityDelta 2004] and may under certain 
conditions also allow for parameterization instead of explicit coverage. Nevertheless they have to be addressed directly. 
These studies also confirm the obvious observation that resolution of all important input parameters needs to be improved in 
order to obtain results at a final detail. Applying averages instead of grid-specific data for only one of these inputs will lead to 
decreasing output resolution at the same time (and call for parameterization of sub-grid effects). 

The very same issues that are valid for spatial scales apply to temporal scales. In the atmosphere, space and time relate over 
atmospheric mixing and the characteristic times of the respective atmospheric processes, which are a priori independent of 
the resolution. The dispersion of pollutants is governed by physical processes, specifically wind and eddy diffusion. Finer 
spatial scales will basically also require shorter timescales, but only until atmospheric mixing is faster than transformation 
and removal processes. As many processes are driven by the diurnal cycle, a minimum temporal resolution is a fraction of a 
day. Coinciding effects occur e.g. at atmospheric deposition, a removal process. High concentrations at high removal rates 
lead to considerably more material loss than when only averages were considered.  

4. Methods to Adequately Cover Interfaces 
During the difficult process of data manipulation to overcome data transfer between different sources, usually not only data 
format issues, but also the information content has been dealt with in some detail by the operators. As an implicit procedure, 
data conversion always prompted to check the quality of the data to be converted. This did however not follow a standardized 
or reproducible methodology. The loss of this quality check due to use of an automated conversion scheme opens the 
possibility to apply more adequate ways of quality assessment. The options presented below are not exclusive, i.e. more than 
one may be applied to the same interface problem. 

4.1. Detailed Interface Description 
The key issue in correctly coupling datasets is that it is fully clear which kind of data is actually contained. In a similar way 
as a complete (and machine-readable) description of the data format, a very detailed and comprehensive description of 
information content should be prepared. Based on such a description, an expert could decide if the information content fully 
reflects the requirements of this coupling. Data transfer could then be permitted immediately, or an additional treatment of 
the interface (e.g., by an interface model) could be recommended. One way to safeguard this option on a procedural level is 
to incorporate it as part of a quality assurance/quality control program. Such a program would then require prescribing the 
expert solicitation of model interfaces. 

4.2. Comprehensive Models 
Tacit knowledge plays a decisive part in information flow. If all interfaces between models or model components can be kept 
within a modeling team, such informal exchange of information which leads to tacit knowledge can be taken advantage of. A 
comprehensive model covering the full extent of information flow required would serve such a purpose. The only 
disadvantage of such an approach is that there is a limit to the number of experts that can work together and communicate 
closely, and therefore also a limit exists on the size such a comprehensive model could take. As soon as the informal 
communication is broken (e.g. by further increasing the team size), team members will be less clear on the implicit 
assumptions taken at a model boundary, and more formal ways will have to be implemented to attain the same level of 
understanding. 
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4.3. Interface Validation 
Validation of models is a standard tool to check their applicability. As discussed above, there is a tendency that validated 
models cover areas that are better described and easier to model than the interstices. Thus it seems useful to develop 
validation tools which cover just the interfaces to connect the models. The only alternative, validation of the full model 
complex encompassing all interfaces, may be impractical. Not only can it be difficult to provide such a comprehensive 
validation, but also there is the risk that a successful validation just masks the fact that erroneous behavior of one model 
component or interface compensates that of one or more other. 

Validation in general requires testing model results against independent information such as atmospheric measurements. 
Interface validation by measurements may include to challenge assumptions of homogeneous atmospheric concentrations, 
implicitly assumed when transferring concentration data from one model component to an other. 

4.4. Integrated Assessment Models 
One possibility to bring back the model of a very complex system into the hands of one modeling team is integrated 
assessment modeling. Comprehensive models of the partial systems are parameterized, and the parameterized versions of 
these partial models are linked. Integrated assessment models retain the complexity of the interfaces between the individual 
partial models. The respective partial model itself remains as a largely simplified version, which is still able to emulate the 
model’s behavior. The quality of parameterization to actually reflect this behavior is key to a successful validation, and can 
be made subject to validation. 

Examples for this procedure have been presented [Leimbach Jaeger 2005, Amann et al. 2001]. Integrated assessment models 
have been applied successfully for policy purposes due to their capability for scenario evaluation. Moreover, the approach 
allows covering complex systems and still leaving the control over the interface to a small modeling group that can relatively 
easily communicate and sort out potential discrepancies at the interfaces.  

5. Discussion and Conclusions 
Surface effects and heterogeneous processes in chemistry and physics are not only subject of intense study, but even form a 
sub-discipline of its own. Even for these disciplines that allow clear definitions of the interfaces, it can be shown that an 
important part of the overall chemical and physical transfer takes place in a very small part of the total volume available, very 
close to the surfaces.  

In the systems of quite diverse origin considered here, including physical as well as economic systems, such a clear definition 
is not available and has to be derived case-specific. In a sociological context, Richard White describes such an ill-defined 
interface (in that case: the relations between two factions of humans, specifically Indians and American settlers) as the 
“Middle Ground” [White 1991]. Taking up this analogy, this middle ground not only is an area worth of intense study, but 
further to that allows for interfacing contents at a level beyond simple data transfer. Due to negotiations of the individual 
contents (and iterative improvement of communication) the information flow may easily exceed original expectations. 

Understanding model interfaces as tools of a communication process – specifically between the scientists involved – allows 
to also adopt sociological concepts. Focusing on the middle ground, the extended model interfaces will be further required in 
model linkage. Technological advance of not having to deal with translation problems is extremely beneficial. Results of 
linked models will not be available “on-the-fly”, however, as the interfaces in data content will require additional attention. 
Here the time and the resources gained can be much better invested than previously, when focusing on format issues, to 
provide decisive improvements in the overall model results assessment. 
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ABSTRACT 
We describe the rationale, specifications and architectural design of a new simulation software (3Worlds), devoted to the 
simulation of ecological systems at different scales from individuals to the world. We focus here on concepts, i.e. on the 
class design that enables such flexibility. 3Worlds relies on (1) a hierarchical description of ecological objects within an 
ecosystem, (2) a separation of geometric, physical and biological processes defined in different classes, (3) the ability to 
overlay different spatial representations of the same system in relation to the modelled ecological processes. Examples of 
the feasibility of these solutions in previous ecological software are given. 

KEYWORDS 
Ecosystem, Structure-function relationships, Scale, Hierarchy, Simulation 

1. Introduction 
This paper describes the rationale, specifications and architectural design of a new simulation software platform called 
3Worlds (in reference to the Dutch artist M.C. Escher's litograph, see cover picture), devoted to the simulation of 
ecological systems at  various scales from individuals to the world. We focus here on concepts, i.e. on the class design 
that enables such a flexibility. The coding of the software is just starting, and the design is still open to discussion for 
future improvement. 

The issue addressed by this project is that of the relationship between structure and function in biological systems, an 
issue that arose independently in plant physiology [Le Dizès et al. 1997; Lemoine et al. 1999; Lacointe 2000], in 
ecosystem studies [Simioni et al. 2000, 2003], and landscape dynamics. Our analysis is restricted here to terrestrial 
ecosystems with a strong vegetation component, but the concepts developed in this framework might be extended to 
aquatic systems or animal-dominated systems (these two aspects being possible future extensions of the 3Worlds 
project). 

1.1. The current practice of simulation in ecology 
1.1.1. Structure-function relationships: simulation as an integration and synthesis tool 

At the plant and ecosystem scale, the spatial organisation of a living system (its spatial structure or geometry) and its 
organisation into connected sub-units (its topology, or its biodiversity) may affect its biophysical functioning (matter and 
energy fluxes through the system, biological impact on its sub-units, feedback on the whole system). 

At the plant scale, the objective of such research  is to understand how a morphology (or architecture) determines water, 
carbon and nitrogen fluxes within the plant and how the species genetic program adapts this morphology during plant 
development in response to those fluxes. The ultimate goal is to model and predict the development of a plant in 
interaction with its physical and chemical environment while retaining its internal biological constraints (genetic 
development program, physiological limits). Architectural models [Barthélémy et al. 1995a,b; Caraglio 1996; Jay et al. 
1995; Jourdan and Rey 1996, 1997] proposed a sound formal framework describing plant geometry and topology, and the 
evolution through time of such geometries/topologies based on plant estimated architectural parameters [Godin and 
Caraglio 1998]. Recent advances tend to couple this purely morphogenetic description with physiological knowledge [Le 
Dizès et al. 1997; Balandier et al. 2000; de Reffye et al. 1997], at the scale of the plant and of small communities. 
Whereas the geometry/physiology integration is relatively advanced, the spread of resources (in particular 
photosynthetically active radiation) within the space occupied by a plant with a complex architecture remains a difficult 
problem. 

At the ecosystem scale, the objective of such researches is to understand (1) how the spatial structure and species 
diversity  of an ecosystem influence the fluxes, and (2) how the ecosystem structure evolves in response to those fluxes, 
in the short and long term. The ultimate objective is to predict the temporal dynamics of ecosystems (species 
invasion/exclusion, change in matter fluxes, effects on renewable resources like drinking water or soil fertility), 
particularly its response to perturbations of its usual functioning, at the scale of a few seasonal cycles or at the 
century/millenium scale. The numerous existing models can be classified along two axes: (1) from spatial models (often 
individual based) to non spatial models, and (2) from physiology (short time scale, seconds to days) to demography (long 
time scale, months to years). Among these, one finds the large family of the gap models for forest dynamics, where 
spatial structure is reduced to a vertical structure but coupling physiological and demographic processes [Botkin et al. 
1972; Bugmann 1994; Friend et al. 1993; Kellomäki and Väisänen 1991; Lauenroth et al. 1993; Noble et al. 1980; Pastor 
and Post 1985; Prentice et al. 1993]; spatialized individual-based models based either on demography [Gourlet-Fleury 
1997; Moravie et al. 1997; Menaut et al. 1990], or on physiology [Simioni et al. 2000; Korzukhin and Ter-Mikaelian 
1995], which rarely integrate both aspects [Coquillard et al. 2000a,b; Gignoux et al. 1998; Pacala et al. 1993]; 'cellular 
automata' models, generally with a restricted meaning in ecology (discrete space automata with only one individual per 
cell, and where the state of a cell depends on neighbouring cells [Hochberg et al. 1994; Colasanti and Grime 1993; Franc 
1996; Jeltsch et al. 1996; Lett et al. 1999; Prado 1991; Thiéry et al. 1997; Wiegand and Milton 1996]); non spatial 
Markov-chain models used for example to simulate vegetation succession [Moore and Noble 1993; Noble and Slatyer 
1980]. The MUSE model was an attempt to synthesize these tools [Gignoux et al. 1998]. 

Common concepts between these two scales are the need to consider the geometry, the diversity of sub-units (growth 
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units of trees or individual plants), the relations between those sub-units (topology of connections between growth units, 
competition for resources required by survival, development, reproduction), and their interactions with physical and 
biological laws. The goal of a modelling approach, in both cases, is to: 

1.  yield a synthesis of current knowledge on a particular biological object (plant, ecosystem, landscape) through the 
coupling of different 'views' (geometric, physical, biological) of the object to understand its functioning as a system 
composed of numerous interacting sub-systems. Building such a simulation model is perceived as a constraining 
synthesis exercise ('it has to run'), hence more formal than a purely verbal or heuristic synthesis of the processes 
demonstrated through the classical analytical approach; 

2.  provide a tool for conducting virtual ecological experiments giving researchers long-term access to a tool where, for 
example, fluxes between all components of a simulated system could be measured. A major benefit of running 
simulations is to perform experiments impossible to conduct in the real world. 

1.1.2. Effects of global change on living systems: simulation as a forecasting and/or management tool 
Climate and land-use changes have important impacts on living systems. The scientific objective is invariably to predict 
the response of this complex system to perturbations of its usual functioning. 

The complexity of interactions between physical, biological and socio-economic processes has lead to many different 
approaches at many different scales. These approaches are often specific to the field leading the modelling study.  To 
deal with such complexity, we believe it is important to first tackle the issue of structure and function in ecological 
systems. 

Models developed in this context span scales from the ecosystem to the globe: 

1.  at the landscape scale (~100 km²), cellular automata models are used, where each cell represents a landscape piece not 
limited to a single individual, allowing the coupling of biological and physical processes (or disturbances) at the same 
or coarser resolutions, such as water runoff, fire spread or land-use heterogeneity. Theoretical exploration tools on the 
role of propagule dispersal in heterogeneous landscapes [Lavorel et al. 1994] as well as prediction tools for 
environment studies [Scanlan 1992; Coughenour 1994] sometimes including trophic web sub-models [Coughenour 
1994] are found in this class of models; water catchment hydrological models make up a family of models mainly 
based on physical processes (interaction with vegetation is rarely considered). These last models present an 
interesting feature: they require a geometry/topology appearing at scales larger than the ecosystem. 

2.  at the regional (sub-continent) or global scale, simulation models use a physical approach, even if the biosphere is 
more and more present in the models [Schimel et al. 1997; Steffen et al. 1994; Martin 1992; Leemans et al. 1996; 
Keane et al. 1996; Beerling et al. 1997]. Only at this scale can feedbacks from the vegetation to the climate be 
modelled. Even if physics is and must remain the dominant scientific field for these models, biology is or at least 
should be parameterized in those models in a summarized way. 

In this context, simulation is used not only as a synthesis and virtual experimentation tool, but also as a forecasting tool. 
Another interesting approach called holistic simulation can be used when enough computing power is available. This 
holistic simulation is explored on the Earth Simulator. In contrast to existing nonlinear simulations of individual 
phenomena, what we is called Holistic Simulation explores a complex interdependence between micro and macro scale 
processes [Sato 2003]. 

1.2. Expected gains from a generic simulation platform for ecological systems 
Simulation models are used as tools for the synthesis of knowledge acquired in the study of complex biological systems, 
and as exploratory or even predictive tools for the behaviour of such systems. The general framework of structure-
function relationships in the context of global change constitutes a federative concept for various fields, from the plant to 
the landscape (or to the globe).  

We think that a synthesis of the knowledge gained in those fields as a generic simulation platform could constitue a 
major scientific gain for the following reasons: 

1.  a better use of computer science: the general objective of simulation models is always the same: answering 
particular questions for complex coupled systems. This complexity usually makes simple modelling techniques (e.g. 
differential equation systems) inadequate. Many components of simulation models are very similar among different 
models: most models use discrete space grids, discrete time (sometime discrete event) simulation driving, very similar 
physiological process sub-models (photosynthesis, respiration, carbon allocation, stomatal regulation, organic matter 
decomposition models, etc...) or similar demographic processes (fecundity/survival tradeoff, propagule dispersal). For 
example, the photosynthesis model used in almost all models is that of [Farquhar 1980] and there are only a few 
stomatal conductance models (while the process in itself is not fully understood - cf [Jarvis 1976]). But because of the 
lack of a common computer science formalism, models obtained by assembling similar or identical sub-models 
usually have a different behaviour, and differ in the coding of the same sub-models. This leads to large amounts of 
time wasted on code maintenance, particularly in the area of geometric representation which can be very complex. It 
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seems clear that a platform flexible enough to encompass all the cases described above would optimize the use of 
computer science resources in ecological modelling. 

2.  a standardized method for conducting simulation experiments: many model comparison workshops have been 
conducted in the recent past, in various fields such as global dynamic vegetation modelling [VEMAP 1995], soil 
organic matter decomposition models [Smith et al. 1998], or tree-grass system functioning [House et al. 2001]. A 
common observation in such workshops is the difficulty in identifying exactly what aspect of two models causes them 
to produce different outputs: As the models differ on many points, it is usually impossible to relate a behaviour 
difference to a particular submodel or ecological process. A common platform based on common concepts would be a 
major step forward in dealing with model comparisons. Our objective is not to solve the (formal) computer science 
problem of model or program comparison, but to enable sound comparisons between simulations, imitating the 
classical experimental approach. For example, in a model such as LAMOS [Lavorel et al. 2000; Davies et al. 2001], it 
is possible to compare two models differing by only one sub-model, and hence to identify which process is 
responsible for changes in model behaviour. The goal is simply to provide a tool for virtual experiments (including 
experiment designing facilities), analogous to real experiment tools, by manipulating parts of a virtual system. 

This project  deals with transferring technology from computer science to fields with a strong biological component 
(even if physics plays a significant role in ecology, ecology is before all a biological science). More than this, it has a 
methodological goal; to provide an approach for comparing ecological models across all scales. Simulation is an 
invaluable tool for ecological science, because it allows experiments to be performed which cannot be done in the real 
world: Simulation gives access to large spatial scales (cf. in climatology the success of the global circulation models), 
long time scales (e.g. forest dynamics, ecosystem stability), and to immeasurable variables (e.g. fluxes impossible to 
measure like net primary production, theoretically meaningful parameters such as intensity of competition) through 
properly designed virtual experiments. 

2. The specific problems of simulating ecological systems 
The following problems are constantly met in ecological simulation: 

2.1. Diversity of scientific fields 
2.1.1. No general agreement in process representation 

Ecology is the science of diversity, not only in species, but also in system representations. In contrast to physics, there is 
no agreement among ecologists on any ecological process occurring in an ecosystem. Hence the great diversity of 
models, even for comparable scales, and the impossibility of making statistically valid model comparisons. This diversity 
might well be due to the imperfectness of measurement techniques in relation to the complexity of ecological systems, 
and to the implicit observational scale in any given model. 

2.1.2. Physics and biology have different laws 
Ecological systems are classically analyzed either as biological systems built upon evolutionary theory, or as physico-
chemical systems based on thermodynamics. While physics deals with fluxes described by state variables with a 
continuous evolution in time, biology is characterized by death and reproduction, which introduce large discontinuities in 
fluxes over time. Hence biology is more often modelled through probabilities, bifurcations and random numbers. The 
mathematical formalisms adapted to both fields differ, and may explain the lack of models that truly couple physiology 
(from the 'physics' world) and demography (from the 'biology' world). 

2.1.3. The overwhelming importance of space 
Space is important in ecological modelling for two reasons: (1) the coupling between parts of an ecosystem is often only 
understood and modelled through their relative positions in space, and (2) many environment management problems 
require a spatial solution, i.e. where to act to induce a response of the system. Many models include space in a more or 
less crude or implicit way, sometimes explicitly, but without any well-established methodology for doing so. Ecological 
modellers often do not have the time to code the complex algorithms that deal with space description of individual-based 
models (IBMs). 

2.2. The multiscale nature of ecological systems 
2.2.1. Multiple organization scales 

Although ecological simulation models span a large range of scales from individuals to the world, they rarely deal with 
more than 2 scales of organization. Almost all simulation models in ecology deal with 2 scales, since they are based on 
the population-individual relation. This is explicit in IBMs, but it is also present implicitly in 'cellular automata' where 
individual cells may have a complex internal dynamics which, through interactions with the other cells, produces the 
emerging property of the whole system. Very few models deal with 3 scales (e.g. [Soler et al. 2003] [Sato 2003]), from 
leaf to group of individual trees). 
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2.2.2. Multiple time and spatial scales 

Figure 1. Hierarchical representation of ecosystems in the 3Worlds 
platform. The ecological system (here, the ecosystem, but the same 
concepts can apply to plant or landscape scales) is made of 
subsystems which structure can be detailed if needed (here, the 
animal community is treated statistically while every individual of 
the plant community is modelled). At each hierarchical level, many 
spatial representations of the same object can coexist, each being 
adapted to model a specific ecological process. 

The individual plant or animal is often a useful organization scale to deal with in ecological modelling (for example in 
IBMs). However, the spatial and temporal scales associated with individuals vary over orders of magnitude, which makes 
the computation extremely difficult to optimize. For example, in a savanna, if trees and grasses are both represented as 
individuals, the simulator will spend almost all its time computing grass dynamics, having an overly well described 
population of grasses, and a poorly described population of trees with only a few individuals. Handling the interactions 
between such populations is difficult since one is required to describe them at different levels of abstraction. This 
multiplicity of time and spatial scales makes ecological simulation difficult when dealing with ecosystems with a high 
biodiversity. 

2.2.3. The observation scale 
Implicit in all models is a scale of observation. For example, a photosynthesis model does not have the same meaning in 
a global vegetation model and in a plant architecture model where it applies to single leaves. However, surprisingly, 
parameterizations may be very similar. The consequences of such practices are rarely examined. 
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3. Solutions for a general software architecture for ecological simulators 
3.1. A unique conceptual framework 
We have developed conceptual solutions to the issues raised in the previous section [Roche 2002]. 

3.1.1. Handling the interaction between space representation, physics and biology: the multiple 'view' 
paradigm 

The key idea is to overlay and let interact in the same model three different 'views' of the ecosystem: a strictly geometric / 
topologic view (exchange surfaces, volumes, connections between those items), a strictly biological view (species, 
physiological and demographic processes), and a strictly physico-chemical view (matter and energy fluxes within a 
complex geometry system). These views will determine families of classes sharing privilegied relations (the three 
'worlds'). Some ecological processes will belong to one world (e.g., photosynthesis belongs to biology, where it can have 
various formalizations), others are by nature spanning two different worlds (e.g. carbon allocation, depending on biology, 
determines the future geometry of the system; energy absorption by plants and soil depend on physics and geometry). 
The view concept is important here, since the same world could be seen in different ways by the others (e.g., the 
geometry adapted to treat plant morphogenesis may not be the best to compute radiation transfers). In this framework, it 
is possible to integrate tools as apparently different as plant architecture models like AMAP, spatial individual-based 
models like MUSE or cellular automata at any scale (Fig. 1). 

3.1.2. The hierarchical representation of ecological systems 
A way to approach this multiscale problem is to observe that there exist discontinuities when one moves from very small 
scales (e.g. the biological cell) to very large ones (the world). Considering just spatial scale alone, the relevance of 
particular physical laws changes suddenly at the scale of cells, individuals, topography, and finally the whole world:  

• cells organize chemical reactions in space through their membrans; 

• individuals modify fluxes to the soil, the atmosphere and the hydrosphere and constitute the unit of population 
dynamics; 

• topography determines large scale fluxes of water, genes and 'disturbances' like fires and diseases; 

• the whole world is the relevant scale for understanding the even short-term dynamics of the atmosphere. 

It is well known that averaging as a modelling strategy starts to break down when approaching these scales too closely: 
hydrological models cannot represent rivers too coarsely if they are to make sensible predictions of water fluxes; 
ecosystem or population models must represent every individual when they are strongly spatially structured or when 
individuals have locally determined behaviours. At these spatial scales (which are also scales of organisation or system 
complexity), models must shift from a statistically averaged representation of smaller units to a representation of all 
units, where the statistical average emerges from the interaction of the units (a 'multi-agent' strategy). Where models 
must change scale, most scale up by aggregation without changing their physical or  biological representation of 
ecosystems. In such models it is rare to work at the individual level. IBMs on the other hand are often system-specific 
and do not easily scale up. 

Hence the two major problems for a general representation of ecological systems in a simulation model are (1) to have 
coexistence of different representations of the same system, i.e. we not only need different representation of the same 
system (e.g physical and biological, or individual-based and statistical), but they must coexist and interact; and (2) to 
account for the existence of discontinuities in ecosystem structure and organisation when scaling up in space. 

3.1.3. Overall architecture for the 3Worlds simulator [Roche 2002] 
Figure 2. shows the UML class diagram  we propose to implement the 'view' system and the hiearchy of ecological 
objects. 

The Hierarchy sub-package - SimulItem is the main class of the model kernel. It represents a relevant ecological 
organization level (leaf, root, plant, landscape unit...). Its main attribute is its hierarchical level within a scale going from 
the cell to the whole world. Through the use of SimulItemContainer, which contains a population of SimulItem 
of the same type, any hiearchy can be built: SimulItem can contain any number of SimulItemContainer, each 
representing a population of different SimulItem sub-components. SimulItem instances own Process objects, 
used to represent physical or biological processes. Each SimulItem object uses a SecondaryView, computed from a 
main view, to represent  its spatial properties (shape, location, extent...).  In this way, relationships between physics, 
biology and geometry within an ecological object are clearly defined. 
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The View sub-package - View classes are used to represent geometric objects (connected groups of volumes, surfaces 
or lines) and methods for their spatial interactions (e.g. volume intersection, overlay, projection to a surface, geometric 
transformations...) and their visualization/display. A MainView is constructed from one or two SubView: one 
OwnView, which is an intrinsic geometric representation of an object (its 'basic shape', independent of any ecological 
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process applied to this object), and one PopView, which is a composite object holding a collection of the views of the 
sub-components of the SimulItem, together with the information (methods and topology/connexion scheme) needed to 
reconstruct their relations in space at the current hierarchical level. For example, the OwnView of an ecosystem might 
contain the topography of the site, while its PopView might contain the location of all individual plants currently 
present on that site. ViewExtractor enables SimulItem objects to construct SecondaryViews needed by each 
particular Process. ViewExtractor is placed at the top of the hierarchy of SimulItems, i.e. it has the visibility 
over the whole View and SimulItem hierarchies. 

The Space-State-Fate sub-package -The Process class is used to implement the biological and physical 
processes through the Fate and State components, respectively. State contains all state variables describing a group 
of physical processes that can use the same geometry, while Fate implements all decision-making processes (birth, 
death, reproduction). The basic blocks of State and Fate are Variable objects, which contain a state variable's 
current value, but also its current variation, characteristic time step, and time since last update (which enables to handle 
multiple time steps by facilitating interpolation). Space is a specialization of State implementing geometric variables 
and methods used by the Views. 

The Data and MetaData packages - Model data and metadata are grouped in these packages, which propose classes 
enabling to define specific ecosystem models simply by deriving their main classes from the MetaData package.  This 
abstracts the interfacing mechanism between a (derived) user-code and the main code of 3Worlds. This enables a great 
flexibility in model specification, through the overloading of all model-specific physical and biological functions. 

Some of these solutions derive from our previous experience in ecological simulation (cf. Section 4), and hence have 
been tested to some extent in real implementations. 

3.2. Other constraints of the 3Worlds simulator 
3Worlds accounts for the following constraints: 

1.  it provides a unique conceptual framework for the coupling of geometry / topology, physics / chemistry, and biology 
for models spanning scales from the plant to the ecosystem, and to the landscape or continent (multi-model for 
ecological objects at different spatio-temporal scales and different abstraction levels). 

2.  it provides a tool for (1) developing new models for specialized applications in various scientific areas, (2) validating 
models by comparing their results to field data, (3) analysing important datasets of simulation results, (4) conducting 
sound simulation experiments. The goal is to make accessible to the widest community methods that currently exist 
but are difficult to use. 

3.  it is easy to use for researchers specialists of a given field, either for teaching or doing research. 

3.2.1. Targeted users 
Users targeted by this project are researchers, teachers and land-use managers. The simulation platform must be easy to 
use  by a wide range of people from non-scientist land managers to specialist researchers who may develop new models. 

Platform developers (computer scientists and modellers in ecology) make up another group of actors, who will maintain 
and develop the platform into directions compatible with its assumptions and architecture. 

3.2.2. A tool for conducting virtual experiments 
The design and running of simulation (or virtual) experiments is an emerging area of science. We wish to provide with 
the 3Worlds platform, a toolbox making this easier and affordable for non modeller researchers. 

The problems of virtual experimentation are: building sound experimental designs, evaluating their computation time 
cost, validating models and managing large datasets. These problems can be solved by classical statistical techniques, but 
it is important to make these statistical techniques more accessible by (1) developing a user-friendly interface, (2) 
developing a statistical toolbox for use with the generic simulation platform. For this last point, the experience of MUSE 
and LAMOS can be used: the MUSE model was completed by a series of SAS procedures helping to standardize the 
treatment of large datasets resulting from simulations, either for graphic production or for the systematic comparison to 
real datasets. LAMOS defines, through its scripting language, an interface for designing simple or complex simulation 
experiments. These tools will be included into the 3Worlds platform, with improvement as required. At the landscape 
scale and beyond, an interface with Geographic Information Systems should be planned. 

3.2.3. A user-friendly interface 
In a complex simulation model, a graphical interface is not only an advertising tool or pure aesthetics, it is required to 
quickly evaluate the quality of a model, to test model components as they are being built, and to compare simulations 
supposed to be identical. 3Worlds will benefit from the gains of MUSE and LAMOS (access to all model variables and 
dynamic graphs), to which a 3D map of the site will be added. This interface will make 3Worlds an easy-to-use tool for 
teaching, where various modelling strategies of ecological systems could be presented.  
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The design allows for the rapid development of user interfaces specifically tailored to the needs of a particular user – 
from complex to simply, from targeted to general. 

4. Examples from past experience 
4.1. The MUSE modelling shell [Gignoux et al. 1998, Gignoux and Davies 1996] 
The ecological problem - MUSE (MUltistrata Spatially Explicit model) is a spatialized simulation model representing 
vegetation dynamics and functioning. It has been co-developed by the ENS and the RSBS with the objective of providing 
a tool designed to simulate vegetation systems with a strong spatial structure, such as savannas, fallows, oldfields, 
ecotones and more generally transition systems. 

Spatial structure plays a major role in the functioning of those systems because of the limited range of interaction 
between plants: for example, tree/grass systems are subject to completely different growth and disturbance processes. 
Savannas present a particularly complex simulation problem which must account for spatial pattern and variously 
structured life forms represented by processes that may have nothing in common. 

Studies based on MUSE enabled us to demonstrate for the first time a significant effect of the spatial structure of 
vegetation on carbon and water fluxes and a relationship between tree fire resistance and spatial pattern [Simioni et al. 
2003]. 

The computing solution - To solve the spatial structure issue, a spatial IBM was required, where all trees and the 
associated parts of the grass layer influenced by the tree were represented. The behaviour of a savanna plot was then 
deduced from the simulation of many trees on a ~ 1 ha plot. To solve the life form issue, a great flexibility in the choice 
of ecological process representation for a group of species of the same life form was required, because of the great 
diversity of process modelling solutions. To solve the disturbance issue, a general enough code to represent very different 
regimes and effects on vegetation was required. 

MUSE was developed in Object-Pascal. Given the heavy coding investment required by a savanna-compliant model, we 
tried to build up a reusable software architecture able to manage as many different ecosystems as possible: if a software 
is able to simulate individual plants of different life forms in a spatial framework, it should be able to handle simpler 
models. MUSE has therefore been implemented with a modular architecture where four main sub-models were 
identified: geometry, biology, resource and disturbance. Each sub-model defines interface variables for interaction with 
the other sub-models, which allows for some polymorphism of sub-models. 

The basic assumptions of MUSE essentially deal with the geometric description of plants. For example, interactions 
between plants are local, hence only depend on the overlap between the volumes representing neighbouring plants. The 
geometry sub-model manages this representation (plant shape, volume overlap). A library of plant shapes enables to test 
different spatial representations of the same ecosystem. The biology sub-model manages all physiological and 
demographic processes of a particular life form. In the same model, plants with different biology sub-models can coexist. 
For such groups to interact, the resource sub-model implements a 'common currency', i.e. quantities all plant types are 
susceptible to compete for. Finally, the disturbance sub-model enables us to manage external agents interacting with the 
vegetation system through biomass removal, over-mortality, sudden variation of plant resources. This sub-model 
organization empirically arose during model implementation as the most practical approach. All sub-models implement 
ancestor types whose descendants constitute elementary blocks of many different ecosystems. It is therefore possible, 
within the MUSE framework, to model very different systems with a variety of spatial representations. These 
representations are based on different abstraction levels. MUSE thus enables the coexistence, in the same model, of 
groups of plants described with different abstraction levels (a constraint arising from the need to model savannas). MUSE 
is a typical multi-model [Coquillard and Hill 1997]. 

As a demonstration of the generality of the concepts used in the architecture of MUSE, ~15 models of the ecological 
literature have been recoded and run within the MUSE environment. All modelling students of our group at the ENS later 
used MUSE for their simulation work [Leriche 1997; Simioni 1998; Boulain 2000]. Significant effort has been placed on 
the user interface to ensure that every variable of the model can be tracked in real time on the screen through a virtual 
data acquisition system mimicking the real field data acquisition procedure. Thanks to object polymorphism and a simple 
coding interface (limited to a source file + a parameter file), new models can be quickly added to the platform. 

Pros - The main strengths of MUSE are its flexibility and its user interface. Many published models, from gap models to 
spatial IBMs could be recoded within MUSE through a moderate coding effort. Implementing new ecosystem models is 
much easier (one week can be enough to build up a spatially explicit ecosystem model within MUSE). 
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Figure 3. LAMOS. Sub-models are selected from the library to produce a particular landscape model 
configuration. Each plant functional type has one dispersal sub-model. There must be one and only 
one succession model. All the rest are optional. There can be any number of disturbance models and 
any number of plant functional types. 

 

 

Cons -During the development of MUSE, some weakpoints of its architecture appeared: 

• The resource concept enables us to simulate inter-individual competition well but is not adapted to the treatment of 
the resources' own dynamics (e.g. water has its own dynamics, linked to soil topography and soil properties). A fifth 
sub-model managing the dynamics of physical resources outside the neighbourhood of plants would have been 
needed. 

• The neighbourhood concept introduced in MUSE to handle local resource competition is not a plant property, but 
depends on the type of resource (e.g., the interaction distance for competition for nutrients may not be the same as 
for competition for water). The current architecture (two neighbourhood radii, one for the aboveground part and one 
for the belowground part) limits model flexibility. 

• Sub-model interchangeability is not always possible, since users can define ad libitum interface variables for their 
biology, resource and disturbance sub-models. 

• The user interface does not scale well for large complex experimental designs. 

4.2. The LAMOS modelling shell [Lavorel et al. 2000] 
The ecological problem - LAMOS (LAndscape MOdelling Shell) is a landscape simulation model developed by the 
CEFE and the RSBS. It was developed as a generic tool for landscape modelling. Its goal was to study the dynamic 
interaction of spatial pattern and process.  Some physical and biological processes only express at this scale, and not at 
the plot scale. Five processes (seed/propagule dispersal, vegetation succession, disturbance regime, climate, lateral matter 
flows) have been identified as the main drivers of landscape dynamics. The plant functional type concept [Noble and 
Gitay 1996, Smith et al. 1993] is used to deal with high biodiversity. 

The computing solution - The five main ecological processes have been coded as five sub-models whose interactions 
are managed by LAMOS within a strict framework (Fig. 3): For example, interactions between the sucession and 
disturbance sub-models rely on a biomass interface variable, which must be present in all descendant sub-models. A 
library of sub-models is included, enabling the assembling of composite models. Thanks to object oriented programming, 
this library can be extended through the implementation of new descendants of the ancestor sub-models with a relatively 
small programming effort, in particular no input/output code is needed nor definition of complex data structures. 

All LAMOS sub-models are descendants of a single ancestor analogous to a table of a relational database, which 
implements an interface enabling to access all variables of any combination of tables in a standard way, either through a 
graphical user interface or through a simple command-line scripting language. This language can be used for 
experimental designs. 
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Figure 4. COINS drivers and model coupling. A driver function `top of the atmosphere radiation' performs its calculations over a 
monthly time step. The output is fed to an NPP driver model whose output can be fed to any number of point models. 

Pros - LAMOS imposes a single spatial representation for landscapes, and so can be called a model aggregate rather than 
a multimodel. Compared to MUSE, LAMOS is a step forward towards a generic computing architecture for ecosystems, 
with (1) a guaranteed interchange-ability of sub-models; (2) the explicit integration of relational database approach, 
which considerably simplified the user interface coding; (3) the scripting language which enables an easy management of 
repeated tasks. 

Cons - To simplify coupling  between sub-models, LAMOS enforces a simple top level view of the ecological system 
with, amongst other things, a three strata system containing biomass on a resizable raster grid. This does not limit the 
complexity of models that can be implemented in LAMOS as it already contains IBMs such as a gap model, but it limits 
the complexity of their interaction. For example, the disturbance model cannot know if the succession model has detailed 
tree geometry or not, it just knows the total biomass in each of three strata. In a sense each model can have as complex a 
‘view’ as required but the ‘view’ seen by LAMOS and used to couple the sub-models together is a fixed and simple one. 
The other major limitation is that scaling up is given by simple aggregation. Succession models are essentially point 
models in a raster grid, only interacting through disturbance propagation, seed dispersal and water flow. A stand in one 
pixel cannot be said to shade a stand in a neighbouring pixel. 

4.3. COINS [Davies and Roxburgh 2003] 
Ecological problem - The COINS (COmparison and INtegration Shell) modelling shell was developed by the 
Cooperative Research Centre for Carbon Accounting at the Australian National University. It was designed to analyse 
models of terrestrial carbon dynamics. The goal was to create a software environment within which new models could be 
developed and existing models modified. More importantly, there was a need for end users to take existing models, 
combine them for analysis and perform model inter-comparison and scenario exploration. 

The project showed that models in this domain are less susceptible to factoring into component parts or processes than 
those addressed by MUSE and LAMOS. However, all had a common dependence on forcing variables, i.e. continuous 
streams of climate input data at various temporal scales, and all spanned a wide range of spatial scales from continental to 
1 hectare plot and as non-spatial point models. 

Computing solution- COINS was built on the same relational database system employed by LAMOS. The models 
housed within it are largely self-contained. Each model however, declares its requirements for forcing data to the COINS 
shell. This allows COINS to supply the data in a consistent, efficient, co-ordinated and flexible manner to any number of 
models running in parallel. The same climate scenario can therefore be fed to any number of models at the same time, 
deploy-ed in overlapping or partitioned spatial domains at mixed temporal grains (Fig. 4). 

Pros -  An important goal of COINS was to drive multiple model simulations with identical climate and management 
scenarios. 

It shares with MUSE and LAMOS the -benefits of rapid model development in an environment which takes care of all 
input and output management. 

The forcing driver system also allows a degree of model coupling, for example a model that produces NPP can be used to 
drive a carbon pools model. 

It has flexibility in spatial deployment of models. 

Cons - COINS does not provide any support for geometric constructs within models or biological functions such as those 
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addressed by MUSE. It focuses more on physics, i.e. state variables such as climate data, water balance and carbon/ 
nutrient cycling. It does not support interaction between models such as LAMOS. Such coupling as there is, is achieved 
by chaining functions together, with the single output of each function providing an input parameter to another function 
or model. 

4.4. SimExplorer [Amblard et al. 2003] 
Since the beginning of computer simulation, experimental design has been an active research field for efficiently testing 
and analyzing the behaviour of computer models, and it still remains a valuable technology in the decision-making 
context [Zeigler 1976, 2000] [Balci and Sargent 1981] [Kleijnen 1987] [Hill 1996] [Sarjoughian and Cellier 2001]. In 
order to conduct efficiently and rigorously simulation experiments, we have proposed a Platform Independent Model 
(PIM) and its implementation prototype, named SimExplorer [Amblard et al. 2003]. This software is currently able to 
distribute experiments on clusters and can be applied to handle both deterministic and random simulation. The case of 
stochastic distributed simulation was particularly targeted. Research results concerning the parallelization of pseudo-
random number generators for stochastic simulation have been considered [Fujimoto 1990] [Traore and Hill 2001]. The 
MDA (Model Driven Architecture) has been retained for developing Simexplorer, it helped to focus first on the 
functionality and behavior of our distributed application which will handle experimental frameworks for sequential or 
parallel simulators, without the common distortions that are often implied by the technologies in which it will be 
implemented. Our current design solution, exposed in a PSM (Platform Specific Model), is using XMI (XML Metadata 
Interchange) and SOAP (Simple Object Access Protocol) for the communication between Java software components ; 
however with the choice of MDA, the functionality and behavior of SimExplorer is modeled once and for all even if we 
will move to other technologies. 

Following Balci’s arguments [Balci et al. 2000], the accreditation of simulation models passes through rigorous standard 
verification and validation processes of the model. During these processes, one needs to conduce a considerable number 
of simulation experiments aiming at exploring the model’s behaviors. Moreover, in some cases, conducing simulation 
experiments is the only way to analyze and understand the behavior of a complex model. This is the case for instance of 
many individual based models, including social or ecological dynamics, and for which the cumulative effect of 
interactions can lead to unexpected effects, generally impossible to formalize analytically [Deffuant et al. 2002]. 
Thereafter, it was a need to automate both the run of a huge number of simulation experiments and to manage the 
corresponding experimental designs, i.e. the organization of the simulation experiments, in a more evolved and valuable 
fashion than a simple batch process implementation. This concern includes both an ergonomic interface for the 
specification of the experimental designs and the distribution of computations to launch the corresponding simulation 
experiments on parallel machines when possible. In addition, a true independency from targets simulation programs is 
almost impossible. This implies imposing a minimal set of non rigid guidelines, that a simulation software will follow in 
order to be able to adapt the same procedures to each concrete experimentation with an implemented model. Basically, 
with our approach the simulation executable model is considered as a simple program with a parametric structure 
containing a set of input and output variables. Thus the minimum requirements are: 

• The initialization of a single file containing the simulation input parameters (this file could then hierarchically refer 
to other data files that can be exploited by the simulation program). 

• The ability to launch the execution of the corresponding simulation program as another process. 

• The description of an exploration zone. Instead of giving a single value to each parameter, the user specifies a set of 
values. 

• The definition of an exploration method on an exploration zone by the choice of an experimental design. 

• The definition of the outputs of the simulations: the user can select particular variables or combinations of variables, 
at particular time steps, to be analysed. 

• The execution of the simulations corresponding to a set of parameters and a chosen experimental design [Kleijnen 
and Groenendaal 1992]. 

• The visualization of the simulation results in a post-processed and synthetic way to interpret them. It could 
correspond to the visualization of the simulation trace for a single simulation or to more evolved visualization to 
synthesize an exploration over a large number of simulation experiments. 

From this set of minimum requirements, it can be deduced that Visual Interactive Simulators are not directly manageable. 
Indeed, explorations done with interactive environments are obviously not feasible in such an automatic "Explorer" 
software. However, scientific simulation tools with interactive visualization outputs, often propose a batch version with 
synthetic trace files to run many experiments, particularly when they deal with stochastic models. SimExplorer, can 
manage the exploration and the execution of simulation experiments by means of experimental designs on several 
simulation models and on several computers; it is perfectly adapted to cluster and grid computing. 
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5. Conclusion 
We have proposed a survey of simulation platforms mainly in terrestrial ecology. The intent of this survey was to point 
out the essence of ecological modelling and to extract interesting ways of doing model coupling and comparison. This 
analysis enabled us to design 3world a software platform for multiscale simulation of ecological systems. Compared to 
other existing platforms in ecological modelling (AMAP for plant architecture modelling, CAPSIS for forest dynamics 
modelling), 3Worlds is characterized by: 

1.  its intended use for research and teaching rather than prediction or management, even if this use can arise in the 
future. 

2.  its multi-scale approach (from plant to landscape), which will rely on identifying common concepts between these 
scales rather than juxtaposing models at different scales. 

3.  its general application to all living systems. The starting point is the modelling of terrestrial vegetation systems 
because of the experience accumulated in this field, but this modelling should be open to any living system where the 
interaction between geometry, biology and physics can be described with 3Worlds concepts and object structures. 
This openness is the first constraint of 3Worlds's specifications. 

The design of the 3Worlds platform is aimed to produce an interdisciplinary tool, bringing together three very different 
aspects of living systems across all spatial scales at which they operate. These are the geometric/structural, biological, 
and physico-chemical views. Based on our past experiences, we believe the raise of these 3  aspects is an original 
contribution to research. The next step will be to provide a full implementation of the 3world platform which is currently 
under development. A special focus will be given to formalize model coupling and comparison. To deal with this, the use 
of Zeigler's DEVS [Zeigler 2000] and of a scale transfer methodology such as what has been proposed by [Duboz 2004] 
is under consideration. 
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ABSTRACT 
This paper deals with the general formalisation of an ecosystems model. We consider an ecosystem as a graph where nodes 
are species and edges are trophic relations. For the specification of such a system, we use the DSDEVS formalism. DSDEVS 
enables formally describing dynamic structure systems and thus dynamic graphs. A measure of graph topology complexity 
(small world properties) can be formally defined through DSDEVS models. Small world properties are usually considered in 
a static configuration of graph. Here, we introduce a dynamic and a spatial view of these properties. We hope that this work 
will be useful for ecosystems management by providing an indicator of ecosystem resistance to perturbations. Indeed, small 
world properties are significant of the resistance of graph to the addition or deletion of nodes (i.e. species in our case). 

KEYWORDS 
Ecological networks, Dynamical Structures, System Specification, Theoretical Ecology. 

1. Introduction 
The modelling and simulation of ecosystems is known as a fundamental activity to understand ecological complexity 
[Coquillard Hill 1997]. Developing tools for sustainable development policy requires models that incorporate this 
complexity. The models that we use for decision making must have a theoretical and formal basis so that verification, 
communication and reproduction of model behaviours is possible. This paper takes place in such an activity by considering a 
measure of natural complexity in a formal specification of an ecological model. Ultimately, we want to build a model of the 
evolution of communities’ structure in West African estuaries. These aquatic ecosystems are under control of physical 
perturbations such as the evolution of salinity that modify species composition. In this paper, we do not deal with our 
particular study case. We want to present a general architecture for ecological models dealing with the design and 
quantification of ecosystem reactions under environmental stress. Thus, the goal of this preliminary study is to use a formal 
basis for the modelling and simulation of food web as dynamical graphs and to identify the link between this formal 
specification and a measure of graph complexity. 

It is well known that a food web can be defined as a graph G(N,E) consisting in a finite set of nodes N and a finite set of 
edges E [Montaya Solé 2002]. Theoretical approaches consider the study of natural graph complexity as a mean to 
characterise food web reactions to perturbations (i.e. the addition or deletion of species in the food web). The limit of those 
studies lies in considering a static graph topology. Indeed, if we want to consider the evolution of species assemblage (i.e. 
natural graph topology) in a particular ecosystem stressed by some environmental changes, we need a food web topology that 
change over time. For instance, specific composition and therefore trophic relations change in estuaries ecosystems under the 
influence of salinity gradients [Albaret 1999]. 

In the following, we first present a formalism which takes into account dynamical changes of graph topology. Then we 
introduce a measure of graph complexity based on topology. Then, we incorporate this measure in a general specification of 
ecosystems considered as graphs. 

2. Background 
In this section, we give the reader the essential notions to fully understand the proposition made in this article. To do that, we 
first introduce the formal notations for the specification of dynamical structures and then we provide the computation method 
of small world properties (the measure of graph complexity we have chosen). 
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2.1 Formalisation of the dynamic changes of structure 
In 1985, G Klir was the first to introduce the concept of dynamic structure within a framework of modelling and 
simulation [Klir 1985]. Recently, formal approaches were proposed by A.M. Uhrmacher [Uhrmacher 2001]. F. Barros has 
introduced the Dynamic Structure Discrete Event specification System (DSDEVS) [Barros 1996] and gave the most 
satisfactory formalisation for the modelling of dynamic changes of structure. DSDEVS is an extension of the discrete events 
system specification proposed by Zeigler [Zeigler et. al. 2000]. Let us cite F Barros writing about dynamic systems in 
general: “[...] structural changes can better reflect dynamic of real systems we want to model in which drastic changes of 
structure and behaviours can be observed”. This assertion is particularly relevant in the context of ecological models where 
the relations between species are likely to change dynamically. Thus, DSDEVS seems quite suitable for the formalisation of 
trophic web in the context of dynamical systems. In order to give the reader the useful formal notions and general concepts, 
we introduce here the DSDEVS formalism. 

DSDEVS is based on systems mathematics. It defines atomic model as a structure and allows the construction of 
complex models by coupling atomic models in a modular and hierarchical manner. DSDEVS defines the set of connections 
of a coupled model as a state of the system. Thus, connections can change over time on the evaluation of functions which 
modify this state. In the same way, it is possible to add or delete coupled or atomic models. A DSDEVS model defines a 
network of models such as: 

>=< ∆∆∆ χχ MYXDSDEVN ,,,  

where: 

 ∆ is the name of the network of models the DSDEVS defined,  

 X∆ is the set of input events on the network of models,  

 Y∆ is the set output events on the network of models,  

 χ is the name of the network executive model,  

 Mχ is the model of χ. It defines the dynamic of the structure (i.e. topology and composition of the network).  

 

Mχ is an atomic DEVS model with the following structure: 

>=< χχχχχχ λδδ
χχ

taSYXM ext ,,,,,, int  

Sχ is a particular tuple defining the set of states of the executive model. It is defined by: 

{ }{ }{ }( )χχχχχ
χ VZIMDS jiii ,,,, ,=  

 

 

where:  

 Dχ is the set of the models’ names composing the network,  

  is the set of models composing the network χ
iM ∀ i∈Dχ,  

 is the influence of , i.e. the set of models which can received events from model i, including 
the DSDEVS model itself,  

χ
iI { ∆∪∈∀ ,χχDii }

χ
jiZ , is the  output to input function , ji → χ

iIj∈∀
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 Vχ is the set of other state variables useful for the computation of transition functions.  

 

The 4-tuple { }{ }{ }( )χχχχ
jiii ZIMD ,,,,  is referred to as the network structure. Any change in one of these variables is called 

a change of structure. Changes in this set are dynamic. 

The functions of the executive model are the same as for an atomic DEVS model. The function of time advance taχ defines 

the time a model remains in the state s∈Sχ if no external event occurs. It is defined by: 

 taχ:Sχ R+→   

 

The set Qχ of total states of the system is: 

 ( ) ( ){ }staeSsesQ <<∈= 0,, χχ  where e is the elapsed time in state s.  

The concept of total state (s,e) enables the specification of a future state according to the time elapsed in the current state. It 
also makes possible to specify the external transition function. Indeed, DEVS proposes two transition functions in order to 
make the difference between the autonomous evolutions of a model from those due to external events. The external transition 
function is written as follows: 

 δext
χ
:Qχ×Xχ→Sχ  

This function specifies the response of the system to input events. 

The internal transition function (autonomous part of the model) is defined by: 

 δint
χ
:Sχ→Sχ  

This function specifies the lifespan of a state s evaluating ta(s) when entering in state s. 

The output function is an application of the set of states Sχ into the set of output events Yχ. It is defined by: 

 λχ:Sχ→Yχ  

This function is activated when the time elapsed in a given state is equal to its lifespan. 

It exists abstract simulators for DSDEVS making this formalism an operational semantic. In other words, it exist 
algorithms that simulate the behaviour of a DSDEVS model. The interested reader can refer to the article introducing the 
formalism [Barros 1996]. 

We now introduce the small world computation and thereafter we present our DSDEVS specification of ecosystems in a 
general manner. 

2.2 Computation of small world properties 
Recently, new theoretical approaches to natural graph complexity have emerged. The two main results of these studies are the 
presence of small world pattern of some economical, sociological and biological networks and the scale free distribution of 
connections in some ecological networks [Watts Strogatz 1998, Watts 1999]. The latter defines the number of nodes with k 
links as following a power law distribution  where most units are weakly connected and a few are highly linked 
to other nodes. The small world pattern is detected from two basic statistical properties, the clustering coefficient Cv and the 

path length L [Montaya Solé 2002]. In the following, Cv and L are call the small world properties. 

γ−= kkp )(

We consider the set of link ji,ε where i and j∈{1,...,S} and where  is the number of species. +ℵ∈S 1, =jiε  if a link exists 
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and zero otherwise. Then, the set of nearer neighbours for species i is defined by { } 1, ==Γ jiji s ε . The clustering coefficient 

for this species is then written ( ) ( )( 2/1/ )−= CSCSlic iv  with C the community matrix connectance and li defined such as: 

∑ ∑
= Γ∈ ⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

=
S

j k
kjjii

i

l
1

,, εε  (1) 

The average overall species defined the clustering coefficient for the ecological web under concern: 

∑
=

=
S

i
vv iC

S
C

1

)(1
  (2) 

Cv measures the average fraction of pairs of neighbours of a node that are also neighbours of each other. 

The path length between two species i and j is written . The average path length L is defined as follow: ),(min jiL

∑∑
= =−

=
S

i

S

j

jiL
SS

L
1 1

min ),(
)1(

2
 (3) 

To decide if a graph is a small world, we compare Cv and L of this graph with another graph having the same number of 

nodes and a random distribution of links. If  and  but close to it, then the graph is a small world. rand
vv CC > randLL >

In the following, we introduce the measurement of small world properties in the DSDEVS specification of an ecosystem. 

 

3. Small world properties in a model of ecosystem with dynamic structure 
Ecosystems are fundamentally structured in time and space. In addition to the variation in time of the number of individuals 
for one species, we can observe the variation of trophic relations and of the number of species, particularly in exploited 
ecosystems. In this work, we adopt a structural view of ecosystems considering species and trophic relations respectively as 
nodes and edges in a graph. In this perspective, we must be able to specify dynamic graph and, at the same time, the set of 
processes we want to consider (i.e. growth, mortality...). Furthermore, all processes are spatially distributed. Then, the 
formalization must explicit the representation of space. We address these issues in the following. 

3.1 DSDEVS specification of an ecosystem 
In the previous section, we have introduced the DSDEVS formalism. DSDEVS in particularly well adapted for the 
specification of our model. Indeed, it both embeds the notion of dynamic graph and dynamic behaviours of models. Time is 
managed by a discrete event representation. It is possible to consider discrete time behaviours in such a specification but it is 
not our purpose here. In the following, we deal with the two main entities in an ecosystem: spatial entities and biological 
entities. 

We consider space in a discrete manner. Every spatial entity corresponds to a place where the environmental conditions 
(temperature, physical substrate and so on) are identical and homogeneously distributed. This is the classical ergodic 
hypothesis of physic. Every spatial entity is specified by a DSDEVS. The coupled model corresponds to the connection of all 
spatial entities and defines the topological space. Therefore, network of models represent a set of places connected each 
others. This specification is general enough to consider geometries from classical lattice to a very complex geometry of 
space. We specify a place as a DSDEVS network defined as follow: 

>=< Pplaceplaceplace MPYXDSDEVN ,,,  

 

 

Blaise Pascal University, France 68 © OICMS 2005



Biological entities are localised within a place. For simplicity here, we assume that every biological entity is a DEVS model1. 
The state  of the executive model  of place  defines the interaction network between biological entities. PS PM placeDSDEN

The nature of biological entities depends on the model objectives. For the general specification here, we consider that 
biological entities are species. Therefore, we associate one DEVS model with one species. Then, within a place, the food web 
is explicitly modelled by the state of the executive. In other words, the trophic relations between species are specified within 
the set  of the executive model of a place. Connections in a DSDEVS network are not all trophic relations. Then, we can 

write Θ the set of trophic relations in a place as follow: , with i,j the index of DEVS models of species. We 

assume that  specifies the predation of j onto i. The set  specifies the potential trophic relations for 
species i, i.e. its potential predators. 

P
jiZ ,

p
ji

P
ji Z ,, ⊂Θ

ji
P

ji XY →Θ :,
P
i

P
i I⊆Φ

In the next section, we introduce the measure of small world propertied in the DSDEVS model of a place. Doing that, we 
specify a dynamic view of small world measurement. 

3.2 Incorporating small world properties 
We have presented the computation of small world properties in section 2.2. We now incorporate this computation 
considering the ecosystem as a DSDEVS model. 

The clustering coefficient for species i is then written: 

( ) ( ) ( )( )( )2/1/ −××= PP
iv McardCMcardClic  

Considering equation 1 we can write: 
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We can compute the global clustering coefficient within a place following equation 2: 

∑
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The path length is basely defined following equation 3: 
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We define  and  as state variable of the executive MP, i.e. . Any change in structure of the 

executive model implies a change of values  and  following equation 4 and 5. 

P
vC PL PPP

v VLC ⊂∧
P
vC PL

This specification enables to follow the dynamical evolution of small world pattern in the food web localised within a place. 
If we consider the set of places, we can then build a dynamic map of small world properties. This kind of map can be very 
useful for ecosystem management. We discuss this point in the following conclusion. 

 

                                                           
1Considering modularity, hierarchical decomposition and system specification, the model of biological entities can be a 
coupled DEVS, a DSDEVS or any formalism embedded in a DEVS architecture. See for instance [Zeigler et. al. 2000, 
Duboz 2004] for details. 
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4. Conclusion and perspectives 
In this paper, we have used the DSDEVS formalism for the modelling and simulation of food web. This formalism specifies 
dynamical changes of graph structure. Then we have introduced the computation of small world properties into a DSDEVS 
model. Doing that, we have a dynamic view of the evolution of the small world properties. 

The consequences of small world patterns are far from trivial and can be of great interest for the understanding of ecological 
process that build trophic relations between species [Montaya Solé 2002]. It as been shown that small world graph resist to 
perturbations in term of deletion or addition of nodes. In the context of ecosystems management, it can be very useful to 
know if a particular ecosystem is a small world. Indeed, this property can justify the exploitation or not of species within the 
ecosystem. 

The main contribution of this work is the dynamical and spatialised view small world representation. We hope that such a 
representation can improve the use of small world properties as an indicator of ecosystem resistance to perturbations. As far 
as we know, the dynamical and spatial aspects of small world have never been used in ecology. 

The modelling and simulation of ecosystems is not limited to the representation of trophic interactions. Several processes like 
growth and mortality, matter and energy flux for instance, must be considered in order to simulate the dynamics of the 
populations. Considering the definition of DSDEVS models, it is possible to specify several functions and state variables for 
this purpose. For clarity and shortness, we have not presented such a specification here. 

The computational nature of DSDEVS model allows the simulation of such models. We are currently developing a model of 
estuaries following the specification given in this paper. We use the Virtual Laboratory Environment (VLE) platform 
[Quesnel et. al. 2004, Duboz et. al. 2004] to implement the model. VLE is a framework for multi-modelling and simulation 
and implements DSDEVS abstract simulators. In a close future, we will build estuary model and we will be able to test our 
general formal specification of the measurement of dynamic food web complexity. 
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ABSTRACT 
The advances in air quality modeling during the last decade have been spectacular because of the continuous improvement in 
the understanding of the physics and chemistry in the atmospheric dynamics. In parallel the continuous progress in computer 
capability and software simulation have contributed decisively to the actual capability to control the air quality impact of 
industrial sources. The use of complex air quality modeling systems such as MM5-CMAQ is illustrated in this contribution. 
We have mounted and applied the system for air quality impact assessment studies and also for real-time and forecasting 
information services with high performance and excellent results. In this contribution we will show the results of several 
examples of application of the system over cities and industrial plants in historical mode (impact assessment studies) and 
real-time and forecasting modes. Implementation of cluster computer platform is imperative due to the complexity of the 
systems and because of the required computer time. The system provide a full description of the air concentrations in time 
and space in the urban domain and in the surrounding areas of the industrial plants such as combined cycle power plants and 
incinerators.    

KEYWORDS 
Air pollution, operational system, industrial plants, 

1. Introduction 
The air quality impact of industrial plants is an essential issue in air quality assessment and modeling which is becoming 
more important due to the more strict EU legislation in air quality standards. The 2002/3/EC Directive of the European 
Parlament and of the Council of 12 February 2002 related to ozone in ambient air provides information related to shirt-term 
action plans at the appropriate administrative levels. In accordance with this legislation, industrial plants are being requested 
by environmental authorities to have appropriate control systems to provide in real-time and forecasting mode information 
related to the relative impact of their industrial plants in the forecasted pollution levels – in particular on the O3, SO2, NOx, 
CO and PM10 levels which are limited by different EU Directives -. The capability to reduce specific emissions in real-time 
according to a forecast for a specific area and period of time is actually a challenging issue. In the past years, this objective 
was limited due to the limited computer power and the cost of vector parallel computers. Nowadays, cluster system 
composed by PC processors (3,4 Ghz or 3,6 Ghz) provide an acceptable capability – once we have designed a proper 
architecture of the air quality modeling systems – to run this complex systems in real-time and forecasting mode. 

The concept of real-time in our case is related to the fact of taking appropriate decisions in advance to avoid specific exceeds 
of the EU Directive limits. Following above Directive the responsibility to design of short-term action plans, including 
trigger levels for specific actions, is the responsibility of Member States. Depending of the individual case, the plans may 
provide for graduated, cost-effective measures to control and, where necessary, reduce or suspend certain activities, including 
motor vehicle traffic, which contribute to emissions which result in the alert threshold being exceeded. These may also 
include effective measures in relation to the use of industrial plants or products. In this application we focus on the possible 
reduction of industrial activities – in our case, a combined cycle power plant -. 

Air pollution modeling systems have experimented a considerable advance during the last decade. During the 70’s and 80’s 
most of the air pollution models for all applications, but in particular where the so-called Gaussian models which means that 
the atmospheric transport equation (partial differential Navier-Stokes equations) is solved after a substantial simplification. 
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As a consequence, the solution is an exponential Gaussian form which provides concentrations of the emitted pollutants in 
time and space provided that a detailed meteorology is available. The Gaussian model is capable to run a seconds in modern 
computer platforms but the accuracy of the results and the difficulties to deal with chemical reactions make it inappropriate 
for our purposes. On the other hand the physics parameterization involved in most of this Gaussian models is limited adding 
more uncertainty to the results.  During the 90’s up to now, the so-called Eulerian models are being used. Intermediate 
models are the so-called Lagragian models which simulated the pollution concentrations by releasing a considerable amount 
of particles and tracking them over a mobile reference system. The Eulerian approach allows a full description of the 
complete atmospheric system with a fixed coordinate system. The Eulerian Air pollution models are classically divided into 
meteorological models and transport and chemistry models. In both cases the numerical methods are used to solve the 
Navier-Stokes equations with a limited number of approximations. Eulerian models require a considerable amount of 
computer power and for real-time and forecasting applications – as the one showed in this contribution -. 

The complete tool designed for this application is called TEAP (a Tool to Evaluate the Air quality impact of industrial Plants) 
(San José et al., 1998, 2004). This tool is designed to be used by the environmental impact department at the industrial site. 
The tool provides a response to air quality impact to industrial emissions in the form of  surface patterns and lineal time series 
for specific geographical locations into the model domain. The model domain is designed in a way that the industrial source 
point is located approximately in the center of the model domain. The model domain can be as large as wished but a specific 
nesting architecture should be designed for each case together with a balanced computer architecture.  

The TEAP tool (an EUREKA-EU project) has the capability to incorporate different modeling systems. In a preliminary 
stage we have tested thee system with the so-called OPANA model (ETC/ACC03). OPANA model (San José et al, 1998) 
stands for Operational Atmospheric Numerical pollution model for urban and regional areas and was developed at the middle 
of the 90’s by the Environmental Software and modeling Group at the Computer Science School of the Technical University 
of Madrid (UPM) based on the MEMO model (ETC/ACC03) developed in the University of Karlsruhe (Germany) in 1989 
and updated on 1995, for non-hydrostatic three dimensional mesoscale meteorological modeling and SMVGEAR  model for 
chemistry transformations based on the CBM-IV mechanism and the GEAR implicit numerical technique developed at 
University of Los Angeles (USA) in 1994. The OPANA model has been used (different versions) for simulating the 
atmospheric flow – and the pollutant concentrations – over cities and regions in different EU funded projects such as EMMA 
(1996-1998), EQUAL (1998 – 2001), APNEE (2000-2001). In these cases and others the model has become an operational 
tool for several cities such as Leicester (United Kingdom), Bilbao (Spain), Madrid (Spain),  Asturias region (North of Spain) 
and Quito (Ecuador, BID, 2000). In all these cases the model continue to operate under daily basis and simulates the 
atmospheric flow in a three dimensional framework. The OPANA model, however, is a limited area model – which means 
that the model domain is limited by the earth curvature – and the cloud chemistry and particulate matter is not included 
(aerosol and aqueous chemistry). 

The cluster approaches open new scenarios for many applications and particularly on the atmospheric dynamics simulations. 
The atmospheric models have also reached high sophisticated levels which include the simulation of the aerosol processes 
and cloud and aqueous chemistry.  These models include sophisticated land use information and deposition /emission models 

[San Jose et al. 1997]. The atmospheric models include traditionally two important modules: a) meteorological modelling and 
b) transport/chemistry modules. These two modules work in a full complementary mode, so that, the meteorological module 
provides full 4D datasets (3D wind components, temperature and specific humidity) to the transport/chemistry modules. CPU 
time is mainly used for transport/chemistry (70 – 80 %). This modelling system require important initial and boundary data 
sets to simulate properly specific time periods and spatial domains, such as landuse data, digital elevation model data, global 
meteorological data sets, vertical chemical profiles and emission inventory data sets. In this experiment we have used AVN 
(NCEP/NOAA, USA) global meteorological information as input for the MM5 meteorological model. The emission 
inventory for the proper spatial domain and for the specific period of time (at high spatial and temporal resolution) is possibly 
the most delicate input data for the sophisticated meteorological/transport/chemistry models. The accuracy of emission data is 
much lower than the accuracy of the numerical methods used for solving the partial differential equation systems (Navier – 
Stokes equations) for meteorological models [Grell et al. 1994] and the ordinary differential equation system for the 
chemistry module [San Jose et al. 1994], [San Jose et al. 1996], [San Jose et al. 1997]. Typical uncertainty associated to 
emission data is 25 – 50 %. However, in our application it is more important to see the relative impact of the industrial 
emissions in the mesoscale domain – where the tested industrial plant is located – than to quantify and qualify the absolute 
pollutant concentrations in the atmosphere. 

Examples of “state-of-the-art” meteorological models are: MM5 (PSU/NCAR, USA), RSM (NOAA, USA), ECMWF 
(Redding, U.K.), HIRLAM (Finnish Meteorological Institute, Finland), etc. Examples of “state-of-the-art” of 
transport/chemistry models – also called “third generation of air quality modelling systems” – are: EURAD (University of 
Cologne, Germany), [Stockwell et al. 1977], EUROS (RIVM, The Netherlands), [Lagner et al. 1998], EMEP Eulerian 
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(DNMI, Oslo, Norway), MATCH (SMHI, Norrkoping, Sweden), [Dervent Jenkin 1991], REM3 (Free University of Berlin, 
Germany), [Walcek 2000], CHIMERE (ISPL, Paris, France), [Schmidt et al. 2001], NILU-CTM (NILU, Kjeller, Norway), 
[Gardner et al. 1997], LOTOS (TNO, Apeldoorm, The Netherlands), [Roemer et al. 1996], DEM (NERI, Roskilde, 
Denmark), [Gery et al. 1989], STOCHEM (UK Met. Office, Bracknell, U.K.), [Collins et al. 1997]. In USA, CAMx Environ 
Inc., STEM-III (University of Iowa) and CMAQ (EPA, US) are the most up-to-date air quality dispersion chemical models. 
In this application we have used the CMAQ model (EPA, U.S.) which is one of the most complete models and includes 
aerosol, cloud and aerosol chemistry. 

2. The MM5-CMAQ Modeling System 
The CMAQ model (Community Multi-scale Air Quality Modeling System, EPA, US) is implemented in a consistent and 
balanced way with the MM5 model [12]. The CMAQ model is fixed “into” the MM5 model with the same grid resolution (6 
MM5 grid cells are used at the boundaries for CMAQ boundary conditions).  As an example a domain architecture is showed 
in Figure 1 for an application in a combined cycle power plant in the south area of Madrid Community . MM5 is linked to 
CMAQ by using the MCIP module which is providing the physical variables for running the dispersion/chemical module 
(CMAQ) such as boundary layer height, turbulent fluxes (momentum, latent and sensible heat), boundary layer turbulent 
stratification (Monin-Obukhov length), friction velocity, scale temperature, etc. We have run the modeling system (MM5-
CMAQ) with USGS 1 km landuse data and GTOPO 30’’ for the Digital Elevation Model (DEM) which can be substituted for 
any more accurate high spatial resolution landuse information in the implementation of the input data. 

The system uses EMIMO model to produce every hour and every 1 km grid cell the emissions of total VOC’s (including 
biogenic), SO2, NOx and CO. EMIMO is a emission model developed at our laboratory in 2001. This model uses global 
emission data from EMEP/CORINAIR European emission inventory (50 km spatial resolution) and EDGAR global emission 
inventory (RIVM, The Netherlands). In addition the EMIMO (EMIssion Model) model uses data from DCW (Digital Chart 
of the World) and USGS land-use data from AVHRR/NOAA 1 km satellite information. The EMIMO model includes a 
biogenic module (BIOEMI) developed also in our laboratory based on the algorithms for natural NOx, monoterpene and 
isoprene emissions in function of LAI (leaf Area Index) and PAR (photosynthetic active radiation). The emission inventory is 
a model which provides in time and space the amount of a pollutant emitted to the atmosphere. In our case we should 
quantify the emissions due to traffic, domestic sources, industrial and tertiary sector and also the biogenic emissions in the 
three model domains with 9 km, 3 km and 1 km spatial resolution mentioned above. The mathematical procedures to create 
an emission inventory are essentially two: a) Top-down and b) Bottom-up. In reality a nice combination of both approaches 
offers the best results. Because of the high non-linearity of the atmospheric system, due to the characteristics of the turbulent 
atmospheric flow, the only possibility to establish the impact of the part of the emissions (due to traffic or  one specific 
industrial plant, for example) in air concentrations, is to run the system several times, each time with a different emission 
scenario.  

In Figure 2 we see a scheme of the computer platform needed to simulate different emission reduction scenarios in case of 
exceeding the pollution levels stated at the legislative directives (L282/69, 26.10.2001). 

Each emission scenario involves to run a complete version of the model which differs from others only on the tested emission 
reduction so that in the case of industrial plants, we have an OFF scenarios which represents to run the model with the 
complete emission set (provided by EMIMO) but “without” the emissions from the industrial plant and the so-called ON 
scenario represents to run the model with exactly the same emissions as in the OFF scenario but “with” the expected hourly 
emissions from the industrial plant. Obviously the differences between ON and OFF represent the impact of the industrial 
emissions in the pollutant concentrations. A similar approach can be applied for any emission source which we would like to 
analyze (traffic flow, domestic emissions, etc.).   

In order to run these complex systems, a single PC seems to be quite limited because the required CPU time exceeds the 
available time for daily operational application. It is possible to use cluster platforms to reduce significantly the amount of 
computer time required for the different simulations. For running the MM5-CMAQ modeling system in the cluster platform, 
we use the cluster version of both modules. The only possible alternative is probably the cluster,  with an acceptable 
cost/benefit relation to run such a complex systems. Particularly in the case shown in this contribution, where the modeling 
system should be run in ON and OFF scenario but additional scenarios (to be compared each other or with the base case, 
OFF) can be included but much more CPU time will be required. We are working under an architecture of daily operation so 
that the CPU limit time is formally 24 hours but in practice (because the CMAQ CPU time depends on the maximum wind 
speed – Courant Law-), 18-20 CPU hours is a realistic limit.  
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Fig. 1.  MM5-CMAQ architecture for this experiment. 

 

 

 
 

Fig. 2. TEAP Computer platform scheme. 
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The results over platforms of about 20 nodes provide increases of time of about 10- 11 times for both modules 
(meteorological and chemical/transport). This rate is highly satisfactory but it may probably be increased by using faster 
connection architectures between PC’s. The MM5-CMAQ modeling system constitutes a reliable and robust software tool 
which allows a historic and on-line operational simulation over any domain at global scale with several different nesting 
capabilities and approaches. MM5 is used by several states in USA for weather forecasts and in Europe it is used by several 
meteorological Institutes as a research code and also for operational applications. In our lab, MM5 has been used 
(http://artico.lma.fi.upm.es) for operational weather forecasts – provided in the Internet – since year 2000 with reliable 
results. 

3. Results  
Different applications have been carried out over different domains and emission sources. In this contribution we will show 
particularly some examples over combined cycle power plants which required an air quality impact assessment before 
starting to operate and also the case of several incinerators in the Basque Country area in the north of Spain. 

 

3.1. Combined Cycle Power Plant in Madrid domain 
 

In this section we show results for an application of the MM5-CMAQ-EMIMO modeling system with the described input 
data (emissions – EMIMO -, landuse data – USGS -, topography – GTOPO -, etc.) over Madrid domain designed for a 
specific study of the impact of a future power plant construction. Several studies of this type have already been conducted at 
different areas in the Iberian Peninsula for different industrial type plants as mentioned above. In Figure 1 we showed the 
scheme designed for the study in the Madrid domain. Similar architecture has been used for different areas. Figure 3 shows 
the surface ozone  concentration differences over a domain of  27 x 33 grid cells (3 km ) centered at the planned power plant. 
The planned power plat emissions are incorporated to the system in ON scenario under the maximum impact mode i.e. the 
expected maximum hourly emissions produced by the power plant (worst scenario). 

 

 

 
 

Fig. 3. Surface concentration differences over a domain of  27 x 33 grid cells (3 km ) centered at the planned power plant. 
Differences between ozone concentrations (ppb) in OFF mode and with the planned power plant emissions at 4h00 (GMT) on 

July, 8, 2002. 
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These results show an excellent agreement between observations and modelling results in the calibration phase (before 
running the simulations adding the emissions from the planned industrial power plant). This agreement is essential for the 
reliability of the final results although the differences between the concentrations in ON and OFF modes are the most 
important relative results on these types of studies. 

We should underline that the amount of information obtained for a typical air quality impact study of an industrial and power 
plant for 120 hours periods along 12 month a year and for five criteria pollutants, 3 different nesting levels (9 km, 3 km and 1 
km) produces an amount of information (every hour analysis) of about 5 Gbytes and 400000 images (examples are shown in 
this contribution). The whole system should be controlled by the corresponding scripts running in automatic mode over 
several weeks in different PC platforms. 

In real- time mode we should carefully design our architecture (generally over a cluster platform) and assure that the 
simulations of ON, OFF and all emission reduction scenarios (X %) run under daily basis for 120 hours period and obtain the 
differences between ON and X % runs with OFF mode to obtain the best performance emission reduction scenario for the 
next 48 – 72 hours. The X % emission reduction scenarios are simulated by applying this emission reduction over the last 48 
– 72 hours. This operational architecture requires – as we said – cluster platforms. Our tests over a cluster with 20 nodes (2,4 
Ghz.) and one main PC (with 2,4 Ghz) show an increase on the speed of about 10 –11 times. This test was performed at a 
cluster in the University of Iowa (USA). Currently the first real-time and forecasting system which is installed and operating 
under these characteristics is installed in a combined cycle power plant for two large electric power companies in Spain 
(Iberdrola S.A. and Unión Fenosa, S.A.) and it contains eight nodes, each node with one processor of P-IV-3,4Ghz, 1 Gbyte 
RAM each and running 5 different scenarios for four 400 MW groups. 

 

3.2. Incinerator in Basque Country (North of Spain) 
 

Another application has been carried out over an incinerator project in the Basque Country in Spain. In this case an special 
adaptation of the CMAQ modeling system (Hutzell W.T. 2002) is implemented. This adaptation allowed to obtain the impact 
of different metals (Cd, Ni, As), Polycyclic Aromatic Hydrocarbons such as B[A]P and dioxins and furans, PCDD/F. This 
implementation increased the CPU time in about 40 % respecting the “classical one” and the amount of information 
comprised about 20 Gbytes. Actually, a second application has been carried out for a larger incinerator located in the 
surrounding area of San Sebastián (Spain) and in this case a much more comprehensive study has been carried out since a 
number of large industrial source points already working in the area have been analyzed. This study included the relative 
impact of the most important highway (A8) located in the surrounding area of the potential location of the future incinerator 
plant. Figure 4 shows the percentage of reduction in ozone concentrations due to the expected emissions of the planned 
incinerator over the 1k spatial resolution model domain (24 x 24 km) at 17h00 GMT on July, 12, 2002. 

The inclusion of up to six different industrial plants in the San Sebastian study required to use a large model domain for the 
highest spatial resolution domain (45 x 45 km with 1 km  spatial resolution). Also, the inclusion of the dioxins and furans up 
to a total of 16 no only increased substantially the CPU time but also all the chemistry related to gas and particle forms 
induced changes in the results due to the chemical activity. Unfortunately there are not a lot of measured dioxins and furans 
but currently a network located in USA has been used to validate the results of the dioxins and furans version of the CMAQ 
model. The results offer a wide range of correlation for the different species but in general terms most of the accuracies – as it 
is the case in most applications of these complex air quality models – can be due to the uncertainties involved in the emission 
inventory. For the analysis of the relative (to the potential impact of the projected incinerator) impact of the A8 highway we 
used detailed vehicle counting data obtained from the highway and Basque Government databases.  

 

4.  Conclusions 

 
In this contribution we have shown several applications and studies by using the sophisticated MM5-CMAQ modeling 
system. The system has been proved to be very robust and reliable. The results assure that it is possible to have in real-time 
and forecasting mode tools over the Internet which provides air quality impact forecasts for different industrial plants and 
urban areas and take emission reduction actions on time. Further work is currently under development to determine the best 
strategy to identify the best emission reduction strategies based on air quality forecasts. In the case of industrial plants the 
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complete switch off of the emissions for a period of 24-48 hours is the best possible solution assuming that the impact of the 
emissions of the industrial plant is the main cause of exceed of the EU legislative concentration limits (or any other world 
legislation). In the case of urban areas, the situation is much more complex since different emission sources and spatial 
locations should be studied and identify to take the optimal emission reduction strategy decision. This can only be 
accomplished by increasing the number of model runs by using massively the cluster approach. Further extensions and 
applications of this system can include the real-time analysis and impact of main highways and full traffic emission impact 
analysis from different districts and urban sectors according to the Municipality architecture.  

 

The system is starting to operate in real time and forecasting mode in the south-west area of Madrid for a combined cycled 
power plant with four 400 MW groups and using a 8-node cluster platform under LINUX OS. The system has been proved to 
be reliable and suitable to identify the impact in space and time of different air pollutants in real-time and forecasting mode.  

 

 

 

 

 
 

Fig. 4. Percentage of reduction in ozone concentrations due to the expected emissions (maximum mode)  of the planned 
incinerator over the 1k spatial resolution model domain (24 x 24 km) at 17h00 GMT on July, 12, 2002. 
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ABSTRACT 
The ESCOMPTE experiment (Expérience sur Site pour COntraindre les Modèles de Pollution et de Transport 
d’Emissions) was a great measurement campaign conducted over Southern France (including urban and industrial zones) 
in June and July 2001. In order to study the impact of chemical mechanisms on the redistribution of anthropogenic and 
biogenic emissions and on the oxidizing capacity of the atmosphere, we use an “online” coupling between the RAMS 
meso-scale model and two chemical mechanisms: (i) a condensed chemical mechanism - MOCA2.2, (ii) an explicit 
chemical mechanism - RACM. In these cases of complex circulations (sea breeze associated with topography) with high 
urban and industrial areas, this online coupling is an essential step to well simulate the processes which involve peaks of 
pollution. Two Intensive Observation Periods characterized by various meteorological conditions were simulated: IOP2a 
and IOP2b in June 2001.  Many primary species (NOx, SO2, CO, VOC) or secondary species (O3, NOy …) are compared 
with aircrafts and surface stations measurements for the numerical results from both chemistry models. We point out the 
impact of different chemical mechanisms on the production of species involved in the oxidizing capacity such as ozone, 
radicals and peroxides under urban and industrial areas. We highlight that theses two chemical mechanisms produce very 
close results for most of the pollutants, despites of their big differences.. We show the reduced and detailed mechanisms 
are almost the same for all the main atmospheric pollutants, as in spatial distribution as in temporal evolution. The 
differences between both mechanisms are only visible for VOCs because these compounds are the heart of RACM 
mechanism. For air quality modeling, a reduced mechanism is satisfactory, and has the advantage to be fast for using.  
 
KEYWORDS 
meso-scale modelling, chemical mechanisms, air pollution, gas-phase 

 
1. Introduction 
Control and prevision of pollution peaks on urban and sub-urban areas have become important human health issues. 
Despite of all national and inter-national agreements, increasing human activities provide a huge inrush of more or less 
toxic species onto the low-level layers of atmosphere. With the increase of computers calculation capacities, scientifics 
have made great progress on the comprehension and the simulation of dynamical and chemical processes which occur in 
the arrival, the persistence and the end of these high pollution periods. Dynamics and thermodynamics are well known to 
be important factors in the transport of chemical species contributing to the air quality. They strongly influence the 
evolution of concentration and the distribution of chemical species. However, theses parameters are also very dependent 
on chemical mechanisms used [Müller et al, 1995], emissions, dry deposition on surface, evaluation of actinic fluxes. 
Lots of chemistry schemes, with always more species and reactions, have been elaborated during the last decades (EMEP 
[79 species, 141 reactions; [Simpson et al, 1997]], RACM [77 species, 327 reactions; [Stockwell et al, 1997]], MCM 
[2400 species, 7100 reactions; [Jenkin et al, 1997]], …). All of these models give good results, but is such sophistication 
necessary to predict pollution peaks, principally due to primary and secondary species (Ozone, NOx, SO2, CO …)? 
Furthermore, how do these schemes, tested and validated most of the time with 0-Dimension meteorological models in 
idealized cases [Kuhn et al, 1998]; [Gross et al, 2003]; [Jimenez et al, 2003], behave coupled with 3D meso-scale model, 
in which lots of parameterizations influence the spatial and temporal redistribution of chemical species? 
Indeed, in the low layers of troposphere, the phenomena of emissions and deposition are extremely important, and 
strongly vary grid- point with another of the studied domain. A meso-scale modeling with nested grids, coupled to two 
different gas phase chemical schemes, as well as a module of emission and dry deposition [Wesely, 1989], realized on 
the domain covered by measurement campaign ESCOMPTE [Cros et al., 2004], will allow to simulate the three-
dimensional redistribution of the atmospheric pollutants, and thus to determine the real impact of the chemical model in 
simulations of quality of the air. 
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2. Simulations framework 
2.1.  Meteorological model 
To drive this study, we used the Regional Atmospheric Modeling System (RAMS) model version 4.3 
(http://www.atmet.com, [Cotton et al., 2003]). RAMS is a paralleled, meso-scale, non-hydrostatic weather forecast model 
allowing spatio-temporal integration from emissions scale up to meso-scale. This model is principally used for regional 
scale simulations and air quality applications. Many previous investigations on regional pollution have been made using 
the RAMS model [Lyons et al., 1995]; [Millan et al., 1997]; [Edy Cautenet, 1998]; [Cautenet et al., 1999]; [Poulet et al., 
2004], [Taghavi et al., 2004]). 
The model was used with two nested grids (two-ways nesting) (fig.1). With this configuration, each grid takes in account 
different part of the atmospheric dynamics. The coarse grid (grid 1), witch covers Southern France, a part of Northern 
Spain and a part of Northern Italy (field ranging from 41.45°N to 46.17°N and 2.0°W to 8.5°E) is principally devoted for 
synoptic circulation. This domain includes the cities of Lyons, Turin, and Barcelona in the north, east, and southwest 
respectively, witch are the most important sources of pollutant in this West European continent. Moreover, it comprises 
the Pyrenees, Massif Central, and Alps mountains. This topography introduces a complex circulation associated with sea 
breeze. This grid has 36 square meshes of 15 km. The fine one (grid 2 : 42.76°N to 44°N, 4.5°E to 6.2°E)(fig.2), covers 
the ESCOMPTE domain (including the cities of Marseilles, Toulon, Avignon, Alpilles hills, and the Durance and Rhone 
valleys), and is devoted to local circulation. It has 47 meshes of 3 km. The vertical resolution is the same for both grids: 
35 levels whose 15 levels from surface to 1500 meters, which ensures a fine description of the boundary layer. The time 
resolution is 15 seconds for the coarse grid, and five seconds for the fine one. 

 
Figure 1: Grid 1 and the nested grid 2 

 
Figure 2: Zoom on the grid 2 

Meteorological fields are initialized and 6-hourly nudged by the ECMWF (European Center for Medium-Range Weather 
Forecasts) database. This nudging is done at the lateral limits of the coarse domain. Simulations start on June 20, 2001 at 
0000 UTC and runs during 6 complete days. The soil vegetation model includes 30 classes issued from the USGS 
(United States Geophysical Survey) database with a 1 km resolution. A subgrid-scale scheme called "patch 
configuration" allows us to keep the 1 km information within our 3 km-mesh. The topography also has a 1 km resolution 
and is provided by USGS too. The sea surface temperature is obtained from satellite and from in-situ OOM (Observatoire 
d'Océanographie de Marseille) data.  

2.2. Emissions databases 
As shown by Taghavi et al. [2005], emissions play a critical role in air quality modelling. For the first grid we used the 
GENEMIS emission database for all anthropogenic species, and the GEIA database for biogenic ones. Theses inventories 
provide hourly and spatially averaged values. The 1° x 1° spatial resolution has been interpolated to our 3 kms x 3 kms 
grid. This method cannot provide a detailed view of the local emissions, but the first grid is just used as a driver for the 
grid two. So, the most important is to model background values, not local peaks. For grid two, the emission inventory has 
been made for different IOPs during ESCOMPTE campaign [François et al., 2005]. The spatial resolution is 1 km × 1 km 
in the horizontal direction. The emissions data include hourly values of 170 species. All emissions factors of 
anthropogenic species are calculated from data of 1999. All the available local and regional characteristics for specific 
sources of the ESCOMPTE region are taken into account. All biogenic emissions factors have been updated with data of 
2000, specifically for the ESCOMPTE region, and in some cases they have been corrected from in situ measurements.  
For more information about the assessment methodology of both emission databases, one can refer to a detailed 
document in the ESCOMPTE database (http://medias-mip.fr/escompte /data/index). A comparison between the 
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ESCOMPTE, CITEPA (PRQA, 1994), and GENEMIS inventories is explained in detail in François et al. [2004] for 
anthropogenic emissions. 

2.3. Deposition model 
In the atmospheric boundary layer, chemical field concentrations are affected by lots of processes due to the presence of 
ground and vegetation. The main process is the deposition of pollutant with act as a sink. Two ways are distinguished for 
this deposition: dry deposition and wet deposition. In our simulations, dry deposition is based on the parameterization 
described by Wesely [1989]. This method is a three-resistance approach: 

  Vd = (ra + rb + rc)-1

where ra is the aerodynamic resistance, mainly controlled by atmospheric turbulence; rb is the bulk resistance, 
representing the transport in the fluid sub layer near the plant surface; and rc is the canopy resistance. The resulting 
chemical resistance is a function of the considered pollutant (14 in our model), land-use, surface condition (dew or rain or 
not), and season [Wesely Hicks, 2000]. 

2.4. Meteorological conditions of the 22 and 25 June 2001 
The 3D redistribution of pollutants is very dependant on the typical meteorological conditions on the ESCOMPTE 
domain. The dynamics over this domain are driven by north wind which is channelled by the Rhone valley, but also by 
the topography on the west of the domain (Alps Mountains). We also have lots of sea breezes conditions. In order to 
compare accurately our chemical results, we should study different dynamical situations. We focus on two special days: 
the 22 June and the 25 June, because theses days are well documented, and also because they represent typical dynamical 
conditions observed in this region. For 2d map, we show values at 18:00 UTC because at this hour, dynamical 
phenomena are well developed and the peak of photolysis has been produced about 13:00 UTC – 14:00 UTC. So at this 
hour, the impact of all photochemical processes is weaker and the chemical fields obtained represent the result of all of 
these processes. 
June 22 is a typical summer Mistral condition. We have on the northeast of the domain the Mistral wind, and a weak see-
breeze along the coast. The two flows combine themselves to form a moderate speed wind blowing parallel to the littoral. 
On June 25, there is no more Mistral wind, but a highly developed sea-breeze, intensified by a southwest flow. Wind 
enters far inland. 
Figures 3 and 4 show wind simulated (black arrow) and measured (red arrows) for respectively the 22 June (fig. 3) and 
the 25 June (fig. 4) at 18:00 UTC at ground level. 
Detailed comparisons between the observed and modelled values for temperature, humidity and wind are shown in 
Taghavi [2003]. 

3. Chemical mechanisms used 
The aim of this study was to use different chemistry schemes with the same modelling of meteorological conditions and 
to compare the results of simulations to observations. But generally, changing the chemistry scheme requires heavy 
changes in the program code. To avoid this problem, an interpreter, SPACK, was coupled on-line. It allows us using any 
gas phase chemistry scheme without any changes in the code. Mechanism is read one time during model initialization, 
and production/destruction expressions for all species are constructed and kept into memory. This coupling has been 
validated by the inter-comparison protocol proposed by Kuhn et al. [1998] and Poppe et al. [1996]. Our results have been 
compared to the results obtained by Kuhn and are in very good agreements. 
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Figure 3: Wind of the 22 June 2001 at 18:00 UTC 

 
Figure 4: Wind of the 22 June 2001 at 18:00 UTC 

 
3.1. MOCA condensed 
We used first a condensed version of the MOCA2.2 scheme ([Aumont et al., 1996]; [Taghavi et al., 2005]). This 
mechanism takes 12 stable inorganic species, 5 inorganic intermediates, 10 stable organic species, and 2 organic 
intermediates into account, including isoprene, propene, ethene, and ethane, and is based upon a set of 65 chemical 
reactions (including 11 photolytic reactions). It accounts for the main processes driving the ozone concentration in a 
polluted zone. The hydroperoxyl / aldehyde conversion describes the degradation of the various organic compounds from 
anthropogenic emissions. The three main pathways of isoprene oxidation (strongly emitted by the Mediterranean 
vegetation) are taken into account. This chemical module calculates PAN concentration, which allows a realistic 
representation of NOy transport. Lastly, the model includes NO3/N2O5 equilibrium for night chemistry. Figure 5 gives us 
a schematic representation of this scheme. 

3.2. RACM (Regional Atmospheric Chemistry Mechanism)  
Secondly, we used the RACM scheme [Stockwell et al., 1997]. This model is a completely revised version of the 
RADM1 (Regional Acid Deposition Model) [Stockwell et al., 1986] and RADM2 [Stockwell et al., 1990] models, 
developed in order to incorporate new data. The mechanism includes 17 stable inorganic species, 4 inorganic 
intermediates, 32 stable organic species and 24 organic intermediates for a total of 237 reactions (including 23 photolytic 
reactions). Hundreds of VOCs (Volatile Organic Compounds) are grouped into 16 anthropogenic and 3 biogenic model 
species. This grouping is principally based on the reactivity of the VOC toward HO. Alteration of alkanes and alkenes 
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and also well represented. This mechanism is of course more realistic than MOCA, but it requires more informatic 
resources. 

 

 
Figure 5: schema of the MOCA condensed mechanism 

 

3.3. Other chemical related parameterizations 
The chemical time resolution is one second for both grids. At each time step and each mesh, chemical rates are evaluated 
from the temperature, pressure and humidity calculated in the RAMS model. Photolysis rates have been calculated by the 
TUV (Tropospheric Ultraviolet and Visible radiation) model offline [Madronich Flocke, 1987] which takes solar incident 
radiation and molecular properties of atmospheric gases into account and tabulated. These rates are updated every five 
minutes. Actinic fluxes are estimated by the d-Eddington approximation ([Joseph et al., 1976]; [Wiscombe, 1997]).  For 
the MOCA mechanism, three photolysis reactions, not integrated in the Madronich's program, have been added in this 
model with the calculation of new quantum yield and absorption efficiency [Aumont et al., 1996]. For RACM, we added 
15 reactions (cross sections and quantum yields from Stockwell et al., [1997]. 
The chemical solver is the QSSA (Quasi Steady State Approximation), [Hesstvedt et al., 1978], which is faster than a 
matrix solver like the Gear solver [Gear, 1971] but is nevertheless quite accurate ([Shieh et al., 1988]; [Dabdud et al., 
1995]; [Saylor Ford, 1995]). 
 
4. Results and discussion 
4.1. SO2 
SO2 is a key compound in atmospheric pollution because this specie is only emitted by fire and human activities. It is also 
a stable species, and his chemistry in gas-phase is very simple. Sulfur dioxide is only degraded into sulfuric acid. So, 
obviously, the 2 mechanisms (RAMS4 = MOCA-condensed; RAMS5 = RACM) give almost same results, concentration 
fields are principally directed by emissions. This specie is used as validation of our simulations, to be sure that both 
mechanisms work well. 
For both days, and both models, we can clearly see the impact of all the industrial emissions around the Berre pond and 
the Fos-Berre bay. Depending on the wind direction, SO2 peaks are located along the littoral, and impact the city of 
Marseilles (fig. 6 and 7), or transported inland, polluting rural areas like La Crau or Salon de Provence (fig. 8 and 9). 
Fields pattern are of course almost the same for the both mechanisms. 
If we look daily evolution of the sulfur dioxide concentration for the 25 June (fig. 10), we can see that both mechanisms 
give same results. Even if we correctly reproduce daily variation of SO2 concentration, we observe overestimation SO2 
values during the night, and an underestimation during the day. Different reasons can explain theses results. The first is 
the very long lifetime of SO2. So measurement can be affected by very long-range transported SO2 (this compound may 
easily travel over distances of much more than 300 km), which cannot be taken into account with meso-scale modeling. 
The second is a negative bias in the emission database. At last, a large part of measured SO2 is due to aerosols, which are 
not taken into account in our simulations. 
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Figure 6 : SO2 map for MOCA (22 June 2001 at 15 
UTC) 

Figure 7 : SO2 map for RACM (22 June 2001 at 15 
UTC) 

Figure 8 : SO2 map for MOCA (25 June 2001 at 15 
UTC) 

Figure 9 : SO2 map for RACM (25 June 2001 at 15 
UTC) 

 
Figure 10 : Time evolution of SO2 concentration 

 

4.2. NOx 
Atmospheric concentration of NOx is one of the main drivers (with VOCs) of the ozone production. So a good simulation 
of NOx field is important. Even if the main pathways of NOx production are the same in the two mechanisms (i.e. 
photodissociation), there are some differences, especially in the treatment of organic nitrogen and the reactions with NO3 
and VOCs oxidation. As shown by Jimenez et al. [2003] with 0D model, predicted values for NOx concentrations for 
both MOCA and RACM mechanisms are almost identical. The same characteristics are found with meso-scale modeling.  
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Figure 11 : NO2 map for MOCA (22 June 2001 at 
18UTC) 

Figure 12 : NO2 map for RACM (22 June 2001 at  
18 UTC) 

Figure 13 : NO2 map for MOCA (25 June 2001 at 18 
UTC)  

Figure 14 : NO2 map for RACM (25 June 2001 at 18 
UTC) 

For the figures 11, 12, 13, and 14, the colour spots at each station represent the measurement in this place. 

 
Figure 15 : Time evolution of NO2 concentration 

 
Concerning NO2, results for both mechanisms are in good agreements with measurements (the colored point onto the 
maps), but the spatial variability of the measurement cannot be reproduced by our setup resolution (3x3 km) (fig. 11 to 
14). For both meteorological conditions, values around the Berre pond and the city of Marseilles are almost the same. We 
can suppose that these areas are essentially directed by emissions. It is not the case for cities like Toulon or Arles. We see 
that for these stations, the results for both mechanisms are close together and in good agreement with measurement too. 
We can just focus the little bit higher NO2 background concentration for MOCA-condensed, especially the 22 June. Time 
evolution (fig. 15) shows that simulations done with the two mechanisms are also close together all along the day. So we 
see that differences between the MOCA-condensed and RACM mechanisms are negligible. 
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Figure 16 : NO map for MOCA (22 June 2001 at 18 
UTC) 

Figure 17 : NO map for RACM (22 June 2001 at 18 
UTC) 

Figure 18 : NO map for MOCA (25 June 2001 at 18 
UTC) 

Figure 19 : NO map for RACM (25 June 2001 at 18 
UTC) 

For the figures 16, 17, 18, and 19, the colour spots at each station represent the measurement in this place. 

 
Figure 20 : Time evolution of NO concentration 

 
The same conclusion can be formulated for NO fields. It’s very interesting to see that a condensed mechanism like 
MOCA, with his much reduced set of reactions, can well simulate such short-life species, even in areas not directly 
directed by emissions (fig. 16 to 19). The same tendency to have higher background values for MOCA-condensed is 
visible. Time evolution shows a little shift for the NO peak, maybe due to our meteorology, or a shift in the emission 
database 
4.3. Ozone 
Ozone is the main atmospheric pollutant. For both mechanisms, and both days, modeled values are in good agreement 
with the measurements (fig. 21 to 24). But, some differences appear. For the 22 June, MOCA seems to reproduce better 
the ozone values near 70 ppb around the Berre-pond and all the high emissions areas, but over-estimated rural values of 
about 10 ppb. RACM, well simulates these values, but underestimates, some largely, values near the Berre-pond.  
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Figure 21 : O3 map for MOCA (22 June 2001 at 18 
UTC) 

Figure 22 : O3 map for RACM (22 June 2001 at 18 
UTC) 

Figure 23 : O3 map for MOCA (25 June 2001 at 18 
UTC) 

Figure 24 : O3 map for RACM (25 June 2001 at 18 
UTC) 

For the figures 21, 22, 23, and 24, the colour spots at each station represent the measurement in this place. 

 
Figure 5 : Time evolution of O3 concentration 

 
It’s the inverse for the 25 June. MOCA mechanism underestimates ozone values, predicting concentration of about 10 
ppb less than measurements. RACM values are very good, except near the city of Arles. The high ozone values measured 
in the northeast are underestimated by both mechanisms. But it’s not a chemical problem. In fact, the peak is well 
simulated, with the good values, but it is located some kilometers northeastern, probably due to our meteorology. Sea-
breeze is too strong. Daily variations of ozone are also well simulated (fig. 25). Furthermore, we can see some difficulties 
to reproduce very low values during the night. We also remark the differences between the both mechanisms during the 
day, with more than 10 ppb between MOCA and RACM. 
 
4.4. Peroxydes 
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All peroxides, and especially hydrogen peroxide (H2O2) and hydroperoxide radical (HO2) are the main drivers of the 
oxidizing capacity of the atmosphere. Theses photochemical products serve as precursors of odd-oxygen, and indicate 
how the mechanism is able to degrade VOCs and produce secondary pollutants as ozone. For 22 June and 25 June (fig. 
26 to 29), RACM produces more peroxides over the land, and less over the sea. So we can suspect biogenic VOCs as 
responsible. But time series (fig. 30) show that MOCA produces higher daily variations in the RO2 concentration than 
RACM. Unfortunately, there is no measurement to know the good mechanism for peroxides.  
 

Figure 26 : RO2 map for MOCA (22 June 2001, at 18 
UTC) 

Figure 27 : RO2 map for RACM (22 June 2001, at 18 
UTC) 

Figure 28 : RO2 map for MOCA (25 June 2001, at 18 
UTC) 

Figure 29 : RO2 map for RACM (25 June 2001, at 18 
UTC) 

 

 
Figure 30 : Time evolution of RO2 concentration 

 
4.5. NOy 
NOy regroup all nitrogen compounds except NOx. We can see higher concentrations for MOCA than for RACM, 
especially the 22 June 2005 (fig. 31 to 32). Background values for MOCA are about 5 times higher. This difference 
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shows the different treatment of NO3 in the two mechanisms. In RACM, a huge part of the NO3 reacts with organic 
peroxy radical, whereas in MOCA, we have an accumulation of this specie in the atmosphere during daytime. This 
impact is less significant during the 25 June 2005 (fig. 33 to 34) because organics peroxy radicals are mainly due to the 
oxidizing of biogenic VOCs, not emitted by sea.  

Figure 31 : NOy map for MOCA (22 June 2001 at 18 
UTC) 

Figure 32 : NOy map for RACM (22 June 2001 at 18 
UTC) 

Figure 33 : NOy map for MOCA (25 June 2001 at 18 
UTC) 

Figure 34 : NOy map for RACM (25 June 2001 at 18 
UTC) 

 
So this day, concentrations of NOy are more dependent of anthopogenic emissions along the Berre-pond which are 
transported by the sea breeze. However, the concentration pattern for both mechanisms is the same, with values ranging 
from 1 to 7 ppb in rural areas and from 10 to 40 ppb in high emissions areas. 

4.6. VOCs 
The main difference between our two models concerns VOCs. MOCA includes a very limited development in the 
treatment of VOCs, especially for the biogenic ones. Only 10 VOCs are considered, as RACM uses more than 30 organic 
compounds. As expected, results for the two mechanisms are totally different. For Total Anthropogenic Hydrocarbons 
(TAH) (fig. 35 to 38), RACM produces values 3 to 6 times higher than MOCA, especially around the Fos-Berre 
petrochemical installations. Unfortunately, there are no usable measurements to validate these results, but viewing the 
local installations (high oil refinery), it seems that values simulated by RACM (up to 15 ppb) are more in agreement with 
reality and values commonly measured than MOCA’s ones (only 3-5 ppb). Figure 39 confirm the higher values for TAH 
given by RACM than these given by MOCA all along the day. 
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Figure 35 : TAH map for MOCA (22 June 2001 at 18 
UTC) 

Figure 36 : TAH map for RACM (22 June 2001 at 18 
UTC) 

Figure 37 : TAH map for MOCA (25 June 2001 at 18 
UTC) 

Figure 38 : TAH map for RACM (25 June 2001 at 18 
UTC) 

 

 
Figure 39 : Time evolution of TAH concentration 

 
For Total Biogenic Hydrocarbons (TBH), results are quite different. In the MOCA mechanism, only isoprene is 
considered, and in the ESCOMPTE domain there are high emissions of this species. RACM considers isoprene, but also 
all terpenes. However, the higher values for total biogenic carbon are predicted by MOCA (fig. 40 to 43). In MOCA, 
isoprene is emitted, but cannot be degraded rapidly, so we have accumulation in the atmosphere. RACM, because of his 
high concentrations of peroxides, can rapidly degrade biogenic VOCs onto high reactive fragments. However, we note 
values predicted by both mechanisms are close, with only up to 2.5 ppb of difference.  Figure 44 confirm the higher 
values for TBH given by RACM than these given by MOCA all along the day. 
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Figure 40 : TBH map for MOCA (22 June 2001 at 18 
UTC) 

Figure 41 : TBH map for RACM (22 June 2001 at 18 
UTC) 

Figure 42 : TBH map for MOCA (25 June 2001 at 18 
UTC) 

Figure 43 : TBH map for RACM (25 June 2001 at 18 
UTC) 

 
 

 
Figure 44 : Time evolution of TBH concentration 

 
 
5. Conclusion 
The aim of this study was to compare two chemical mechanisms coupled online with  the same  meso-scale model, with 
the same parameterizations for  photolysis rates and deposition , in order to determine if a detailed mechanism (RACM) 
is better than a reduced one (MOCA) for air quality prediction. The results of the two mechanisms were compared to 
measurements, to validate the simulations. It appears that results given by the reduced and detailed mechanisms are 
almost the same for all the main atmospheric pollutants, as in spatial distribution as in temporal evolution. The 
differences between both mechanisms are only visible for VOCs because these compounds are the heart of RACM 
mechanism. For air quality modeling, a reduced mechanism is satisfactory, and has the advantage to be fast for using. 
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Detailed mechanisms should be reserved for special predictions, for example prediction of concentration of compound 
highly volatile or for particular studies. 
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ABSTRACT 
Tropospheric ozone episodes are frequent in Mediterranean area characterized by relevant biogenic and anthropogenic 
emissions and high solar radiation levers. In the Marseille metropolitan area, the ESCOMPTE experimental campaign and 
modelling exercise have been performed in order (1) to analyse the photochemical pollution production and transport 
processes and (2) to design air quality control policies. The paper presents the simulation results performed by the TCAM 
model for the episode 21-26 June 2001 (IOP2). 
 
KEYWORDS 
Photochemical modelling system, ESCOMPTE modelling exercise, ozone episode simulation. 

 

1. Introduction 
Severe ozone concentrations often occur over Mediterranean countries, due to complex non-linear chemical reactions 
activated by high solar radiation and favoured by stagnating meteorological conditions [Sillman 1999]. These characteristics 
make photochemical smog to be typically a summer phenomenon, mainly occurring in domains nearby large urban areas. 
Such a complex phenomenology requires adequate models for analysing and designing effective emission reduction 
strategies. Several air quality models have been described and applied at the urban and regional scales for seasonal and 
episode simulations [Russel Dennis 2000].  

This work describes the simulation of the ozone episode 21-26 June 2001, monitored during ESCOMPTE experimental 
campaign [Cros et al. 2004], and performed by the TCAM photochemical model [Volta Finzi 2005], in the frame of the 
ESCOMPTE modelling exercise. 

 

2. The modelling system 
TCAM (Transport and Chemical Aerosol Model) is a multiphase, three-dimensional Eulerian grid model, in terrain-following 
co-ordinate system. The model formalizes the physical and chemical phenomena involved in the formation of secondary air 
pollution in heterogeneous phase. The pollutant evolution is computed solving, for each cell of the computational domain, the 
following mass-balance equation: 
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where: 

Ci  is the concentration of i species; 

vx, vy and vz  are the wind components; 

Blaise Pascal University, France 97 © OICMS 2005



Di and Si  are the deposition and emission terms; 

Kxx, Kyy, Kzz  are the diffusion coefficient along the x, y and z direction; 

Ri  is the heteerogeneous chemical term; 

Ai  is the term taking into account the aerosol processes (condensation, nucleation, acqueous). 

 

The chemical and physical phenomena occur simultaneously in atmosphere but solving Eq. 1 for each domain cell would be 
too time and memory expensive [Bastrup-Birk et al. 1996]. 

To solve the equation system 1, TCAM implements a split operator technique allowing to separately treat the horizontal 
transport, the vertical phenomena (including transport-diffusion, emissions and deposition) and the chemistry (including the 
aerosol phase processes), using the relation: 

 
xyzcczxy

n
i AAAAAAC =+1

(2) 

where Ci
n is the concentration of species i at time step n, Axy, Az and Ac are the horizontal transport, the vertical transport and 

the chemistry operators respectively. This approach ensures second order accuracy in time [Marchuk 1975]. 

2.1. Horizontal transport module 
The horizontal advection and diffusion module is based on a finite difference scheme using Chapeau Function [Pepper et al. 
1979], coupled with a nonlinear Forester filter [Forester 1977]. This scheme, 4th order accurate in space, is computationally 
efficient allowing mass conservation and suppression of negative concentrations. 

The module computes the lateral turbulent diffusivities on the basis of the Pasquill-Gifford stability classes [Pasquill 1974]. 

2.2. Vertical transport module 
The use of a terrain following coordinate system implies that vertical wind component needs to be corrected to take into 
account the vertical mass transport due to horizontal components: 
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where Vz is the corrected wind velocity and ht are the height of the terrain above sea level. 

The turbulent diffusion generally dominates the vertical transport of the pollutants [Holstag Nieuwstadt 1986]. The 
computation of Kzz is performed taking into account the meteorological parameters: the Monin-Obukhov length, the mixing 
height, the friction velocity and the convective velocity [Holstag Nieuwstadt 1986], [Scire et al. 1990]. The choice of the 
integration scheme is performed on the basis of the value of the vertical turbulent diffusivity coefficient Kzz: for high values, 
a fully implicit scheme is used, otherwise (stable classes, usually during the night) an explicit Cranck-Nicholson scheme is 
performed [Wille 1994]. 

2.3. Dry and Wet deposition 
Dry deposition is an important removal process, acting on all pollutant. It is characteristic of lower level of atmosphere and it 
is mostly related to roughness, composition and type, amount and physiological state of the vegetation, atmospheric 
parameters (stability, turbulence intensity) and pollutant properties. The phenomenon is described by the equation [Seinfeld 
Pandis 1997]: 

 

(4) diii vCF ⋅=

 

where Fi is the removed pollutant flux, Ci is the concentration of the i species near the terrain and vdi is the deposition 
velocity, computed on the basis of atmospheric turbulence, molecular brownian diffusion, terrain retain capability, and, for 
aerosol species, of gravitational settling. 

 
Wet deposition (of both gas and aerosol species) is described by the equation [Environ Corp. 2003]: 
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(5) Λ⋅= ii CF
 

where Λ is the scavenging coefficient computed separately for gases and aerosols.  

2.4. Gas phase chemical module 
A full mathematical description of the atmospheric chemistry is not possible because of the complexity and the large amount 
of reactions involving primary and secondary compounds. Air quality models implement simplified atmospheric chemistry 
by means of condensed chemical mechanisms [Dodge 2000], defined using either a lumped molecule or a lumped structure 
approach [Gery et al. 1989]. In the first case, organic compounds are grouped taking into account similar chemical and 
kinetic characteristic, while in the lumped structure approach, they are split into smaller reaction elements based on the types 
of carbon bonds in each species. TCAM allows the simulation of gas chemistry using either the lumped molecule schemes 
SAPRC90, SAPRC97, COCOH97 or the lumped structure mechanism CBIV.  

The inclusion of photochemical reactions into a grid-based model constitutes a severe numerical challenge as the resulting 
system is characterized by eigenvalues ranging over 10 order of magnitude. The algorithm implemented in TCAM to solve 
the differential equation system is the Implicit-Explicit Hybrid solver [Sun et al. 1994], that splits the species into fast and 
slow ones, according to the reaction velocity. The fast specie system is solved by means of the implicit Livermore Solver for 
Ordinary Differential Equations (LSODE) [Hindmarsch 1975], while the slow specie concentrations are computed by a 
Adams-Bashforth explicit scheme [Wille 1994]. 

2.5. Aerosol module 
The aerosol module implemented in TCAM is coupled with the COCOH97 gas phase chemical mechanism [Wexler Seinfeld 
1991]. It describes the most relevant aerosol processes: the condensation [Seinfeld Pandis 1997], the evaporation [Seinfeld 
Pandis 1997], the nucleation of H2SO4 [Jaecker-Voirol Mirabel 1989] and the aqueous oxidation of SO2 [Seinfeld Pandis 
1997]. The module describes particles size evolution by means of a fixed-moving approach. A generic particle is represented 
with an internal core containing the non volatile material, like elemental carbon, crustal and dust. The dimension of the core 
of each size class is established at the beginning of the simulation on the basis of a logarithmic distribution and it is held 
constant during the simulation. The volatile material is supposed to reside in an outer shell of the particle whose dimension is 
computed by the module at each time step processing the total mass and the total number of suspended particles. Both shell 
and core fractions are supposed to be internally mixed. The module describes the dynamics of 21 chemical compounds, 12 
inorganic (H2O, SO4

=, NH4
+, Cl-, NO3

-, Na+, H+, SO2(aq), H2O2(aq), O3(aq), elemental carbon and other) and 9 organic (a 
generic primary and 8 classes of secondary organic species) split in 10 size bins.  

 

3. Episode simulation 
3.1. Computational domain 
The Marseille area (South-East France) is characterized by complex terrain and meteorology. Three regions can be identified: 
(1) the high densely populated area along the Mediterranean coast including the cities of Marseille and Toulon, (2) the Fos-
Berre high industrial emission area in West of the domain, separated by Marseille zone by a rural area, and (3) the strong 
biogenic emission area in the NE of the domain (Figure 1). Such domain, often affected by severe photochemical pollution 
episodes during summer season, has been deeply investigated by means of the experimental campaigns and modelling studies 
performed in the frame of the ESCOMPTE project [Cros et al. 2004]. 

3.2. Episode selection 
The ESCOMPTE campaign has monitored four Intensive Observing Periods (IOPs). The period 21-26 June 2001 (IOP2) has 
been selected to be simulated with TCAM model, as it represents two typical meteo-chemical conditions. Analysing 
meteorological and chemical parameters, such period can be split in two sub periods, namely IOP2a (21-23 June) and IOP2b 
(24-26 June) [Cros et al. 2004]. The former is characterized by the conclusion of a Mistral episode, with a moderate wind 
blowing from NW to East and critical ozone levels over SE part of the domain. During the latter, the circulation is mainly due 
to local breezes (mountain - sea), and the ozone concentrations reach high values in suburban areas and in the valleys at 
North of Marseille. 
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Figure 1: Simulation domain with main cities and monitoring stations selected for the model simulation assessment. 

 

3.3. Simulation Setup 
The TCAM model, implementing the SAPRC97 [Carter et al. 1997] chemical scheme, has been applied over a 144x150 km2 
area, subdivided according to a grid system having 48 per 50 cells with 3 km step size and 15 vertical layers of variable 
thickness (20, 50, 100, 170, 260, 380, 560, 840, 1220, 1750, 2400, 3300, 4500, 5700, 7000 m a.s.l.). 

The 3D meteorological fields (wind, mixing height, humidity and temperature) are provided by means of a three-step 
procedure. (1) The available local measurements and the ALADIN fields (ESCOMPTE database) [Bubnova et al. 1993], 
have been collected and analysed. (2) The meteorological fields have been performed by RAMS prognostic model [Walko 
2001]. (3) Finally, RAMS hourly meteorological fields have interpolated into TCAM grid system by means of CALMET 
model [Scire et al. 1990], in order to preserve continuity and mass consistence. 

The hourly emission fields have been performed processing the ESCOMPTE point and area source inventory. Table 1 shows 
the diffuse and point source emissions in the simulation domain. With the exception of SO2 emissions, area sources represent 
the primary pollutant sources. Table 2 presents the main VOC compound emission and the source apportionment during the 
episode: the high contribution of isoprene in the total amount of organics is underlined. The VOC classes have been mapped 
into SAROAD [US-EPA 1991a] species and lumped into SAPRC97 chemical mechanism classes. Figures 2 and 3 show the 
NOx and VOC emissions estimated for the domain during the simulated episode. The emissions from anthropogenic sources 
are mainly located in correspondence of main urban and industrial areas along the coast as well as along the road networks 
and the ship trajectories. The biogenic emission map highlights that such contribution, mainly estimated in the NE part of the 
domain, is comparable to anthropogenic emissions. 

The boundary conditions have been estimated processing MOCAGE [Peuch et al. 1999] fields, provided in the frame of the 
ESCOMPTE project. The MOCAGE chemical species have been mapped in the SAPRC97. 

 

Table 1: Total emission and source contribution [%] over the domain, computed for the IOP2. 

Source Type NOx CO SO2 VOC 

Emissions (ton/period) 2,315 7,266 1,802 2,454 

Area 78% 56% 13% 97% 

Point 22% 44% 87% 3% 
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Table 2: Main VOC lumped group total emission and source contribution [%] over the domain, computed for IOP2. 

Source Type Formaldeyde Alkanes Aromatics Isoprene Olefins 

Emissions (ton/period) 80 313 191 1,606 181 

Area 39 6 3 0 1 

Point 61 94 97 100 99 
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Figure 2: NOx emissions for the selected episode (kg/period). 
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Figure 3:Anthropogenic (left) and biogenic (right) VOC emissions for the selected episode (kg/period). 
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3.4. Validation 
In order to assess model performances, six monitoring stations, located in areas with different emission densities and ozone 
levels, have been selected (Figure 1): two are located in Marseille and Toulon urban areas (U18, P5), two in rural areas (C11, 
R5), and two in the region between Marseille urban area and the Fos-Berre industrialized zone. The rural stations are 
characterized by the highest ozone values occurring during the IOP2b (24-26 June): the breezes transport Marseille plume 
towards rural areas, where moderated NOx emissions are not able to reduce transported ozone masses. Urban sites show a 
more homogeneous behaviour, with a moderate decrease in the IOP2b. 

3.4.1 Ozone 
The simulation validation has been performed comparing computed and measured hourly ozone concentrations using the 
performance indexes suggested by [US-EPA 1991b]. These indexes include (1) correlation coefficient, (2) Mean Normalized 
Bias Error (MNBE) and (3) Mean Normalized Gross Error (MNGE). The errors have been calculated accounting a cut-off 
threshold of 60 ppb on the measured concentrations and their confidence level criteria are respectively ±0.05÷0.15 and 
0.30÷0.35. The statistics reported in Table 3 show satisfying performance for all the indexes in the considered stations. The 
highest correlation values are computed in the urban and suburban stations (near 0.69÷0.74), while in the rural stations the 
correlation values are the lowest ones (0.46÷0.61). The MNBE index shows that the model underestimates high ozone 
concentrations in all the assessment sites. 

 

Table 3:  Validation performances (Correlation, Mean Normalized Bias Error and Mean Normalized Gross Error above 60 
ppb) of the modelling system for the selected period: ground level ozone. 

Code Station Correlation MNBE60 MNGE60

U10 Marignane-Ville 0.69 -0.12 0.13 

U12 Vitrolles 0.73 -0.07 0.17 

U18 Marseille 5 Avenue 0.71 -0.13 0.14 

C11 Dupail 0.61 -0.16 0.17 

R5 Cadarache/Durance 0.46 -0.24 0.25 

P5 Toulon Ouest/Olive 0.74 -0.04 0.08 

 

The Figure 4 shows the good agreement between observed and computed concentrations for the IOP2a while the IOP2b is 
characterized by the ozone underestimation in the rural stations and the overestimation in the urban sites. Such behaviour can 
be ascribed to the difficulty of the meteorological processors to correctly reproduce at this scale the breezes occurred during 
the IOP2b. 

The Figure 5 presents the mean ozone concentrations calculated during daylight hours (8-19) for the IOP2. The ozone map 
for the IOP2a shows the maximum impact in the coastal region, near Toulon; high concentrations are simulated in the valleys 
in the central part of the domain. During the IOP2b the highest values are calculated in the Marseille surroundings. The map 
also underlines the ozone accumulation in the rural areas of the domain due to the breezes phenomena as suggested by the 
time series analysis.  

The ozone simulated maps are similar to those computed by other models performed during the ESCOMPTE modelling 
exercise (http://medias.obs-mip.fr/escompte/exercice/HTML/exe.html). 

3.4.2 Nitrogen oxides 
Figure 6 presents the comparison between measured and simulated nitrogen oxides time series time in a urban (Marignane-
Ville) and a rural (Dupail) station. Measured values present high concentration peaks due to point emissions. In the Dupail 
rural station this phenomenon is clear during the IOP2b, when local breezes transport industrial plume towards the center part 
of the domain. 

The model generally underestimates NOx concentration, in particular in the rural station. The lower performances observed 
in the IOP2b, confirms that the meteorological preprocessor roughly describes local meteorological regimes at this space 
resolution. The NOx day-night trend is consistent: during the day the concentration of NO2 are lower, because of the high 
ozone value, while, when the photochemical activity decreases, NO2 concentrations increase. 
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Figure 4: Computed and Observed ozone hourly concentrations. 
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Figure 5: Mean hourly ozone concentration map (ppb) during light hours (8-19) in the periods 21-23 June (left) and 24-26 

June (right). 
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Figure 6: Computed and Observed NO2 hourly concentrations. 

 

4. Conclusions 
The IOP2 monitored during the ESCOMPTE campaign over Marseille region has been performed by the TCAM 
photochemical model. The assessment analysis underlines high agreement between measured and simulates ozone 
concentrations during the first part of the episode when the meteorology is ruled by predominant wind circulations. The 
model performances decrease assessing the second part of the IOP2, characterized by local meteorological regimes roughly 
simulated by the meteorological processor at this space resolution. The modelling exercise reveals the key role of 
meteorological input driving simulations of severe ozone episodes over complex domain. 
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ABSTRACT 
The latest Tsunami disaster is one example of how many places around the world suffer from natural disasters which obstruct 
human life and cause enormous types of damages. One of the major issues involved is such disasters is evacuation. Good 
evacuation planning reduces the risk of the most valuable loss- the human life. 

In our work, we draw a mathematical model for the evacuation time involved in one of the major disasters- earthquakes with 
the long-term objective of minimizing the needed evacuation time. We study significant elements involved in any evacuation, 
as well as the effects of the factors of earthquakes on such an evacuation. Factors include the number of people involved in 
the evacuation, their estimated velocity, gender and age in addition to factors which relate directly to earthquakes such as the 
earthquake's magnitude and duration.      

In conclusion, this study offers a flexible and stable model that calculates reasonable evacuation time for evacuations 
triggered by earthquakes. The model is applicable to all types of square-shaped rooms and takes into consideration the 
variations among the characteristics of the people involved in an evacuation, in addition to factors forced by earthquakes.  

 

KEYWORDS 
Modeling, earthquakes, evacuation factors, evacuation time 

 

1. Introduction 
One of the major issues involved in natural disasters, such as earthquakes, is evacuation. In this work, evacuations triggered 
by earthquakes are considered; evacuation time is studied based on a mathematical model, and conclusions are drawn on 
circumstances that lead to the fastest evacuation.   

There are several factors which affect the time needed for evacuating a closed area. These factors include the number of 
people involved, the area and shape of the room to be evacuated, the number and size of egresses, the human velocity, and 
the human response time (considering aspects such as age and gender). 

In addition to these general evacuation factors, there are factors which are specific to the problem under study – evacuations 
triggered by earthquakes. Such factors include: focal depth, distance from the earthquake’s epicenter, earthquake’s 
magnitude, earthquake’s duration, and the nature of ground suffering an earthquake. 

This research studies some components of the mathematical model used by [Buduardja et al. 1998] for calculating the needed 
evacuation time of a single square-shaped room having only one type of exits – a conventional door. However, more details 
are embedded in the model that, are believed, would help provide a more accurate translation of a real-life evacuation 
process. The weakness of the model drawn at Goshen College as described by its authors [Buduardja et al. 1998] is that it 
needs to utilize to different essential equations in order to decide the maximum room occupancy. However, there are also 
other considerations such as characteristics of the people involved in an evacuation as well as the nature of the alert that 
triggered the evacuation event. 

It is believed that this study offers a model that calculates reasonable evacuation time that is applicable to all types of square-
shaped rooms with exits formed by conventional doors. The model takes into consideration the variations among the 
characteristics of the people involved in an evacuation, in addition to factors forced by earthquakes.  
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2. The Mathematical Model 
2.1. Defining Model Parameters 
The model involves several parameters defined as follows:  

N The number of people inside the room to be evacuated 

Ttotal The total time required to completely evacuate everyone from inside the room to outside the room. Ttotal is measured 
starting from the time when the emergency notice is issued until everyone is outside the room 

Texit The time required for everyone to pass the exit door assuming that everyone has been in the ready-to-exit position 

Tdelay The total delay which involves response time, time to be ready, and other factors that cause more delay 

Tready The average time required for everyone to move to the ready-to-exit position from their initial position 

Trespond The average time required for everyone to respond to the emergency notice 

Tothers The time required for any other obstruction possibilities 

Tfoe The time added to the total evacuation time due to factors directly related to earthquakes 

TD The duration of the earthquake 

TDrange    The delay forced by the duration of the earthquake 

M The magnitude of the earthquake 

Mrange     The delay forced by the magnitude of the earthquake 

Vp The reasonable velocity of a human being in a panic situation 

θ The human speed reduction factor under the situation where there are obstructions that may reduce the speed, such 
as movable furniture, raisers, slope …etc 

Se The distance calculated from the exit to the point between the nearest and the farthest distances from the exit 

R The rate of people exiting, i.e. the average number of people exiting per unit of time 

E The number of egresses 

Wd The average frontal width of egresses 

Tpassing The average time required by one person to pass the exit door 

Nch The number of children inside the room 

Nw  The number of women inside the room 

Nm The number of men inside the room 

Prch The priority given to children 

Prw The priority given to women 

Prm The priority given to men 

 

As can be seen from the above parameters, the model separates the total evacuation time into two elements: the time from 
when occupants first received the emergency notice until they pass through the exit door, and the time needed for people to 
go through the way out. The main objective is to evacuate as many people as possible. 
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2.2. Details of the Model 
As mentioned earlier, the model separates the total evacuation time Ttotal into to the exit time Texit and the delay time Tdelay: 

Ttotal = Texit + Tdelay  Equation 1 

Furthermore, we define Texit as the time required for everyone to pass the exit door. Hence Texit should consider the number of 
people to be transported (N) taking into consideration priorities given, and the rate of people exiting R: 

Texit = N / R   Equation 1.2 

where N = Nch*Prch  + Nw*Prw + Nm*Prm  Equation 1.2.1 

The rate of people exiting R can be calculated with the consideration of the frontal width of the exit Wd, the average frontal 
width of the people Wp, the number of egresses E, and the average time for each person to pass the exit Tpassing. 

Dividing the Wd by Wp will help determine the number of people that can escape through one exit at the same time. 

In order to determine the amount of time required for each person to pass the door- Tpassing, we divide the average distance 
traveled by each person when he/she crosses the exit Sp by the average velocity of a human being in a panic situation Vp: 

Tpassing = Sp / Vp  Equation 2  

The average distance traveled by each person can be determined as the sum of the thickness of the door X and the average 
frontal width of humans: 

Sp = X + Wp .  Equation 2.1  

The number of egresses E affects the throughput rate of people exiting. Therefore, we reach an equation for measuring the 
rate of people exiting R (assuming only conventional doors for exits): 

R = (( Wd / Wp ) * E ) / Tpassing   Equation 1.2.2   

Tdelay is defined as the average time required for everyone to move to the ready-to-exit position from his/her initial position. 
Tdelay is very dependent on the room configuration, the room shape, and the location of people inside the room. Hence, the 
model should be general enough in order to cover the entire possible situations: 

Tdelay = Tready + Trespond + Tfoe +Tothers  Equation 1.3   

It is expected that the minimum Tready should be the time needed for the person nearest the exit to travel from his or her 
position to the exit door, and the maximum Tready is the time required by the person farthest from the exit to do the same 
action. However, as the farthest person is moving to exit, the nearest person has already exited. Based on those assumptions, 
the reasonable Tready should be the average of those two. The best method to approximate the reasonable Tready is the time 
needed by a person to travel from the distance between the nearest and the farthest distance from the exit door Se.  

The model also introduces another factor that may affect the velocity on the way to the exit door as θ. This factor would be 1 
unless under the situation where raisers, slope, slippery surface…etc exist. The θ is ranging from 0 to 1 with 1 meaning that 
there is no reduction factor. We consider the movable furniture as velocity reduction factor because those do not change the 
path traveled by the people, but requires them to move them from their way. Thus, Tready can be formulated as the following: 

Tready = Se / (θ Vp)  Equation 1.3.1 

Trespond is determined by the average time required by humans to respond to an emergency notice. In other words, it is the 
duration between the time emergency notice is issued and the time people start to react. 

Tothers introduces delays caused by other obstruction possibilities that may be present due to panic for example. Tfoe introduces 
factors that are present due to the cause of evacuation. The problem specification defines earthquakes as the trigger to 
evacuation. The next section describes how Tfoe is defined in the model. 
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2.3. Evacuations Triggered by Earthquakes 
The evacuation time is highly affected by the nature of the earthquake itself. There are many factors that determine the effects 
made by an earthquake, such factors include [TheEpicenter 2005]:  

1- The magnitude of the earthquake (M): which controls the whole process of evacuation to the extent that in cases of high 
magnitude (7 and above), no evacuation is possible. The magnitude of earthquakes depends on two elements: 

a- The nature of the area hit by the earthquake: The magnitude of the earthquake differs depending on whether the area is 
rocky or sandy. In rocky areas, the earthquake's effects are more disastrous than in sandy areas, and the magnitude of 
earthquakes differs too depending on the nature of the plates; ocean plates absorb earthquake waves, so the damage is less 
than that of the continental plates.     

b- The distance from the earthquake’s epicenter: the larger the distance from the epicenter, the more time is available for 
evacuation.       

2- The duration time of the earthquake (TD): affects the amount of damage caused by the earthquake; the longer the duration, 
the worse the damage caused, and therefore more time will be needed for evacuation.  

The model considers both factors; magnitude and duration time as shown in the following equation:  

Tfoe = Mrange + TDrange     Equation 1.3.2 

 

2.4. Assignment of Values 
In order to obtain a mathematical model that is close to real-world situations, constant values are assigned to some of the 
model parameters mentioned earlier. These values help verify the model; they are, however, subject to changes whenever 
necessary. The assignments are as follows: 

Vp= (0.75-1.3) m/s. [Buduardja et al. 1998] assumed a value of 1m/s. The study varied the range by approximately +0.25 and    
-0.25 due to gender and priorities. 

Prch= 3, Prw= 2, Prm= 1. This as a common-knowledge social issue [Fordham 1999]. 

Wd= 1.0 m, X= 0.2 m, N= (1-100). These values were taken based on the available items for actual experiments. 

Wpch= 0.3 m, Wpw= 0.45 m, Wpm= 0.5; based on the value of Wp assumed by [Buduardja et al. 1998]. 

Trespond= 2.0 seconds [Buduardja et al. 1998]. 

Tothers = 1.0 seconds. [Buduardja et al. 1998] assumed a value of 0.0 seconds, however, the review of literature [Fordham 
1999] [Wallenius 2001] showed delay caused by the time required for any other obstruction possibilities 

Mrange is assigned a value in seconds based on the range of M; (range 1-3, value = 20) (range 4-6, value = 30) (range >=7, no 
evacuation possible). 

TDrange is assigned a value in seconds based on the range of TD; (range 1-3, value = 10) (range 4-6, value = 20) (range 7-10, 
value = 40). 

The latter two assumptions of values are taken based on the damaged caused by an earthquake [TheEpicenter 2005]. 
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3. Assumptions 
The following assumptions are established in order to formalize the environment of the model: 

 People are classified into three categories: men, women and children. [Fordham 1999] addressed the issue of gender in a 
disaster process and therefore the model was designed to be gender sensitive; i.e. gender-sensitive priorities are taken into 
consideration. This affects the total evacuation time in cases where lower priority gender is closer to exits. Obviously, 
another group ‘elderly people’ could have been incorporated, yet it was not possible to include for actual experiments. 

 The number of people in the room does not exceed 100 persons; this was the maximum number that was available for 
actual experiments.  

 There are no obstacles outside the room, so that outflow of people exiting the room depends only on the factors inside the 
room. 

 There is only one type of exits – a conventional door. 

 Evacuation priorities are given to different genders. Children are given the highest priority, followed by women the men. 
The influence of priorities is shown when a gender of a lower priority is closer to the exit. 

 People want to reach the exit as fast they can. Panic is present [Alexander 1990].  

 The evacuation is triggered by an earthquake. Therefore, characteristics forced by the trigger are highly considered 
[Edwards 1993]. 

4. The Simulation Process 
The simulation process involved several considerations which are explained below. It should be noted that there was time 
stepping in the calculation of each trajectory. 

 

4.1. Initial Positions 
Initial positions are given to the assigned population by random (x,y) coordinates representing points within the 2-
dimentional top view of the square shaped room. 

 

4.2. Calculation of Path  
The path a person takes towards an exit is calculated by following the Bresenham’s line-drawing algorithm [Hearn Baker 
1997] in which (Xinitial, Yinitial) is taken to be the random initial position for each person mentioned in 4.1, and (Xexit, Yexit) is 
the closest possible exit point to the person.    

 

Blaise Pascal University, France 111 © OICMS 2005



start 

         for each person in the room 

 give random initial position within the coordinates of the room (Xinitial, Yinitial) 

 locate the closest possible exit point (Xexit, Yexit) 

 locate the first midpoint 

 while (Xexit, Yexit) is not reached 

  if midpoint is above the exact path  

   move towards lower available pixel 

   assign next midpoint to the right 

  else 

   move towards upper available pixel 

   assign next midpoint to the top-right 

end 

 
 

Figure 1- Algorithm for Calculating the Path for Each Person towards the Exit 

4.3. Random Parameters  
 

In order to make a good approximation of the reality, random assignments where made to the parameters within the values 
stated in 2.4. However, certain patterns were also forced to examine the sensitivity of each parameter. 

 

In each case, values were written to a file and then fed to the simulator. The results giving the total evacuation time, in 
addition to the values calculated for the time divisions given by the model were then save to another file for evaluation and 
comparison with values obtained by actual experiments. 
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5. Case Studies 
The model was implemented, tested and visualized against a number of case studies: 

 

5.1. The Number of Egresses 
In this case, the number of egresses was varied among 1 and 3, other factors were kept fixed. This is shown in figure 2(a)(b).  

 
 

      Figure 2(a) Initial state – Number of Egresses    Figure 2(b) After evacuation – Number of Egresses 

 

5.2. The Number of People 
In this case, the number of people involved in the evacuation was varied among 5 and 10, other factors were kept fixed. This 
is shown in figure 3(a)(b).  

 

 
Figure 3(a) Initial state – Number of People           Figure 3(b) After evacuation – Number of People 
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5.3. Gender Sensitivity 
In this case, the number of women and men involved in the evacuation was varied among 2 and 4, other factors were kept 
fixed. This is shown in figure 4(a)(b).  

 

 
Figure 4(a) Initial state – Gender Sensitivity          Figure 4(b) After evacuation – Gender Sensitivity 

 

 

5.4. The Number of Children 
In this case, the number of children and men involved in the evacuation was varied among 2 and 4, other factors were kept 
fixed. This is shown in figure 5(a)(b).  

 

 
 

Figure 5(a) Initial state – Number of Children         Figure 5(b) After evacuation – Number of Children 
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5.5. The Average Velocity 
In this case, the average velocity for each individual was varied by +0.25, other factors were kept fixed. This is shown in 
figure 6(a)(b).  

 
 

Figure 6(a) Initial state – Average Velocity   Figure 6(b) After evacuation – Average Velocity 

 

5.6. Earthquake Factors 
In this case, the magnitude and the duration time of the earthquake was varied among 2 and 5, other factors were kept fixed. 
This is shown in figure 7(a)(b).  

 

 
Figure 7(a) Initial state – Earthquake Factors  Figure 7(b) After evacuation – Earthquake Factors 
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6. Testing 
Figure 8 shows the results obtained by actual experiment as opposite to those given by the model categorized by criterion. It 
should be stated that whenever a factor was tested, others were kept fixed with the mid-values mentioned in section 2.4. Also, 
the numbers show the average case scenario.  

 

 
without affecting the integrity of the entire model.  
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Figure 8 – Model Results as Opposite to Actual Experiment Results 

 

7. Conclusions 
The drawn model considers factors involved in evacuations triggered by earthquakes with the long-term objective of 
minimizing the time needed for evacuation. Factors include the number of people involved in the evacuation, their estimated 
velocity, gender and age in addition to factors which relate directly to earthquakes such as the earthquake's magnitude and 
duration.  

The model is applicable to all types of square-shaped rooms and also takes into consideration the variations among the 
characteristics of the people involved in an evacuation, in addition to factors forced by earthquakes.  

There are several desirable features about this model. The model is flexible since the values of parameters can be easily 
changed and tested as has been done in the above mentioned case studies. In addition, Tothers offers great flexibility in 
handling special cases for square-shaped rooms. The model also guarantees stability since any parameter can be modified 
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Further developments may be done to the model by taking into considerations the following: 
 Obstacles that may face individuals inside and outside the evacuation area.  
 Different kinds of exits, such as stairs, windows, electrical doors…etc. The frontal width for the exit may also be 

considered. 
 Assigning values for Mrange and TDrange based on a formula that takes into consideration M and TD. 
 Introducing a new group ‘elderly people’ which will consequently have a different priority and speed. Therefore, an affect 

on the delay involved in an evacuation. 
 Different designs of the evacuation area (other than the square-shaped). 
 Developing the model to cover larger evacuation areas such as buildings. 
 Developing the model to cover outdoor areas such as traffic, areas of a city…etc. 
 Developing the model to cover the details for earthquake factors, such as focal depth and distance from epicenter. 
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ABSTRACT 
Drifting seaweeds plays a major role in areas where they are present. We describe a computer model, Jeosim, that clarifies the 
roles of those seaweeds in relation to their transport using particle tracking algorithm. The Euler rule with trapezoidal 
approximation, used to calculates drifting paths, is implemented in JeoSim in discrete events fashion in order to simulate the 
path and movement of seaweeds. Preprocessing of the ocean currents is done with the Princeton Ocean circulation Model 
(POM). Simulated current constitutes the data that provides force and directions for the calculations of drifting paths. Along 
with the implementation of the particle tracking algorithm in discrete event fashion, the originality of the JeoSim software lies 
in its Object Oriented architecture which makes it especially suited to perform simulation of living, cross scale systems with 
complex behavior. Behavior of drifting seaweeds of the Sargasso family has been implemented in JeoSim, and experimented 
in East China sea following a drifting seaweed collection campaign in may 2002. Despite a relative low resolution ocean 
currents data, simulated results compares well with the observed distribution. 
 
KEYWORDS Discrete event simulation, particle tracking, ecological modelling, modelling and simulation environment, models 
library, seaweeds 

1  Introduction 
Drifting seaweeds plays a major role in areas where they are present. They act as nursery for a vast amount of species, but 
also are a good bio-indicator of water quality. Such algae hosts moving ecosystems, and identifying the drift path is necessary 
in order to clarifying their roles. Particle tracking techniques have proven to be the most robust and common approach to 
identify drifting pathes [Reynolds 2003]. Mathematical models of particle tracking in the sea faces two main difficulties, the 
first is the lack of field data in order to evaluate the accuracy of such models. The second is the availability of ocean current 
data representing seasonal variability. These facts suggest that models should only retain such algorithm able to represent the 
minimum physics needed to reproduce the phenomena and avoid cumbersome procedures that have feeble scientific support, 
or that involves an excessive number of adjusting parameter. However, this minimum set of algorithms should be thoroughly 
tested and validated. Trajectory and spreading models usually uses resolutions of Lagrange particle tracking technique 
[García-Martínez and Flores-Tovar 1999], where particles simulate material transported by the water current, with various 
spreading mechanisms. The most common application of particle tracking spread models is the simulation of oil spills. 
Various works [García-Martínez and Flores-Tovar 1999], [Bennett and Clites 1987] shows that the common Euler approach 
used to solve Lagrange equations is very sensible to time stepping and might induce numerical errors that causes erroneous 
drift and exaggerate the spread. This report provides numerical experiment results that confirms the error introduced by a 
discrete time approach to an Euler resolution, and introduces a discrete event approach that is more suited to the simulation of 
ecological systems. The JeoSim model consists of two subsystems. The first is a three dimensional, sigma-coordinate 
hydrodynamic Model, the Princeton Ocean Model, that calculates ocean velocity fields in the area of interest. The second 
subsystem is a Lagrangian particle tracking spreading model that calculates material trajectories using the results from the 
hydrological model. 
Moreover, the use of a fixed time step during the simulation causes coupling problems in case of an integration into a cross 
scale ecological model. Unlike oil spills models, drifting seaweeds has many different aspects of interest. Such models 
applied to ecological science requires an advanced software framework to be build upon, because the simulation is not one of 
an inert particle, but of a living organism with a behavior that evolves in time and influences the drifting path. Model is to be 
observed by different point of views, with various variables that must be taken into account (biomass, distribution, 
mortality,…). These require the integration of several temporal, geographical and abstraction scales, therefore using a 
thoroughly engineered software architecture to match with the desired complexity and flexibility. 
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The application presented in this report is the analysis and simulation of Sargassum Sea grass distribution in East China Sea 
to clarify ecological roles of this specie. Recently a lot of drifting seaweeds were found in the East China Sea surrounded by 
Taiwan, China and Japan in spring. The Kuroshio Current passes northeasterly along the surface layer above 200 m isobaths 
in the East China Sea. Tsushima Current is bifurcated southwest of Kyushu Island from the Kuroshio Current and enters the 
Japan Sea through Tsushima Straight. Origin of Sargassum species newly found as drifting seaweeds are thought to be 
geographically limited around Chinese coast in the East China Sea. Sargassum species were collected during on-site studies 
near Chinese coasts in East China Sea and Yellow Sea, and the zone further delimited with satellite imagery. Nevertheless, it 
is important to verify those assumptions with the use of simulation software to identify particle paths, distribution and the 
timing of the distribution. We will first describe the software architecture, before providing details about the underlying 
algorithms and finish by presenting the simulation experiment in east China sea. 

2  General software architecture 
The JeoSim Software needs the pre-processing of Ocean Currents with an Ocean Circulation Model. Because of the high 
processing power required by such models, it is often necessary to use a supercomputer. Most ocean Circulation models are 
written in Fortran [Mellor and Yamada 1982], with a few opportunities to integrate them into a monolithic software. Most of 
those models also offers routines for particle tracking [Pacanowski et al. 1991] [Mellor and Yamada 1982], but are not very 
convenient because the tracking calculations are usually made synchronously with the flow calculation. Given that an ocean 
flow simulation can take as much as one month on a supercomputer. Using pre-processed current flows provides a more 
flexible way to perform simulation of different scenarios. The separation between the tracking and the flow calculation also 
enables the use of any other data sets. To facilitate the use of the ocean circulation model, JeoSim provides a software 
interface for management of ocean model initialization data (bathymetry, temperature, salinity fields and wind stress). The 
biggest originality of the software lies in the particle tracking module. Because the purpose of this software is to simulate 
biological systems, Jeosim is not a straightforward Lagrangian particle tracking simulator, but includes interfaces with GIS, 
and the possibility to integrate particle tracking into cross scale models. 

2.1  Modelling methodology 
Jeosim is a tool designed for ecosystem modellers. Therefore, the user should focus only on modelling, while the associated 
simulation is generated automatically. 
To do so, it is important to base the separation between modelling and simulation on a strong formal basis. This ensures that 
the model can be verified analytically, and that the traduction between the model and the simulation is mathematically correct. 
The mathematical foundations of our discrete events approach lies in Systems Theory. The basics has been developed by 
Zeigler in the discrete event system specification (DEVS) formalism [Zeigler 1990]. In this formalism, models are constructed 
in a modular and hierarchical manner. DEVS formalism is based on the use of two kinds of models: basic and coupled. Basic 
models describe the behavior of basic system entities. Coupled models correspond to the structure and contain basic and 
coupled models as well as the link between them. Both basic and coupled models can be used as model components. 
A basic DEVS model BM is a structure : 
 BM= <X,S,Y, , , ,λ>, where: intd at extd

• X: {(p,v)|(p∈ input ports, v∈ Xp)} is the set of input ports and values for the reception of external events,  
• Y: {(p,v)|(p∈ output ports, v∈ Yp)} is the set of output ports and values for the emission of events,  
• S is the set of internal sequential states,  

•  : S→S is the internal transition function that will move the system to the next state after the time returned by the 
time advance function,  

intd

•  : at S→R+ is the time advance function, that will give the life time of the current state (returns the time to the next 
internal transition),  

•  : Q×X→S is the external transition function that will schedule the states changes in reaction to an input event,  extd
      •    λ : Q×X→S is the output function that will generate external events just before the internal transition takes place. 
The dynamic interpretation is the following:  

• Q = {(s,e)|(s∈S,0<e<ta(s)} is the total states set and parameter.  
• e is the elapsed time since last transition, and s the partial set of states for the duration of ta(s) if no external event 

occur.  
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• δint : the model being in a state s at ti, it will go into s’, s’ =δint(s), if no external events occurs before ti + ta(s).  

• δext : when an external event occurs, the model being in the state s since the elapsed time e goes in s’, s’ =δext(s,e,x).  

• The next state depends on the elapsed time in the present state.  
• At every state change, e is reset to 0.  

• λ : the output function is executed before an internal transition, before emitting an output event the model remains in a 
transient state. A state with an infinite life time is a passive state (steady state), else, it is an active state (transient 
state). If the state s is passive, the model can evolve only with an input event occurrence.  

 
The coupled DEVS model CM is a structure :  
 CM = < X,Y,D,{ },EIC,EOC,IC >, where: DM d ∈

• X is the set of input ports for the reception of external events,  
• Y is the set of output ports for the emission of external events,  
• D is the set of components (coupled or basic models),  

•  is the DEVS model for each  ∈D,  dM d

• EIC is the set of input links, that connects the inputs of the coupled model to one or more of the inputs of the 
components that it contains,  

• EOC is the set of output links, that connects the outputs of one or more of the contained components to the output of 
the coupled model,  

      •    IC is the set of internal links, that connects the output ports of the components to the input ports of the components in 
the coupled models.  
In a coupled model, an output port from a model DM d ∈  can be connected to the input of another  but cannot be 
connected directly to itself. Both coupled and basic models can stand alone and are stored in a models library for reuse and 
archiving. 

DM d ∈

A very important point for ecosystem modellers is that models specified in DEVS can be automatically simulated. To 
each component of a given model is attached a generic simulation component. The simulation process is driven by messages 
exchange between ports in order to generate output events from inputs of the studied system. In itself, the formalism is not 
adapted to suit specific needs, but it can easily be extended. Next section presents the adaptation of DEVS for spatially 
explicit models such as treated by JeoSim. 
 

2.2  DEVS formalism adapted to spatially explicit models 
The adapted method to suit spatially explicit models method consists in modelling each component of the studied system 
separately [Acquaviva et al. 2004]. The system is represented with thematic layers communicating if necessary for the 
simulation. This is similar to the GIS representation of a system where several layers, each representing a specific point of 
view of the reality, are superposed to represent the whole system. With this representation, a specialist of each discipline 
involved in the study can work in his own field of knowledge and model a part of the system. In this approach, the models 
that are developed are just automatically coupled. It implies an efficient tasks distribution, a simplified reuse of existing 
models and a more targeted reengineering process, see [Filippi and Bisambiglia 2003] for details about the software. Figure 1 
represents the Object Oriented Architecture of the Software. In the specific problem a particle derives from a GeoAtomic 
model, which is a model with spatial attributes. Each particle/geoatomic model is associated to a simulator and the coupled 
models that contain those Geoatomics also have data layers that drive the simulation. 
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Figure 1:  Architecture of the system 

Thanks to the use of a strong theoretical base and the open architecture, JeoSim can be easily extended to include other 
biological processes that could occurs at different time and space scales. The next section presents in detail such adaptation 
for the case of the algae model. 

2.3  The DEVS Sargassum algae model 
A patch of algae is treated as a particle, that has a specific location, area and biomass. It has the following DEVS structure : 

• X: {(p,v)|(p{speed}, v{x-speed,y-speed,z-speed})}  
• Y: {(p,v)|(p{position, status},v{x, y, z}{attached, floating, sinking})}  
• S:{attached,floating,sinking},parameters{x,y,z,biomass,area-size} ,  
• δint : S→S updates position, and move to the next sequential state if appropriate.  

• ta : S→R+ returns the time to next position update, or next state change,  

• δext : Q×X→S receives new speed information in case of position or state update,  

      •    λ : Q×X→S outputs new position and state. Next section presents the particle tracking algorithm adapted for the algae 
dispersion model. 
Next section presents the particle tracking algorithm adapted for the algae dispersion model. 

3  Lagrangian discrete event particle-tracking trajectory model 
JeoSim calculates trajectories based on the assumption that behavior of drifting Seaweeds, like oils pills, can be idealized by a 
large number of particles that moves in three dimensions in a water body by advection and spreading dynamics. 
To determine the advective velocity field, JeoSim uses the 3D sigma coordinates Princeton Ocean Model [Mellor and 
Yamada 1982], that simulates ocean current, surface elevation, temperature, salinity and wind stress. The Princeton Ocean 
Model has been extensively tested and validated for the simulation of sea currents problems [POM 2005]. 
The velocities resulting from the hydrodynamic model is later used by the spread model to compute trajectories. The 
Lagrange particle tracking trajectory algorithm is based on the following vector equation: 

 
Where  is the I particle coordinate,  the advective velocity at the particle coordinate, and  is the random velocity 
fluctuation. The hydrodynamic model determines the advective velocities at discrete times, tn for t = 0..n and store it in a 
NetCDF [Unidata 2004] file for easy storing and analysis. The method most frequently used to solve is the system of 
Ordinaries differential equations is the Euler method. Generally, it is implemented in the following way: 

ix av dv

 
Where ∆t is the time step, and n is the time index such that tn = n∆t. This method is first order accurate, and particle tracking 
trajectories may diverge greatly from real ones as times advances unless Dt is very small. 

A very common method for achieve a better accuracy at an equivalent time stepping, is to use a trapezoidal 
approximation, which, uses a prediction-correction scheme such as: 
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(predictor)  
 

(corrector)  
Nevertheless, in highly non uniform flows, such as found in oceans, this method stills require a relative small time step to 
keep a good accuracy in zones of high speed currents. One way to overcome this limitation, is the use of discrete event 
simulation, where there is no fixed time step, and the calculation is made instead for a step size ∆q. Here n is an event index, 
and corresponds to an iteration with n = 0,1,2,3,.. being trajectories iterations indices. At each iteration, the time advance 
estimate, ta is computed to be the time taken by the particle to travel the distance Delta q. After each iterations, local time at 
the particle is updated to be tnext = t+ta. 

With the trapezoidal rules, this gives the following implementation : 
(step predictor) 

 
(predictor) 

 
(step estimate) 

 
(corrector) 

 
 

4  Spreading calculations 
Random velocities  are obtained by random sampling in the range of velocities [-Ur, Ur], [-Vr, Vr] [-Wr, Wr] to simulate 
spreading of seaweed patches. Those ranges are assumed to be proportional to diffusion coefficients in x, y and y. Velocities 
diffusion has been estimated from a study from [Bograd et al. 1999], which uses satellites tracking of drifters in the northern 
Pacific to perform empirical estimates of diffusion coefficients. The relative diffusion coefficient is expressed by the 
following Formula: Du = Ur/U(rms) and Dv = Vr/V(rms). [Bograd et al. 1999] found an average Du to be 0.1 and Dv = 0.08. 
In the model, Dw = Wr/W(rms) is given by the mortality and loss of floatability of the seaweed. Therefore, it is not assumed 
to have additional random motion, because the mortality distribution in itself is random. 
This extensive survey also suggest that the use of those overall diffusion coefficient are of a sufficient approximation for 
modelling studies. The general equation for Euler with dispersion is Vd= (Vx + Vd)/ dt. To estimate Vd, we then apply the 
diffusion coefficient to the RMS speed obtained from the flow calculation. 

5  Numerical Experiments 
The purpose of this section is to show and calculate the difference between Euler method, trapezoidal approximation, discrete 
Event and discrete time. To be able to verify the results against analytical ones, we neglect the diffusion coefficients in (1) the 
dispersion would only be dependant of the precision algorithm and truncation errors. The numerical experiment consist of a 
Lagrangian resolution of the circle equation. The analytical solution in this velocity field is : 
xe(t)=exp(at)[x0cosbt-y0sinbt]  

ye(t)=exp(at)[x0sinbt-y0cosbt]  

Where x0 and y0 are initial position, and xe(t) and ye(t) are position at time t. 
Figure 2a) presents the velocity field for a = 0 and b = 0.001, corresponding to a circular rotating flow, and the analytical 
solution of the particle path at a radius of 1000. 
Figure 2b) presents the tracking in discrete time with Euler using dT of 60 seconds. It is clear that the Euler method causes an 
outward drift of particles with an error that is dependant of the flow speed. 
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Figure 2:  Particle trajectory simulation, a) Analytical solution, b) Euler resolution in discrete time, Dt = 60 seconds, c) Euler 
resolution in discrete event, Q = 60m, d) Euler resolution with trapezoidal interpolation, in discrete event, q = 60 meters 

Figure 2c) presents the particle path with Euler, but in a discrete event Fashion, with a quantum of 60 meters, that means an 
original time step of 60 s (with speed = 1m/s), equal to the one shown in figure 2b). We can see from this figure, that here the 
error is independent of the flow speed, because whatever the flow speed is, the particle moves the same distance. This also 
means that the error would be high if compared with discrete time in areas where the flow speed is slow, because the 
calculations would be less frequent. Nevertheless using Discrete event simulation is interesting in turbulent flows, because the 
variability of the flow speed is high in space, but small in time. Using this technique will always keep the numerical errors 
within the same interval whatever the flow speed is. Numerically exaggerated diffusion is here of 500 meters after 3.5 hours, 
and 1200 Meters after 7 hours. 

Figure 2d) presents the particle Path with the trapezoidal interpolation, in discrete event, with a quantum of 60 meters, that 
shows a path resolution almost identical to the analytical solution. This kind of resolution greatly limits the need for a big 
quantum, and is particularly well suited to be used in conjunction with discrete event simulation because the trapezoidal 
evaluation will be make with trapezoids of the same size, ensuring here too that the error is kept independent of the flow 
speed. 

Euler method, like the trapezoidal approximation method provides no error in continuous flow, nevertheless in turbulent 
flows, such as found in Ocean. It is important to minimize the error and assume it the most constant over the surface to be 
able to quantify it, whatever the flow speed is. For it is assumed that the association of a discrete event simulation with 
trapezoidal Euler approximation is a good tradeoffs between computational efficiency and robustness. The next section 
presents the application of the algorithm into marine science through the simulation of seaweed propagation in East China 
Sea. 

 

6  Application 
In this section, Jeosim is applied to predict Sargasso distribution in East China sea. The aim of the simulation experiment is to 
have a better understanding of the Sargasso Path and validate the model and diffusion coefficients thanks to observation made 
onboard of the RV Hako-Maru (main research boat of the Ocean Research Institute) in march 2000. The Ocean Circulation 
simulation has been performed using the Princeton Ocean Model, a curvilinear sigma coordinates model that is very broadly 
used for flow calculations. The grid is 150 cells wide, 80 high and has 20 levels. With a spacing of 34.4 minutes per cell 
horizontally and 27.75 vertically on the grid. The studied region is bounded by 114 degrees east, 20 degrees west for 
longitudes and 5 degrees north, 42 degrees north for latitude. The model has been spinned up using boundaries condition 
provided by NCEP current reanalysis project [NCEP 2004]. NCEP data has been used to initialize the fields at a lower 
resolution, then run the simulation with flows updated at every time step from the NCEP dataset. Figure 3 presents the 
boundaries conditions used, the shaded area is the current data available in the NCEP dataset, while Yellow and Japan sea 
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currents are simulated. The bottom topography is the smoothed data from the National Geophysical Data Center database with 
2 minute resolution (ETOPO2). The horizontal diffusivities are modelled using the Smagorinsky (1963) [Smagorinsky 1963] 
form with the 0.2 coefficient chosen for this application. The bottom stress is assumed to follow a quadratic law 

 

 

Figure 3:  Simulated current (January 2001) and boundaries conditions of the Ocean current model 

The currents in the shaded area are loaded and interpolated from the dataset at every time step for a period of 5 years, then the 
simulation is run using wind stress from NCAR reanalysis project [NCEP/NCAR 2004], and Levitus [Levitus 1982] 
Temperature and salinity field for two other years. The results retained are the calculations of the last simulated year, with 
weekly variability. 

The particle tracking routines module is used thereafter to calculate the seaweed trajectories in the Kuroshio/Oyashio Region . 
Figure 4 shows an example of trajectories simulated using the two different schemes, but an equal amount of transitions. It 
appears that the discrete time method (Figure 4a)) is less accurate in high speed flows, resulting in an exaggerated drift. The 
discrete event method accuracy is independent of the current speed, and does not show an the exaggerated drift(Figure 4b)). In 
fact, most of the transitions of the discrete time simulation occurred in very slow current areas. This region is knows to be a 
trap in the pacific ocean [Hurlburt et al. 1996], where floating elements can stay up to two years. Using a discrete event 
method here might require a very small time step not to suffer from an exaggerated drift that might push the elements out of 
the current earlier than expected (Figure 4a)). Once diffusion is added to the model, several thousands of trajectories has to be 
calculated in parallel in order to represent the possible pathes of the particles, for this reason, the discrete event method seems 
to be the most appropriate. 

0.2  

Figure 4:  Six month trajectory simulation without diffusion, a) Euler method/discrete time, b) Trapezoidal interpolation 
method/ discrete event. Square represents the start position, circle the end position, shading shows the absolute flow speed. 
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0.2  

Figure 5:  a) Distribution of drifting seaweeds in East China sea (circle squares and triangles maps to different Sargassum 
species). Coastal strokes corresponds to the supposed Sargassum origin, while the marine stroke represents the hot Kuroshio 

current flowing to the north east. b) Particles dispersion in east China sea (black dots), after 75 days of simulation using 
jeosim starting from March 15. Stokes corresponds to the release zones, shading represents the absolute flow speed. 

The Laboratory of Behavior, Ecology and Observation Systems at the Ocean Research Institute (University of Tokyo) filed 
observation in the East China Sea using R/V Hakuho-Maru. They mapped geographical distribution of drifting seaweeds and 
collected samples of drifting seaweeds to detect the species. Figure 5a) shows the distribution of Sargassum in the East China 
Sea (triangles, squares and circles) as found by the Laboratory in May 2002. Origin of Sargassum species newly found as 
drifting seaweeds are thought to be geographically limited around Chinese coast in the East China Sea. 

Figure 5b) presents the results of the simulation with a release date of 15 February, and a particle lifetime of 90 days. The 
numerical simulation using Jeosim provides results that prove to be very similar to the observation. In particular, it shows that 
the seaweeds are distributed on a path that is more north than the observation, which provides a good hint on where should be 
performed next observation. 

7  Conclusion 
This report has introduced a new combination of techniques that proves to be very well suited for the modelling of drifting 
ecosystems. The first advantage is that it directly uses the current fields calculated from the ocean circulation model. Currents 
are simulated only once, and particle tracking is made using the generated vector fields. Using subroutines integrated into the 
Ocean Model greatly limits the number of experiments and the ease of use because each time particle tracking is performed, 
currents have to be re-calculated, an ocean current simulation can takes up to 2 months. The second advantage is that the 
software is discrete event based, and not discrete time base, that means that the simulation has no time steps. Instead of 
calculating the distance travelled by a given particle for a fixed time, we calculate how long it takes for a particle to travel a 
fixed distance (like finite elements method). From a marine ecology point of view, the outcome of the research can be rather 
interesting because it will allow to study the Sargassum species that can be rather invasive and become an ecological problem. 
Future versions of the software will integrate the possibility to add a more complex behavior for the particles to represent the 
nesting of fish under those algae. 
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ABSTRACT 
Physical influences on a marine ecosystem in the open ocean are investigated using a simplified four-component 
ecosystem model embedded in an eddy-resolving ocean general circulation model (OGCM). Annual cycle of 
temperature, nitrate, and phytoplankton in the upper ocean is well reproduced with the climatological monthly mean 
forcing. A comparison with satellite ocean color data shows that the model is capable of a realistic description of the 
annual mean and regional patterns of surface chlorophyll.  Simulated chlorophyll distribution at the surface shows a 
pattern influenced by the western boundary current (Kuroshio) and the meso-scale eddy.  Nitrate distribution in the upper 
ocean in the Northwestern Pacific is mainly controlled by physical processes, especially meso-scale variability, including 
many anticyclonic and cyclonic eddies, fine scale fronts and filaments.  The warm-core eddy entrains high-nitrate water 
from the surrounding filaments, creating condition for the spring. 
 
KEYWORDS 
Marine ecosystem, Physical processes, Eddy-resolving OGCM, North Pacific 
 

1. Introduction 
Marine ecosystems play important roles in global biogeochemical cycles. Dissolved CO2 is converted from inorganic to 
organic carbon by the photosynthesis of the phytoplankton. Some of this organic carbon is exported from the euphotic 
zone into the deep ocean. The corresponding reduction of CO2 in the surface ocean modulates the difference in partial 
pressure of CO2 between the atmosphere and the surface ocean. 
 
The conditions for biological production in the open surface ocean depend on the following major physical factors. Light 
is one controlling factor for biological production. Transport and mixing processes (e.g., winter convection, upwelling, 
diapycnic diffusion, and eddy-induced vertical motions) supply high nutrients from the deep layer into the euphotic zone.  
In winter season, the deepening of the mixed layer in mid-latitude and high-latitude regions supplies the nutrients from 
deep to the surface ocean. These features largely determine what types of phytoplankton develop and how much 
biological production occurs in the world ocean. 
 
Distribution of nutrients and patterns of biological production are influenced by the physical processes, which vary from 
global to frontal scales.  The first basin-wide simulation of the ecosystem in the North Atlantic presented by [Fasham et 
al. 1993] and [Sarmiento et al. 1993] is more realistic description of the physical environment. They used a seven-
component nitrogen-based ecosystem model embedded in a general circulation model (coarse-resolution 2º) to 
investigate the physical-biological interactions that impact biogeochemical budget.  However, these models could not 
investigate the role of meso-scale variability because of limited horizontal resolution.  The eddy enhancement of export 
production over the basin scale has been examined using a simple four-component nitrate-phytoplankton-zooplankton-
detritus (NPZD) ecosystem model coupled with an eddy-permitting (1/3º) resolution model [Oschlies Garçon 1999; 
Oschlies et al. 2000; Oschlies 2001] and an eddy-resolving (1/9º) model [Oschlies 2002].  Eddy-permitting and eddy-
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resolving models improved the model physics and clearly reproduced the aspect of seasonal cycle of surface chlorophyll, 
especially the spatial pattern in mid and high latitudes and in coastal upwelling regions [Oschlies et al. 2000; Oschlies 
2002].  By increasing horizontal resolution, the enhancement of export production is principally achieved through an 
eddy vertical transfer around the Gulf Stream and an eddy horizontal transfer along the flanks of the subtropical gyre 
[Oschlies 2002]. For the North Pacific, [Kawamiya et al. 2000] compared the simulated distribution of biological 
variables with the observation using an ecosystem model coupled with a general circulation model. [Hashioka et al. 
2004] used a 3-D ecosystem-biogeochemical model to investigate the seasonal and horizontal variations of 
phytoplankton groups in the western North Pacific. 
 
In this study, we simulate the seasonal variability of marine biology in the upper ocean using climatological forcing in an 
eddy-resolving (1/10º) general circulation model [Masumoto et al. 2004]. The ocean general circulation model is 
optimized and modified with the parallelization procedures for the Earth Simulator. The model can be run on the Earth 
Simulator for 50 model years within a month of wall-clock time. We investigate the physical influences on the biological 
production in the North Pacific by simulating realistic meso-scale variability, including the western boundary currents 
and meso-scale eddies. 
 

2. Model Description 
2.1. Physical Model 
We used an eddy-resolving ocean model for the Earth Simulator (OFES) [Masumoto et al. 2004], which is based on the 
Geophysical Fluid Dynamics Laboratory's Modular Ocean Model (MOM3) [Pacanowski Griffies 2000]. The domain of 
this model covers from 75ºS to 75ºN with a horizontal grid spacing of 1/10º.  There are 54 vertical levels, with varying 
distance between the levels from 5 m at the surface to 330 m at the maximum depth of 6,065 m. The model topography is 
constructed from the 1/30º bathymetry dataset created by the OCCAM Project at the Southampton Oceanography Centre. 
 
A scale-selective damping of bi-harmonic operator is adopted for horizontal mixing of the momentum and tracers, to 
suppress computational noise with the horizontal scale of the grid spacing. The viscosity and diffusivity vary in space 
with the coefficients proportional to the cube of the zonal distance between the grids. The background horizontal bi-
harmonic viscosity and diffusivity are -27×109 m4 s-1and -9 × 109 m4 s-1, respectively. For the vertical mixing, the KPP 
boundary layer mixing scheme [Large et al. 1994] is employed. 
 
Monthly mean wind stresses averaged from 1950 to 1999 from the NCEP/NCAR reanalysis data are used for the 
climatological seasonal integration.  The surface heat flux is calculated by the same bulk formula as in [Rosati Miyakoda 
1988], using the monthly mean value from the NCEP/NCAR reanalysis outputs for the necessary datasets. Sea surface 
salinity is restored to the monthly mean climatological value of the World Ocean Atlas 1998 (WOA98). In the near polar 
regions (72º-75º), temperature and salinity are restored through the water column. The restoring time-scale is set to be 1 
day at 75º. The model is integrated for 50 years from the annual mean temperature and salinity fields (WOA98) without 
motion [Masumoto et al. 2004]. 
 
2.2. Biological Model 
The marine ecosystem model is a simple nitrogen-based Nitrate, Phytoplankton, Zooplankton, Detritus (NPZD) pelagic 
model [Oschlies 2001].  The evolution of any biological tracer concentration Ci in the OFES is governed by an advective-
diffusive equation 
 

( ) ( ) ( )ii CsmsCAuC
t

Ci
+∇⋅∇+⋅−∇=

∂
∂

 (1) 

where the first term on the right-hand side account for advection, and the second term represents diffusion.  Advection 
and diffusion are provided by the physical model (OFES).  The last term is the source-minus-sink term due to biological 
activity.  The biological model depicts in Figure 1.  For the individual biological tracers, the source-minus-sink terms are 
given by 
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Figure 1. Schematic diagram of marine ecosystem in the physical model. See text for a description of ecosystem terms. 
 

where J  is the daily averaged phytoplankton growth rate as a function of depth z and time t, and G is the grazing 
function. Following [Hurtt Armstrong 1996], the phytoplankton growth rate is taken to be the minimum of light- and 
nutrient-limited growth, 
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where ( tzJ , )  denotes the purely light-limited growth rate averaged over 24 hours, and Jmax is the light-saturated growth.  

( tzJ , )  is computed using the analytical method of [Evans Parslow 1985].  Following equation for zooplankton grazing 
[Fasham 1995] is, 
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The individual biological parameters are listed in Table 1.  
 
Table 1. Parameters of the Marine Ecosystem Model 
Parameter Symbol Value Units 

Phytoplankton (P) Coefficients 
Integration method for daily growth rate  Evans and Parslow [1985] 
Half saturation constant for N uptake k1 0.5 mmol m-3  
Specific mortality/recycling  rate µP 0.05 day-1

Quadratic mortality rate µPP 0.05 (mmol m-3)-1d-1

Zooplankton (Z) Coefficients 
Assimilation efficiency γ1 0.75  
Maximum grazing rate g 2.0 day-1

Prey capture rate ε 1.0 (mmol m-3)-2d-1

(Quadratic) mortality µZ 0.20 (mmol m-3)-1d-1

Excretion γ2 0.03 day-1

Detritus (D) Coefficients 
Remineralization rate µD 0.05 day-1

Sinking velocity wS 5.0 m d-1

 

 
The biological model is incorporated after the physical model is integrated for 50 years [Masumoto04]. The biological 
model coupled with the physical fields is integrated over a 5-year period.  The initial nitrate field is taken from the 
climatological dataset (WOA98). The initial P and Z concentrations are set to 0.14 mmol N m-3 and 0.014 mmol N m-3 at 
the surface, respectively, decreasing exponentially with a scale depth of 100 m [Sarmiento et al. 1993]. D is initialized to 
10-4 mmol N m-3 everywhere. Results are presented for the last one-year period (model years 55). 
 
 
3. Results 
Distribution of annual mean simulated chlorophyll concentration at the surface, compared with SeaWIFS sensor for 
annual mean of 2001, shows a pattern influenced by the western boundary current and meso-scale variability (Figure 2).  
The simulated phytoplankton concentration is converted to chlorophyll concentration using a ratio of 1.59 g chlorophyll 
per mol nitrogen. Overall, simulated chlorophyll distribution is in good qualitative agreement with observed chlorophyll, 
with low concentrations in the subtropical gyre and high concentrations in the upwelling and subpolar gyre.  Simulated 
chlorophyll concentrations, however, are generally lower than the SeaWIFS data, especially off the coast and in the 
northern marginal seas (Okhotsk and Bering Seas). 
 
The annual cycle of upper ocean temperature, nitrate, and phytoplankton concentrations at station A7 off Hokkaido, 
Japan (41º30'N, 145º30'E), in the Northwestern Pacific, is shown in Figure 3. This station is one of the stations along the 
A-line where the Hokkaido National Fisheries Research Institute has been conducting various cruises five or six times 
each year from 1987 [Saito et al. 1996].  The model clearly reproduces the annual cycle of temperature, nitrate, and 
phytoplankton concentrations in the subarctic North Pacific.  
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Figure 2. Comparison of (a) annual mean simulated chlorophyll concentrations in mg-Chl m-3 computed from nitrogen 
via a constant ratio of 1.59 g chlorophyll per mol nitrogen, with (b) the satellite SeaWIFS data. 
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Figure 3. Vertical distributions of simulated (a) temperature (ºC), (b) nitrate concentration (mmol m-3) and (c) 
phytoplankton concentration (mmol m-3) at Station A-7 off Hokkaido, Japan (41º30'N, 145º30'E). Solid lines are potential 
density. 
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Figure 4. Snapshots of simulated (a) temperature (ºC), (b) nitrate concentration (mmol m-3), and (c) phytoplankton 
concentration (mmol m-3) at  April, 11 in the northwestern Pacific. Dashed line area shows in Figure 5. 

 
Simulated annual cycle of temperature, nitrate, and phytoplankton has almost the same range as observed in the Oyashio 
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region of the northwestern Pacific [Saito et al. 2002]. Simulated mixed layer depth (MLD) reaches to 260 m depth in 
winter season (Figure 3a). Before onset of spring bloom, high nitrate water is supplied by the winter MLD from lower to 
upper layer. Simulated nitrate concentrations reach maximum winter values of 18.0 mmol m-3 in the surface (Figure 3b).  
In April, a strong spring bloom occurs in this model (Figure 3c). Observed chlorophyll concentration reaches 5.6 mg m-3 
at the surface, however, simulated chlorophyll is 1.3 mg-Chl m-3 (0.8 mmol m-3 x 1.59 g) during April to July.  An 
ecosystem model coupled with a vertical one-dimensional mixed layer simulation reaches 4.6 mg-Chla m-3 during the 
spring bloom [Yamanaka et al. 2004]. In the subsurface (around 40 m depth), the maximum phytoplankton concentration 
occurs during summer season. Variability of potential density (solid lines in Figure 3b and 3c) shows the large physical 
influences, e.g., meso-scale variability. 
 
Horizontal distribution of sea surface temperature (SST), nitrate and phytoplankton concentrations in the western North 
Pacific in April shows a typical pattern, which is influenced by the Kuroshio, the meso-scale eddy generation near the 
Kuroshio and Oyashio (Figure 4). Distribution of the simulated SST shows many anticyclonic and cyclonic eddies, fine 
scale fronts, and filaments in the Kuroshio Extension/Oyashio region (Figure 4a).  Distribution of the simulated surface 
nitrate concentration is consistent with the simulated SST distribution (Figure 4b).  The warm-core, anticyclonic eddy 
(42ºN, 146ºE) has low nitrate and the cold-core, cyclonic eddy (43ºN, 148ºE) has high nitrate. These eddies correlate 
with the Kuroshio and Oyashio.  Simulated spring bloom occurs in the Oyashio region and the south of Okhotsk Sea 
(Figure 4c).  This distribution is consistent with the simulated SST distribution below 4 ºC.  In this region, the SST field 
may mainly control the pattern of phytoplankton concentration because there is enough nitrate concentration (14 - 18 
mmol m-3) for the spring bloom. 
 

 
 

Figure 5. Snapshots of simulated surface (a)-(d) temperature (ºC), (e)-(h) nitrate concentration (mmol m-3), (i)-(l) 
phytoplankton concentration (mmol m-3) during spring in a subdomain off Hokkaido, Japan. 
 

Snapshots of simulated SST, nitrate, phytoplankton concentrations are shown from March 27 to April 11 (Figure 5).  The 
warm-core, anticyclonic eddy exists east off Hokkaido (42ºN, 146ºE). The length scale of the eddy is about 70 km and 
SST in the eddy remains above 10ºC (Figure 5a-d). High nitrate water spreads southward along the eddy (Figure 5e-h).  
The spring bloom begins close to coast of Japan (Figure 5i) and extends to eastern and northern regions (Figure 5j-l). 
Phytoplankton concentration along anticyclonic filaments around the eddy increases from 0.1 to 1.4 mmol m-3.  The high 

 

Blaise Pascal University, France 136 © OICMS 2005



 

nutrient supplied by the filament may play a role in this increase of phytoplankton around the anticyclonic eddy. 
 

4. Conlusion 
Fine-resolution models, such as an-eddy resolving global circulation models (e.g., OFES), drives the biological 
productivity controlled by the variable physical processes from the global to meso-scale.  We investigated the physical 
influences on a marine ecosystem using a simple NPZD model coupled with the OFES.  OFES illustrates that the spatial 
and temporal patterns of biological productivity are influenced by the western boundary current, meso-scale eddies, fine 
scale fronts and filaments in the North Pacific.  Many anticyclonic (warm-core) and cyclonic (cold-core) eddies were 
generated along the Kuroshio, which is a strong western boundary current in the North Pacific.  The ecosystem responds 
to the uplift and depression of the nutricline by these eddies.  In the model, anticyclonic eddies take in high-nitrate water 
from the surrounding area and increase biological productivity around eddies. Using global eddy-resolving coupled 
physical-biological model, it is possible to capture the effects of relevant physical dynamics, such as the frontal and 
meso-scale variability, on the marine ecosystem.  This paper focuses on the seasonal variability of marine biology in the 
upper ocean using OFES.  Detailed analysis of the results from the model and investigation of the biological variability 
with the climate change remain as future work. 
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ABSTRACT 
Coexistence of competing species is extremely common in nature, whereas it is not so easy to know the mechanism of 
coexistence. According to the traditional perspective in theoretical ecology, spatial models do not promote the coexistence of 
multiple species. In the spatial models, each species is more or less clumped, and the incomplete segregation tends to reduce 
coexistence. Contrary to the traditional views, in the present article, we show that the complete separation of habitats induces 
coexistence. Our system is a lattice version of Lotka-Volterra competition model containing two competing species. Both 
species coexist, when intraspecific competition is stronger than interspecific competition. When the densities of both species 
approach zero, the living regions of two species are naturally and completely separated from each other, even though 
intraspecific competition is strong. Our result suggests that biological species may have a general property that naturally 
causes the isolation of habitats. 

KEYWORDS 
Habitat separation; Lattice model; Lotka-Volterra competition model 

 

1. Introduction 
The origin of biodiversity on the earth has long been a fundamental problem in ecology [Chessen & Warner 1981, Chessen 
1985, Yoshimura & Clark 1991]. Species or individuals more or less compete with each other. Competition hinders the 
coexistence of species, resulting in the loss of biodiversity. Hutchinson [Hutchinson 1961] noted that the number of 
coexisting species should not exceed the number of limiting resources. However, coexistence of competing species which 
consume the same resource is extremely common in nature. In the present paper, we focus on the complete separation of 
habitats. If species live in different regions, they never compete with each other, even though intraspecific competition is 
stronger than interspecific one. We present a lattice model to demonstrate the complete separation. 

Lattice models are widely applied in the field of ecology [Tainaka 1988, Matsuda et al 1992, Nowak et al 1994, 
Harada&Iwasa94, Nakagiri et al 2001, Ito et al 2004]. Spatial distribution of individuals usually differs from random 
distribution. In most cases, individuals of the same species form some clumping patterns; they huddle together. Non-
randomness in spatial distribution influences not only on population dynamics, but also on evolutionary consequences. In 
most cases, segregation does not promote the coexistence of multiple species; examples are the basic contact process and the 
prey-predator model [Tainaka & Fukazawa 1992, Tainaka 1994] and so on. However, we know rare cases that local 
interaction (segregation) leads to the coexistence of multiple species [e.g. Tainaka 1988]. We believe that local interaction 
promotes the coexistence of multiple species. Traditional perspectives should have some missing points. In this article, we 
show that "complete separation" of habitats clearly promotes the coexistence. In contrast, incomplete segregation tends to 
reduce coexistence. This demonstrates why some of these studies show the opposite results. 
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2. Theoretical Rationale 
Previously, co-workers in our laboratory presented the model of complete separation of habitats [Tainaka & Nakagiri 2000]. 
In this case, however, a specific interaction was assumed; the rock-paper-scissors relation was assumed among three species. 
In contrast, the model presented here may be applicable to many real ecosystems, since we only assume competition which is 
very common as an interaction between individuals [Silvertown et al 1992, Durrett & Levin 1998]. We deal with a lattice 
system called “lattice Lotka-Volterra model (LLVM)” [Tainaka 1988, Matsuda etal 1992]. The mean-field theory of this 
system corresponds to that of the so-called Lotka-Volterra model. In other words, in the case of LLVM, interaction is 
restricted to occur between adjacent lattice points (local interaction), whereas in the mean-field theory interaction globally 
occurs between any pair of lattice points (global interaction). 

The LLVM model is an extension of the contact process (CP) which contains a single species. The CP model has been 
extensively studied from mathematical [Harris 1974, Liggett 1985] and physical [Katori & Konno 1991, Marro & Dickman 
1999] aspects. In the CP, each lattice site is either empty (E) or occupied (X). The site X can be regarded as an individual; 
birth and death processes are respectively given by 

X    E   (rate: m)                                                                              (1a)  

X + E  2X  (rate: r)                                                                               (1b) 

The processes (1a) and (1b) simulate death and reproduction, respectively. The parameters m and r denote mortality and 
reproduction rates, respectively. The reaction (1b) occurs between adjacent lattice sites. The CP system evolves into a 
stationary state; the steady-state density increases with the increase of r (decrease of m). 

 

In the next section, we explain our model which is an extension of the CP. Our model is composed of two species, while the 
CP model contains a single species. In our model, inter- and intra-specific competitions are assumed. The mean-field theory 
of the model corresponds to the Lotka-Volterra competition model. Computer simulation of our model illustrates that the 
isolation of microhabitats of both species naturally occurs, especially when their densities are low. In the final section, we 
discuss the mechanism of habitat separation, by which many species may express the similar form of habitat segregation. 

3. Model 
Our model is an extension of CP, and it is defined by 

             X     E    (rate: mx)                                                                      (2a)  

          X + E  ２X  (rate: rx)                                                                        (2b) 

             Y    E     (rate: my)                                                                      (2c)  

          Y + E  ２Y   (rate: ry)                                                                       (2d) 

and   

          X + X  X + E  (rate: cx)                                                                     (2e) 

          Y + Y  Y + E  (rate: cy)                                                                     (2f) 

The reactions (2a) - (2d) are the same meaning as CP. The last two reactions represent the intraspecific competition. An 
example is the direct competition between a pair of plants; neighboring plants are competing to take sunlight or resources. 
The parameters cx and cy mean competition rates. Besides such direct competitions (2e) and (2f), our model contains tacit 
(indirect) competition: according to reactions (2b) and (2d), any pair of individuals competes to occupy the empty space E. 

 

We describe the simulation method: 

1) Initially, we distribute individuals on the square lattice; the initial distribution is not important, since the system 
evolves into a stationary state. 

2) The reactions (2) are performed in the following two steps: 
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(i) We perform one-body reactions; that is, the mortality reactions (2a) and (2c). Choose one lattice point randomly. 
If the site is occupied by X (or Y), the site will become E by the rate mx (or my). If the other sites are selected, then 
we skip this step. 

 (ii) We perform two-body reactions (2b), (2d), (2e) and (2f). Choose one lattice site randomly, and then randomly 
specify one of four neighboring sites. Let the pair react according to two-body reactions. For example, if the pair of 
sites is (X, E), the reaction (2b) may take place: the site E is changed into X with the probability (rate) rx. 

3) Repeat step 2) by L x L times, where L x L is the total number of lattice points (L = 100). This is called the Monte 
Carlo step [Tainaka88]. 

4) Repeat step 3) until the system reaches a stationary state. 

4. Mean-field Theory 
If the global interaction is allowed between any pair of lattice sites, the population dynamics of our system (2) is given by the 
mean-field theory: 

2xcxerxm
dt
dx

xxx −+−=                                                                              (3a) 

2ycyerym
dt
dy

yyy −+−=                                                                           (3b) 

where x, y and e are the densities of the sites X, Y, and E, respectively. The first, second and third terms on the right hand 
side denote death, birth and competition, respectively. By the use of the relation e=1-x-y, the equations (3a) and (3b) can be 
rewritten as 

111 /)( KayxKxR
dt
dx

−−=                                                                           (4a) 

222 /)( KbxyKyR
dt
dy

−−=    .                                                                    (4b) 

Here the parameters satisfy the following relations: 
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The equations (4a) and (4b) are called the Lotka-Volterra competition model, and its result is well known. Final stationary 
states are classified into four classes, depending on the values of parameters. Namely, (i) both X and Y coexist, (ii) X only 
survives, (iii) Y only survives, and (iv) either X or Y survives depending on the initial conditions. In this case, from the 
equation (7), the equations (4a) and (4b) have another state (v): both goes extinct, instead of class (iv).  The condition for the 
coexistence is given by 

21 aKK >  and  .                                                                            (8) 21 KbK <

This can be explicitly expressed by 
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If cx = cy =0, then the condition (9) is not satisfied. It is therefore necessary for the coexistence that intraspecific competition 
is stronger than interspecific one; in other words, the competition rates (cx and cy) should take large values for the coexistence. 
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5. Results 
5.1. Symmetrical case 
The population dynamics for lattice model is consistent with the prediction of mean-field theory. The system evolves into a 
stationary state. Four types of stationary states are observed: namely, (i) both X and Y coexist, (ii) X only survives, (iii) Y 
only survives, and (iv) both go extinct. If cx = cy =0, both species cannot coexist [Neuhauser 1992]. With the increase of the 
values of cx and cy, both species become to survive together. In the present paper, we focus on the coexistence phase. There 
are six parameters. As a first attempt, we consider a symmetrical case: rx = ry , mx = my, and cx = cy.  We change the values of 
mortality rates (mx and my), and fix the other parameters. In Fig. 1, steady-state densities of both species are depicted against 
the mortality rate. This figure reveals that the densities decrease with increasing the mortality rate. We find a phase transition: 
when the mortality rate exceeds a critical value, both species goes extinct. 

 

 
Fig. 1.  The steady-state densities of species X and Y are depicted against the mortality rate of both species. Both densities 
become zero, when the mortality rate exceeds a critical value. 

 

Spatial pattern at the stationary state exhibits specific properties (Fig. 2). Indeed, the densities decrease with increasing the 
mortality rate. In the case of Fig. 2(b), the system locates near the critical state of phase transition. We find from this figure 
that a kind of habitat segregation occurs: the species X and Y live separately. We analyze the segregation by the use of 
correlation function, F(r,jk), where r is the distance between a pair of individuals of species j and k (j,k=X or Y) (Fig. 3). 
Namely, F(r,jk) means the probability finding the species j at the distance r apart from an individual of species k. Note that 
they are scaled by overall densities, so that we always have F(r,jk)=1 for the uniform random distribution. The distance r 
takes discrete values (Fig. 3). The distance r=1 is most important, since the correlation function is usually a decreasing 
function of distance. Previously, F(1,XX) has been defined as the clumping degree of X [Tainaka 1994, Ito et al 2004], and 
F(1,XY) as the degree of coexistence of both species [Tainaka et al 2003]. In the case of present article, it may be necessary 
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to calculate not only for the shortest distance but also for several values of distance. Because our model (2) contains the direct 
competition which occurs in the same species; according to reactions (2e) and (2f), we expect that F(1,XX) takes a smaller 
value compared to F(2,XX). 

(a)                                                                (b) 

 
Fig. 2. Typical stationary patterns. (a) high density case; the mortality rate of both species is equal to 0.2 which is a relatively  
small value. (b) low density case (near extinction); the mortality rate of both species takes a large value (0.71).  

 

 
Fig. 3. Schematic illustration of distance r (numerals in circles). The shortest distance (r=1) means the nearest neighbor, and 

r=2 means the next nearest-neighbor, etc. 
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Figure 4 shows the correlation functions F(r,XX) for r=1,2,3. In the case of (a), the correlation functions are plotted 
against the mortality rate. In (b), they are plotted against the steady-state density (log-log plot). The functions F(r,XX) 
represent the degree of clumping. If F(r,XX) takes a large value, say F(r,XX)>1, then the species X is clumped. In contrast, if 
F(r,XX)<1, the species distributes uniformly. From Fig. 4, we find the following nontrivial results: 

i) The value of F(r,XX) is always larger than unity.  

ii) F(r,XX) takes the highest values for r=1 among three values of r, that is, F(1,XX)>F(2,XX)>F(3,XX).  

In spite of the intraspecific competitions (2e), the above results are obtained. These unexpected results are discussed later. It 
is also found from Fig. 4 (a) that the degree of clumping of species X (or Y) increases with the increase of the mortality rate 
m. Fig. 4 (b) reveals that the correlation functions are proportional to β−K : 

β−∝ Kr XX),F( ,                                                                                       (10) 

where K, the equilibrium density (steady-state density of species X or Y), is sufficiently low. The value of power β  is nearly 
unity regardless of the value of r. When the steady-state densities approach zero, F(r,XX) approaches infinity. In Fig. 5, 
F(r,XY) for r=1,2,3 are plotted against the steady-state densities. This figure implies that the degree of coexistence decreases 
with the increase of the mortality rate. Hence, if the densities of both species become zero, both species live separately. 

 

 

(a)              (b)                           

 
Fig. 4. The degree of clumping in terms of correlation functions F(r,XX), where r=1,2,3. If the distribution of individuals 

is random, the correlation functions equal unity. (a) The values of F(r,XX) are plotted against the mortality rate of both 
species. These values diverge near the extinction threshold. (b) The relation between the correlation functions and the 
densities plotted in Fig. 1 (log-log plot). The plots are almost on lines, indicating a kind of power law; all powers are nearly 
unity. 

 

5.2. Asymmetrical case 
Next, we consider asymmetry case, where the parameters are not equal with respect to the exchange between species X and 
Y. Fig. 6 shows the phase diagrams of competition rates, cx and cy under local and global interactions. Model parameters are 
set as rx = ry = 0.7 and mx = my = 0.5. Here the coexistence region of global interaction is much wider than that of local 
interaction. This implies that the local interaction (segregation) does not promote, but rather reduce the coexistence of both 
species. In the case of local interaction, species X and/or Y are usually endangered even in the coexistence region. 

 

It should be noted that a qualitative result of habitat separation is almost unchanged even in asymmetrical cases. In Fig. 7, a 
typical stationary distribution of species is displayed, where the density of X (black) is very low. Similarly, a kind of habitat 
isolation can be observed. In Fig. 8, steady-state densities of both species are depicted against the mortality rate. This figure 
reveals that the density of species X monotonically decreases with the increase of mortality rates (mx = my). We find 
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extinction of both species: with increasing the mortality rates, the species X first goes extinct, and Y goes extinct later. 
Moreover, we find the crossover of both densities. When the mortality rates take a small value, the density of X is larger than 
that of Y. In contrast, when they take a large value, the density of Y becomes larger compared to X. Such a crossover does 
not always appear. 

 

 

 
Fig. 5. The results of correlation functions F(r,XY) for r=1,2,3. These values indicate the degree of coexistence. 
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Fig. 6. The phase diagrams of competition rates, cx and cy with local (lattice; left) and global interactions (mean-field; right). 

Model parameters: rx = ry = 0.7 and mx = my =0.5. 
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Fig. 7. A typical stationary pattern in the asymmetrical case. Model parameters are: (rx, ry, cx, cy, mx = my) = (0.6, 0.61, 0.6, 

0.64, 0.5). The species X (black) is endangered. 

 

 

 
Fig. 8. The results of steady-state densities in the asymmetrical case. Parameters (rx, ry, cx, cy, mx = my) take the same values 

as used in Fig. 7. The horizontal axis denotes the mortality rates of both species (mx = my). 
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In Fig. 9, correlation functions F(r,XX) for r=1,2,3  are also calculated against the steady state densities (Fig. 8). As 
well as in Fig. 4 (b), Fig. 9 reveals that the correlation functions satisfy the similar power law (Eq. 10); the value of power is 
nearly unity. In other words, when the density of X approaches zero, the species X becomes strongly clumped. Such a 
clumping behavior may cause the separation of microhabitats of both species. In Fig. 10, F(r,XY) for r=1,2,3 are plotted 
against the steady-state densities. This indicates that the degree of coexistence decreases with the increase of the density of X. 
It is not clear in the limit of extinction threshold (zero density) whether F(r,XY) approaches zero or not. If F(r,XY) 
approaches nonzero values, then the separation of habitats is not perfect. Nevertheless, both species live separately. 

 

 

 
Fig. 9. Same as Fig. 4(b), but in the asymmetrical case. The degree of clumping satisfies the similar power law (all powers 

nearly take unity). 

 

 
Fig. 10. Same as Fig. 5, but in the asymmetrical case. 
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6. Discussion 
We have developed a spatially explicit model of competition. The population dynamics of our model is well predicted by the 
mean-field theory which is equivalent to the Lotka-Volterra model. As shown in the phase diagram (Fig. 6), the local 
interaction (lattice model) does not promote the coexistence of both species. We have evidence of "complete separation" of 
habitats. Our lattice system evolves into a stationary state. Depending on the values of mortality rates, the stationary pattern 
of two species exhibits a kind of phase transition (extinction): when the densities of both species become close to zero, the 
complete habitat separation takes place. 

Our system (2) explicitly contains the intraspecific competition; that is, reactions (2e) and (2f). On the other hand, the system 
implicitly contains the other type of competition. Namely, in the reactions (2b) and (2d), individuals compete to get the 
resource (empty site E). The latter implicit competition emerges not only between both species X and Y but also between 
individuals of the same species. Although our system has direct intraspecific competitions, (i) the species X and Y live 
separately (habitat separation), (ii) we always have F(1,XX)>F(2,XX)>F(3,XX), and (ii) the degree of clumping of 
endangered species infinitely increases. 

We first dealt with the symmetrical case for which the values of parameters never change with respect to the exchange 
between species X and Y. Computer simulations reveal that interspecific segregation of habitats completely occurs. When 
densities of both species approach zero, F(r,XX) diverges but F(r,XY) approaches zero for r=1,2,3. The qualitative result of 
habitat segregation does not change for the asymmetrical case. In this case, however, it is not clear whether separation of 
habitats is quantitatively complete or not. When the density of species X approaches zero, then F(r,XX) indeed diverge, but it 
is not clear whether F(r,XY) approach zero or not. 

We discuss a fundamental problem whether the local interaction promotes the coexistence of species or not. This problem is 
still unsolved. Fig. 6 clearly reveals that the local interaction (lattice model) does not promote the coexistence of both species. 
The coexistence region of global interaction is much wider than that of local interaction. In contrast, we illustrate the 
complete separation of habitats. This implies that the local interaction promote the coexistence of both species. Although we 
never carry out a full analysis of emerging properties of space on coexistence, the property of complete separation should be 
served for the coexistence of multi-species. We have shown the occurrence of habitat segregation under the condition that the 
densities of species are very low. Such a condition is not specific, since each species usually has a low density on the Earth.  

Finally, we discuss the origin of habitat separation. If a species is endangered, the degree of clumping becomes large. As in 
the extinction of the passenger pigeon in the USA [Schorger 1955], the density of critically endangered species may be 
overestimated due to clumping, despite it is actually near extinction. The mechanism of cluster formation may be very 
simple; the enhancement in clumping degree may be originated in the fact that “offspring are located near their mother”. For 
this reason, many species potentially have the mechanism of habitat segregation. 
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ABSTRACT 
Human activities have often caused the mass extinction of biospecies in recent history. The conservation of biodiversity is 
one of the most important problems in this century. So far, many authors have studied the effect of habitat destruction on 
ecosystems, especially on prey-predator systems. These works have mainly dealt with site destruction, where species cannot 
live in the destroyed site. Recently, co-workers in our laboratory have introduced bond destruction that blocks the interaction 
between lattice sites. This work assumed that only the reproduction of prey was prohibited, and reveals that the predator 
indirectly went extinct. Such extinction was not be predicted by mean-field theory. In the present article, we study the case 
that the reproduction of predator is disturbed by destruction, and apply two methods; bond and site destructions. It is found 
that with increasing extent of destruction, prey always increased. On the other hand, the predator either increased or 
decreased. These results are qualitatively explained by mean-field theory. However, we find that the extinction thresholds for 
bond and site destructions are much smaller than those predicted by mean-field theory. This may come from the 
fragmentation of habitat; by the connection of destructions, habitats are fragmented. 

KEYWORDS  
Habitat destruction, fragmentation, prey-predator system, lattice model, mean-field theory 

1. Introduction 
Habitat loss is one of the primary causes of species extinction. Even if the destruction of habitats is limited to local and small 
areas, its accumulation increases the risk of extinction. Habitat destruction and fragmentation are the root causes of many 
conservation problems [Frankel Soule 1981, Debinski 2000, Soule 1987]. The present article is designed to illustrate such a 
relation between extinction and habitat fragmentation. 

There is abundant literature on habitat loss and fragmentation [Boswell et al 1998, Fahrig 2003, Kondoh 2003]. In particular, 
the effect of habitat loss on two-species (prey-predator) systems has been studied by many authors [Swihart 2001]. These 
works mainly studied site destruction, where species cannot live in the destroyed sites [Bascompte Sole 1998]. In contrast, 
co-workers in our laboratory have introduced bond destruction by which interactions between neighboring lattice sites are 
prohibited where species cannot live in the destroyed site [Tao et al 1999, Nakagiri 2001]. The barriers, destroyed lattice link, 
were randomly located between adjacent lattice points with probability D. The barrier (destruction) interrupted the 
reproduction of preys, while it caused no direct damage to the predators. This system exhibited extinction of predators with 
the increase of the barrier density D. On the other hand, an initial suppression of prey later led to the increase of prey. These 
results could not be explained by a mean-field theory [Nakagiri 2001, Nakagiri 2004]. 

In the present paper, we study the case that destructions prohibit the reproduction of predator. We compare the results 
between bond and site destructions. We report that with increasing destruction D, preys always increased, whereas predators 
either increased or decreased. These results are qualitatively explained by mean-field theory. However, we find that the 

Blaise Pascal University, France 151 © OICMS 2005



extinction thresholds of D for bond and site destructions are much smaller than those predicted by mean-field theory. This 
may come from the fragmentation of the habitat; by the connection of destructions, habitats are fragmented. The connection 
of small destructions enlarges the effect of habitat loss. Moreover, we obtain a kind of paradox that the extinction threshold 
for bond destruction becomes large compared to site destruction. This is just opposite to the prediction of percolation theory: 
the transition points of bond and site percolations are given by D=0.5 and 6.0≈D , respectively [Stauffer 1985, Sahimi 
1993].  

2. The Model 
2.1. Destruction Models 
In this article, we consider the case that the destruction of habitat prohibits only the reproduction of predators. We apply both 
bond and site destructions to a predator-prey system; in the bond destruction the interaction is interrupted between lattice 
sites, while in the site destruction a lattice site is destroyed. Consider a square lattice that contains both prey (X) and predator 
(Y). Each lattice site has one of three states; namely, a vacant site (O) or occupied by prey (X) or predator (Y). We assume 
the following interactions [Hofbauer Sigmund 1988, Tainaka Fukazawa 1992, Satulovsky Tome 1994, Sutherland Jacobs 
1994, Tainaka 1994, Nakagiri 2001, 2004]: 

    (1a) YXY
p

2→+

  (1b) XOX
r

2→+

  (1c) OY
Ym

→

  (1d) OX
Xm

→
The above interactions respectively represent the predation (p), reproduction of prey (r) and the death (mX, mY) of predator. 
The interactions of equation (1a) and (1b) occur between adjacent lattice points. 

The destruction is defined in two different ways: bond and site destructions. First, we explain the bond destruction. We 
randomly put the barriers (destructions) between two neighboring lattice sites. The probability whether the barrier exists or 
not is called barrier density D. Thus, D measures the intensity of habitat destruction. When the barrier exists, the interaction 
(1a) between the both sides of the barrier is prohibited. In contrast, the reactions (1b) – (1d) are not affected by the barrier. 
Hence, the destruction disturbs the reproduction of predator (Y), while prey (X) receives no direct effect.  

Next, we explain the site destruction. If a site is destroyed, only predators cannot live in this site. In contrast, prey can survive, 
irrespective of destruction. The intensity D of destruction is defined by the probability of destruction in each site. Hence, each 
site is classified into five cases; namely, predator site (Y), prey in destroyed site ( DX ∩  or XD), prey in living site ( DX∩ ), 
empty destroyed site ( DO ∩ ) and empty living site ( DO ∩ ). It should be emphasized that predators cannot live in the 
destroyed sites. The locations of destructed site are fixed throughout the simulations. 

It is known that the so-called percolation transition occurs [Stauffer 1985, Sahimi 1993, Boswell et al 1998]. When D takes 
an extremely small value, no destructions may connect with each other. On the contrary, when D takes a large value (near 
unity), almost all destructions are connected. Below, we call cluster for a clump of connected destructions and percolation in 
the case that the largest cluster reaches the whole size of system (meaning). The probability of percolation takes a nonzero 
value, when D exceeds a critical point . The percolation threshold is given by CD 5.0=BCD  for bond destruction and 6.0≈SCD  
for site destruction. Percolation ecologically means that the habitat region of species X may be fragmented into small 
segments for . CDD>

2.2. Simulation Method 
We apply a method of lattice Lotka-Volterra model (LLVM) [Tainaka 1988, Matsuda et al 1992, Itoh Tainaka 1994, Tainaka 
Nakagiri 2000]. Evolution method of lattice model is defined as follows: 

(i) Initially, we distribute two species, X and Y, on a square lattice randomly with no overlap of X and Y. 

(ii) Each interaction process is performed in the following two steps. 

(1) We perform the two-species interaction, i.e. reactions (1a) and (1b). 
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(a) Bond destruction model: Select one square-lattice point randomly, and then specify one of the nearest-
neighbor points. The number of these points is called the coordinate number (z); for a square-lattice, this is 
given by z=4. When the pair of selected points are Y and X, and when there is no barrier between them, 
then the latter point will become Y by a probability p. On the other hand, the barrier never affects the 
reaction of X: when the selected points are O and X, the former point becomes X. 

(b) Site destruction model: Select one square-lattice point randomly, and then specify one of the nearest-
neighbor points. When the pair of selected points is Y and X, and when X is not located in the destroyed 
site, then X will become Y by a probability p. If X locates in the destroyed site, no predation occurs. On the 
other hand, when the selected points are the pair of O and X, then O becomes X; the reproduction of X 
occurs irrespective of destruction. 

(2)We perform the one-species interaction (i.e. reaction (1c)). Choose one lattice point randomly. If the point is 
occupied by a X or Y species, then it will become O by a probability mX or mY, respectively. 

(iii) Repeat step (ii) LxL times, where LxL is the total number of Square-lattice sites in the repeating steps, the next site is 
chosen randomly from all sites. This step is called a Monte Carlo step [Tainaka 1988]  

(iv) Repeat step (iii) for 1000-2000 Monte Carlo steps. At time t=0, the value of D is jumped from 0 to a nonzero value. 
Here we employ periodic boundary conditions, where the edges of lattice are connected to the opposite edges. Note 
the corner point is next to the opposite corner. 

3. Mean-field Theory – Analytical Results 
3.1. Bond Destruction  
We study a predator-prey system by mean-field theory (MFT) which is equivalent to Lotka-Volterra equations [Hofbauer 
Sigmund 1988, Takeuchi 1996]. This theory is valid, when the interactions (1a) and (1b) occur globally (between any pair of 
lattice points), and when the total lattice sites LxL is infinitely large. The dynamics of global interaction (MFT) is given by 

XXYXOXX PmPPDpPrPP −−−= )1(22& , 

YYYXY PmPPDpP −−= )1(2& , (2) 

where , and are densities of  X, Y and O, respectively (XP YP OP YXO PPP +−= 1 ), and the dots denote the derivatives 
with respect to time t which is measured by Monte Carlo Step [Tainaka 1988]. In the above equations, the effect of barrier 
connection (cluster formation) is neglected; the factor (1-D) in (2) denotes the probability that the barrier is absent. This 
factor can be obtained from the coordinate number z, which is the number of nearest neighbors (z=4 for square lattice). Let j 
be the numbers of barriers around a given lattice point ( }...,1,0{ zj ∈ ). The effective coordinate number <4-j> takes into 
account the effect of barriers. The mean value <4-j> can be obtained by 

jj

j
DD

j
jj −

=

−⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=− ∑ 4

4

0
)1(4)4(4 . 

It follows that <j>= 4(1-D). Thus, the probability that the barrier is absent is given by <j>/4=1- D. 

The densities of both  and  reach the stationary values. When XP YP )1(2 DpmY −< , they are expressed by 

)1(2 Dp
mP Y

X −
= , 

rDp
rmDpmrP XY

Y +−
−−−

=
)1(

2/))1(2/(1
, (3) 

When , the predator goes extinct ( =0). According to the linear stability analysis [Hofbauer Sigmund 
1988], the steady-state densities (3) are stable, if 

)1(2 DpmY −> YP
)1(2 DpmY −< . Hence, we can answer the effect of habitat destruction. 

We consider the case that a perturbation is applied to our system. By the perturbation, the intensity D of destruction is 
suddenly increased from D=0 to D=0.3. Just after the sudden increase of destruction, the abundance of predator Y always 

 

Blaise Pascal University, France 153 © OICMS 2005



decreases (short-term response), but the steady-state density of X is increased. On the other hand, the long-term response 
(steady-state density) shows unexpected results: the steady-state density of Y is not always decreased. With increasing D. the 
abundance of predators increases, if the intensity D of destruction is slightly increased. However, when the intensity D is 
largely increased, the predator decreases and goes extinct. The extinction threshold  of the predators is given by 

. It follows that . Note that X never becomes extinct for any value of D (0<D<1).   
0BD

)1(2 0BY Dpm −= pmD YB 2/10 −=

3.2. Site Destruction  
In the case of site destruction, there are four types of sites; namely, O, Y, X and XD where XD is the cells where the prey lives 
in the destroyed site (sanctuary). The MFT is represented by 

 ,   (4a) XXYXDXYXXX PmPPPpPPrPP −−−−−= )(2)1(2&

XDXXDXXD PmPDrPP −−= )(2&     (4b) 

YYYXDXY PmPPPpP −−= )(2& ,    (4c) 

where PX, PY and PXD are densities of X, Y and XD, respectively. The dots denote the derivatives with respect to time t. In the 
above equations, the effect of barrier connection is neglected; the factor D in (4b) denotes the probability of the barrier. The 
densities of both  and  reach the stationary values: XP YP

r
pmrmmprmrdmprmrD

P YXXYXY
X 4

/4)/2(/2 2 +−++−+
= , 

 
YX

XXX
Y mrP

PmrrPP
+
−+−

=
2

)2(2 .      (5) 

Hereafter, we set . When 0=Xm )1(2 DpmY −> , we have  =1 and =0. According to the linear stability, the 

steady-state densities (5) are stable if
XP YP

)1(2 DpmY −< . Hence, we can answer the result of the perturbation experiment. By 
the perturbation, the intensity D of destruction is suddenly increased from D=0 to D=0.3. After the perturbation, the 
abundance of predator Y always decreases, but the steady-state density of Y is unchanged by D; during a long period, the 
predator population recovers the same density as before the perturbation. However, the steady-state density of X is increased 
with increasing D. Note that X never becomes extinct for any value of D (0<D<1). 

4. Simulation Results 
4.1. Bond Destruction  
First, we carried out a perturbation experiment: before the perturbation (for D=0), the system evolves into a stationary state, 
after the perturbation, the predator Y decreases, whereas prey increases. Later, the abundance of predators increases. In Fig. 
1(b), the result of mean-field theory (global interaction) is also illustrated. This theory predicts well the time-dependences of 
local interaction, however the steady state levels are different. In Fig. 2 we depict typical stationary spatial patterns for 
different values of D. If the intensity D of destruction is large, the predator Y becomes extinct. Fig. 3 shows steady-state 
densities of both species X and Y against D together with the results of MFT. Here the plots (curves) denote the simulation 
results of local interaction (theoretical results of MFT). The lattice model in Fig. 3 reveals the following results:  

(1) With the increase of barrier density D, the density  of prey increases. Especially, we haveXP 1≈XP , when D 
takes a larger value than the extinction point of predators DB0. 

(2) With the increase of D, the predator density  increases, but it conversely decreases for large values of D. the 

predator density takes a peak. When , the predator becomes extinct; D
YP

0BDD ≥ B0 is the extinction threshold 

for bond destruction (  for ). 0=YP 0BDD ≥
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(a) Lattice model        

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) MFT 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1:  An example of population dynamics for bond destruction. (a) lattice model and (b) MFT  (100x100). The time 
dependence of both species X and Y are shown. At time t=0, the barrier density D increases from 0 to 0.3. We put r=1.0, 
p=2.0, mX=0.05, mY=0.6.  
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Fig. 2. Typical spatial patterns in stationary state for bond destruction.  Model parameters are set as (r=1.0, p=2.0, mX=0.05 
and mY=0.6). The predator Y, prey X and the vacant site O are indicated by black, grey and white respectively, and the 
barriers are represented by bold lines between sites.  
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(a) prey X      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) predator Y  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. The results of bond destruction. The steady state density of prey X (a) and predator Y (b) are plotted against the barrier 
density D. Each plot is obtained by the long-time average in the stationary state ( 1500500 ≤< t ) with 100x100 lattice. 
The solid lines represent theoretical results of MFT.  

 

Blaise Pascal University, France 157 © OICMS 2005



 

The mean-filed theory (MFT) sufficiently predicts the population dynamics of both species, and the extinction of predators. 
However, extinction point DB0 takes a value much higher compared to the lattice model (Figs. 3). Moreover, we find from Fig. 
3(a) or 3(b) that the density PX (or PY) for the lattice model is much smaller (or larger) than that predicted by MFT. When the 
species Y goes extinct (D>D B0), our system (1) becomes the contact process of X (and O)[Harris 1974]. In this case, the 
preys (X) occupy approximately the whole lattice points. Note that the mortality rate mX of prey is assumed to have a very 
small value. In addition, the extinction point DB0 for the lattice model is found to be close to the critical value DBC of 
percolation transition. This result suggests that the connection of barriers leads to the fragmentation of habitat, and the effect 
of destructions becomes severe. 

4.2. Site Destruction  
We perform the perturbation experiment of site destruction model. Fig. 4 illustrates a typical example of time dependence of 
densities of both species, where the value of D is increased from 0 to 0.3 at time t=0. The results of the dynamics are 
qualitatively identical to those of bond destruction. Typical spatial patterns in the stationary state are illustrated in Fig.5, and 
steady-state densities are plotted in Fig. 6. From Fig.6, we find that: 

The profiles of steady-state densities for site destruction (Fig. 6) are almost the same as those for bond version (Fig. 3). 
However, extinction point DS0 of predator for site destruction takes a smaller value compared to the bond version. In the case 
of site destruction, however, the extinction threshold DS0 is much smaller than the percolation transition point (DSC≈0.6). The 
mechanism of this paradox is discussed in the next section. 

5. Discussion 
To study habitat destruction, we compare bond and site destructions. We find unintuitive results: not only prey but also 
predator increase with the increase of intensity D of destructions, so long as D takes small values.  When the value of D is 
large, the species Y deceases and goes extinct with increasing D; even though there exists a lot of prey, predators go extinct. 
The extinction of predators can be explained by mean-field theory (MFT). Let DB0 and DS0 be the extinction thresholds of 
predator for bond and site destructions, respectively. We find that both DB0 and DS0 for MFT take similar values. However, it 
is found that these values for lattice model is much smaller than those predicted by MFT. 

The difference between lattice simulations and MFT may come from the percolation of destruction (fragmentation of habitat). 
The connection of destructions plays an important role in the lattice systems. If destructions are connected, the habitat is 
fragmented. When the intensity D of destruction exceeds a critical value, the so-called percolation transition occurs [Stauffer 
1985, Sahimi 1993]. Because of percolation (fragmentation), the species easily go extinct. According to the percolation 
theory, the percolation threshold is given DBC=0.5 and DSC ≈0.6 for bond and site destructions, respectively. Thus, the 
percolation threshold for bond destruction is smaller than that for site destruction. However, Figs. 3 and 6 reveal the opposite 
result: the extinction threshold for bond destruction is larger, compared to that for site version. This paradox is accounted by 
the percolation not of destroyed sites but of living sites. For example, we consider the case of site destruction. In this case the 
living site can be regarded as sanctuary. We must discuss the connection of sanctuary sites instead of destroyed sites. The 
percolation of sanctuary sites occurs, when D<0.4. Namely, the fragmentation of sanctuary occurs for D>0.4! Similarly, in 
the case of bond percolation, living region is fragmented for D>0.5. Hence, we can explain the mechanism of paradox. 

So far, we have considered a simple press perturbation such that barrier density is jumped from zero to a nonzero value of D. 
Now we can consider more general cases. D is increased from D1 to D2. If D1 < D2 < DB0, then the species Y can survive. 
However, If D1 <DB0 (or DC0) < D2, then the species Y becomes extinct. Even if the difference between D2 and D1 is very 
small, the extinction can occur. The present work shows the extinction of Y by direct effect. Recall that previously we 
studied the case that the destruction prohibits the reproduction of prey. In this work,  the predator Y indirectly went extinct 
with the increase of D. In real fields, such a direct and indirect extinctions may occur. It is necessary to take care of not only 
one species but also all species in a particular ecosystem. 
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(a) Lattice model 
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Fig.4 An example of population dynamics for site destruction. (a) lattice model and (b) MFT (100x100). The time 
dependence of both species X and Y are shown. At time t=0, the value of D increases from 0 to 0.3. We put r=1.0, p=2.0, 
mX=0.05, mY=0.6. 
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Fig. 5. Typical spatial patterns of site destruction model for various values of D (r=1.0, p=2.0, mX=0.05 and mY=0.6); vacant 
destroyed site (black), prey in destroyed site (XD: dark grey), predator Y (grey), prey in living site (light grey) and the vacant 
living site (white). 
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(a) prey X 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) predator Y 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.6. The results of site destruction. The steady state density of prey X (a) and predator Y (b) are plotted against the barrier 
density D (r=1.0, p=2.0, mX=0.05 and mY=0.6). The curves denote the theoretical results of MFT. 
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ABSTRACT 
Within a research program developed to model the fluxes and exchanges of blood nutrients between the major organs and 
tissues in Ruminants, the initial objectives were 1/ to create a bibliographic database on blood nutrient fluxes and 2/ to apply 
methods of meta-analysis to establish the law of response of the portal blood flow (PBF) as a function of the dry matter intake 
(DMI). 

The conceptual model of the database was divided in 6 parts: 1/ the identification of the sources of information, 2/ the dietary 
conditions, 3/ the infusion of substrates, 4/ the methods of measurement and determination, 5/ the results of net blood nutrient 
fluxes and 6/ any other experimental information. 

An initial dataset was constituted from 79 publications corresponding to 113 treatments on bovine and 118 on ovine. A meta-
analysis was carried out according to the following steps: 1/ choice of an exponent of the body weight, 2/ selection and coding 
of the groups of treatments, 3/ global meta-analysis approach, 4/ within-group meta-analysis approach. Each type of meta-
analysis included a covariance analysis of PBF vs DMI, and a statistical analysis of the residuals. One global response law was 
established on the pooled ovine and bovine populations. Two within-group of treatments response laws were established on 
ovine and on bovine separately. 

The within-group approach brought more precision and reliability than the global one with lower residual variation. 
Consequently it allowed to detect differences in slopes between the ovine and the bovine population, which was not possible 
with the global approach. The increase of PBF with DMI was thus significantly higher in bovine than in ovine. 

KEYWORDS 
Database, meta-analysis, response laws, net nutrient fluxes, organs and tissues 

 

1. Introduction 
Research conducted in animal nutrition to improve animal performances and health as well as the quality of livestock products 
increasingly requires the ability to integrate knowledge on complex mechanisms [Sauvant 1992]. In particular, the metabolism 
of the different organs and tissues of the whole body has to be related in order to better understand the factors which regulate 
the metabolism of the productive tissues of economical interest (muscle and adipose tissues in growing animals raised for 
meat; mammary gland in dairy cows raised for milk). Each organ and tissue has its own requirements and functions which 
respond to different signals [Lobley Lapierre 2003]; [Ortigues-Marty et al. 2003]. Responses of productive tissues depend on 
the amount and the nature of their nutrient supply in interaction with hormonal signals. The nutrient supply to each tissue will 
obviously be related to feed intake and composition. It will also be linked with the metabolic utilization of nutrients in other 
tissues, in a coordinated response driven by the physiological  priorities (or status) of the animal. 
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The present research program is thus aiming at modeling the fluxes and exchanges, from blood circulation, of nutrients 
between the major organs and tissues of the animal (digestive tract, liver, muscle, udder, adipose tissues) in relation with feed 
intake and composition. The objective is to develop a research tool to predict the supply of energetic and nitrogenous nutrients 
to peripheral tissues (muscle, udder) that will be used to better control and ultimately improve meat and milk yields and 
qualities. The initial step of this program consists of quantitatively reviewing all the experimental information existing on the 
net fluxes of nutrients among tissues and organs in ruminants in order to establish quantitative response laws. Subsequently, 
these laws will be included in a model of tissue metabolism and nutrient exchanges. The present paper describes the inter 
disciplinary approach developed to answer a biological question, consisting of determining the quantitative response laws 
relating portal blood flow (PBF) to dry matter intake (DMI). The PBF variable was selected in a first step because it is known 
to have a major quantitative influence on the results of blood nutrient fluxes. 

The first objective which called upon computer and modelling expertise consisted in creating a bibliographic database of net 
nutrient fluxes across the splanchnic tissues, alone or in combination with other tissues such as the hind-limb or the mammary 
gland, in ruminants, called FLORA (standing for FLuxes of nutrients through Organs and tissues in Ruminant Animals). The 
data to be input concerned the animals, the diets (with key parameters of the chemical composition and nutritional value of the 
feeds and diets), the experiments with a description of the experimental treatments, the methods of measurement and 
determination of blood nutrients and the results of net nutrient fluxes. The principles and relevance of databases are well-
known [Lescourret 1992]. In particular, they make it possible to store important volumes of data which can then be handled 
easily by means of powerful software [Microsoft 2002a]. 

The second objective which required statistical expertise consisted in applying statistical methods used in meta-analyses in 
order to establish quantitative response laws [Sauvant 2005], [St-Pierre 2001]. These powerful methods allow drawing 
quantitative conclusions which cannot be obtained as soundly with traditional bibliographic reviews. A pre-requisite condition 
for good practices is that the experiments gathered for a meta-analysis must relate the same experimental factors. Additionally, 
some meta-analytical methods have been developed specifically to distinguish between the global, and within-study variations 
and thus reduce the impact of biases on the prediction equations [Sauvant 2005].The within-study variations strictly include 
variations due to the influence of experimental treatments, all other conditions being identical. On the other hand, the global 
variations include both the influence of experimental treatments and the influence of changes in the conditions of result 
acquisition (e.g. type of animal, measurement methods, research team…). . Advantages and weakness of studying the global or 
the within-study variations will be discussed, in particular when combining data from different populations and when testing 
linear or quadratic responses. 

The present paper presents the meta-analytical methods used to study the response of the PBF to DMI. The portal vein drains 
the digestive tract, the spleen, the pancreas and associated mesenteric fat and its blood flow has already been shown to be 
related to DMI [Lescoat et al. 1996]. The study was carried out from a set of publications available on ovine and bovine. In 
animal sciences, in order to combine data from different species, it is usual to divide the results by the live weight of the animal 
raised at a certain power [Brody 1945]. The choice of the exponent for the weight is a key element to compare species. 
Conventionnally, results are often expressed according to the weight raised to power 0.75 [Brody 1945], [INRA 1988]. This 
has also been the case for blood flows in the portal vein until now ([Ortigues 1991], [Rémond et al. 1998] but some authors 
advise on the use of another exponent ([Berthelot 2000]. The present work therefore includes a systematic exploration of the 
possible exponents of the weight (i.e. ranging between 0.5 and 1.2). 

 

2. Material and methods 
2.1. The Flora Database 
For the conception of the FLORA database, the choice was made of a relational database in order to structure information in an 
optimal way and to structure relationships between the different pieces of information. FLORA was initially designed by using 
the Merise method which is now largely used in many fields, including agriculture [Lescourret 1992]. It was then implemented 
under Access which is usable on microcomputers and which offers a significant processing capability [Microsoft 2002a].The 
conception of FLORA was based on the structure of a first experimental database, built for a study carried out on 6 
multicatheterized lambs [Vernet et al. 2002]. Constraints for FLORA were 1/ to gather all data published on net splanchnic 
nutrient fluxes (energetic and nitrogenous) measured in multicatheterized animals, 2/ to precisely describe the experimental 
treatments and conditions including the amounts and the composition of the diets fed to these experimental animals and 3/ to 
ensure the traceability of the data and results, in particular to know if they were specified in the publication, calculated from 
other results or estimated. 

 

2.2. Meta-Analyses 
The present study was carried out on a data file which included 79 publications, dating from 1965 to 2003 and corresponding 
to 231 treatments, including 113 on bovine and 118 on sheep. The data on fasting animals were withdrawn. The response law 
of PBF [liter per hour and per kg body weight raised to exponent e, l/(h.kg BWe)], was established as a function of DMI [g per 
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day and per kg body weight, raised to exponent e, g/(d.kg BWe)]. All data were expressed per kg BWe of the animals in order 
to allow comparisons between species of different body weights [Brody 1945]. 

The first two steps of the meta-analysis were interdependent. The first step was to compare different exponents of the body 
weight. The exponents e= 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1 and 1.2 of BW, as well as the exponents e=0.66 and 0.75 
conventionally used in animal nutrition [Ortigues-Marty et al. 2003], were tested both graphically and by ANOVA using the 
specie as the main factor. The best exponent of the body-weight was the one which reduced the most any significant species 
effect on the explanatory variable. 

The second step involved the constitution, the selection and the coding of groups of treatments within each publication. This 
step aimed at selecting, among all the experimental treatments cited in the publications available, the treatments which 
involved a change in the dependent variable of interest [Sauvant 2005]. Thus in the present case, only the treatments, within 
each publication, implying a change in DMI were kept. Thereby they constituted a group of treatments. An additional and 
necessary precaution within each group was to select treatments where the explanatory variable DMI was not biased by other 
factors, in particular the nature of the diet and the physiological stage of the animal. This selection was carried out based on the 
scientific objectives of the studies and on the within publication standard deviations of the explanatory variable (DMI). 

The interdependence between these two steps lays in the fact that the selected groups were used for the choice of the exponent 
of the body weight and conversely, the selection of the groups was made on the basis of a particular exponent of the body 
weight. 

 

A comparative meta-analysis was then carried out based on 1) a GLOBAL approach and 2) an WITHIN- group of treatments 
approach. Both GLOBAL and WITHIN meta-analyses were carried out on the selected groups of treatments ( n=8 on sheep 
and n=7 on bovine), as detailed in section 3.2.2. For both meta-analysis approaches, the dependent and the explanatory 
variables (Y and X) were centered on their means and were thus expressed as YY − and XX − , with Y  and X being the 
means of all the selected treatments. 

In the GLOBAL meta-analysis approach, the two covariance models )XX()YY( −β+α=−  and 

²)XX()XX()YY( −δ+−β+α=−  were used to test linear effects only and both linear and quadratic effects, respectively. 

In the WITHIN-group meta-analysis approach, the following covariance model )XX(i)YY( −β+α+α=−  was 
applied, where α and β were coefficients common to all groups of treatments, and where αi corresponded to the effect of the 
group of treatments i. Concerning the covariance model, it should be stressed that because of the presence of only 2 treatments 
in the majority of the selected groups of treatments, the βi term representing the slopes of the groups of treatments could not be 
added to the model. This same reason precluded the possibility of testing any quadratic effect. 

Analysis of the model residuals was then carried out by checking the standardized residuals (their distribution, their numerical 
value, their contribution to the residual variance, their leverage as well as the Cook's distances ([St-Pierre 2001], [Sauvant 
2005]).  

The Minitab software was used to complete the meta-analyses because of its graphic and statistical capacities [Minitab 2003]. 

 

3. Results 
3.1.  The Flora Database 
Accounting for the above mentioned constraints led to a conceptual model of the data which was divided into 6 parts (Figure 
1). They are briefly described here as more details on the conception and elaboration of the Flora database are available 
elsewhere [Vernet Ortigues-Marty 2005]. 

 

Figure 1 The different information in the FLORA database 
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The first part of the model was used to identify the source of information and to depict the publication (number, title and 
source), the group of animals (number, specie, sex and physiological stage) and the experimental treatments (number, name, 
duration, nature of the treatment). To identify the source of information and facilitate the subsequent structuring of the data, 
two objects were created: SPEG (for administrative Service of the person who inputs the publication, Publication, Experiment 
and Group of animals) and SPEGT (for Service, Publication, Experiment, Group of animals and Treatment). The group of 
animals was a set of animals which were submitted to particular experimental conditions and for which some results of net 
nutrient fluxes were reported in the publication. This part also described the publication and its relationship with the author 
(name of the author), the group of animals and the experimental treatment. 

In order to later establish laws of response between blood nutrient fluxes and feeding conditions of the animals, the second part 
of the model described the feeding conditions. This part was composed of the diets (name, percentage of concentrate, 
percentage of forage), the ingredients (type of conservation, plant family and plant specie), the feed composition of the diets 
(i.e. the centesimal composition of the diet in feeds, the intake, the chemical composition ( e.g. the content in vegetable walls) 
and the nutritional values (e.g. the energy and nitrogen content) of the diets and ingredients. 

In some studies, in order to follow the transformation of particular ingredients or molecules which occurs in the metabolism of 
the animal, some substrates (e.g. glucose, casein) were infused into the animal in particular anatomical sites, by means of blood 
catheters or digestive cannulas during the experiment. So, the third part of the model dealt with the supply of substrates. and 
described the nature of the substrates, whether they were administered alone or in a mixture, the corresponding supply in 
energy or nitrogen, the characteristics of the infused solutions (pH, molarity, osmolarity) and the infusion conditions (duration   
and rate of infusion). 

The methods of measurement and determination may vary according to the team of research and the date of publication. They 
are supposed to affect the results. So, the fourth part of the model described the methods of measurement of the blood flows, 
the methods of determination of the concentrations and net fluxes of nutrients present in blood (or plasma) as well as the 
methods of determination of the nutrients and the pH of the rumen fluid. The choice was made to classify methods according 
to their principle, which proved convenient and feasible in most cases. Moreover, methods were detailed to the maximum by 
indicating the compartment of measurement (blood or plasma), the techniques of deproteinisation, the refrigeration and the 
freezing of the samples,… 

The fifth part of the model was very important because it described the results. These latter could be divided into three types: 
the results of blood flows (e.g. the blood flow in the portal vein), the results of net fluxes of blood (or plasma) nutrients and the 
results of the parameters of the rumen fluid (e.g. pH, volatile fatty acids,…). The first two types of results could be connected 
to different anatomical sites (blood vessels or organs). Corresponding to theses type of results, three relationships were built, 
with some difficulties due to the high number of necessary branches and the necessity to put several properties in the 
relationships themselves. 

Last, in order to be able to explain certain influent or aberrant data, it was important to memorise all the information available 
in the publication. So, the sixth part of the model described information on the experimental period, the catheters 
implantations, the blood sampling protocol, the statistical analyses and the meal frequency. 

 

3.2. Meta-Analyses 
3.2.1 Choice Of An Exponent For The Body Weight 

In order to allow the combination of data obtained from different animal species of widely different body weights, the choice 
of an exponent for the body weight of the animal is an essential step. Ten exponents were tested. Figure 2 shows the graphs 
obtained with exponents 0.66, 0.75 and 1.0 (data for other exponents not shown). Graphically, the best overlap on DMI 
between the ovine and bovine data was obtained with the exponent 1.0. The DMI [expressed as g/(d.kg BWe)] was 
significantly different between the 2 species, as tested by a one-way factorial ANOVA, with the exponents 0.5, 0.6, 0.66, 0.70, 
0.75, 0.80 and 1.2. On the other hand, it was not significantly affected by the animal species with exponents 0.9, 1.0 and 1.1, 
with a higher probability being obtained for the exponent 1.0. (P= 0.85). On those bases, it was then decided to use the 
exponent e=1 in all subsequent analyses. 
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Figure 2 Influence of the exponent of body-weight on the variation of portal blood flow (PBF) with dry matter intake 
(DMI) within the selected studies (data are expressed per kg BWe with e = 0.66 (a), 0.75 (b) and 1.0 (c), one point 
represents one treatment, several points connected together by a line represent one group of treatments)  

  

 

 

)

 

 

 

 

 

 

 

3.2.2 Selection Of The Appropriate Groups Of Treatments 
In order to establish a response law where the explanatory variable DMI was not biased by other factors, in particular the 
nature of the diet and the physiological stage of the animal, a rigorous selection of the experimental studies which aimed 
strictly at testing the influence of changes in DMI was carried out (Table 1). The publications, and within the publications, the 
groups of treatments with a "strict" DMI effect were kept for the analysis while those with a confusion of effects between DMI 
and other variables were rejected. Thus, each selected study was subdivided into only one or several groups of treatments 
according to whether there were one or 2 factors of variation in the study. It was the case, in particular, for the studies with a 
2x2 factorial design which were divided into two or several groups of treatments. Coding of the studies was then carried out to 
easily identify groups of treatments which varied only on the explanatory variable DMI and which were homogeneous on the 
other variables (e.g. the nature of the diet).  

Table 1 Examples of selection and coding of groups of treatments within publications 

Publication no Treatment name Treatt no Diet DMI [g/(d.kg 
BW 1.0)] 

Comment Group of 
Treatments no

131 Alfalfa silage – low 
intake 

1 Alfalfa silage 67 131-1 

131 Alfalfa silage – high 
intake 

2 Alfalfa silage 91 131-1 

131 Bermudgrass  silage – 
low intake 

3 Bermudgrass 
silage 

65 131-2 

131  Bermudgrass silage – 
high intake 

4 Bermudgrass 
silage 

80 

This publication 
was divided into 
2 distinct groups 
of treatments 
according to the 
nature of the 
diet 

131-2 

112 Low level of 
concentrate 

1 27% [25% 
cracked corn + 
75% grain:urea 
(100:1)] + 73% 
hay 

75 - 

112 High level of 
concentrate 

2 63% [36% 
cracked corn + 
64% grain:urea 
(100:1)] + 37% 
hay 

64 

This publication 
which had a 
confusion of 
DMI and diet 
composition 
effects was 
removed from 
the analysis 

- 

24 1 fold maintenance 1 100% dactyle 
hay 

15 24-1 
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The identification of those groups of treatments could also imply to select a limited number of experimental treatments within 
a study. At this stage, out of the initial dataset, only 16 groups of treatments (8 on bovine and 8 on ovine) and 34 treatments 
were kept for the analysis. Except for 2 groups of treatments which had 3 levels of DMI, all other groups had only 2 levels.  

Following this first selection, another selection was made on the standard deviation of DMI within groups of treatments to 
keep only the groups of treatments which had a sufficient variation on the explanatory variable. In that step, knowledge of 
nutrition experts was called upon to fix a minimum threshold of standard deviation below which groups of treatments would be 
rejected. This minimum threshold was set at 1.5 g/(d.kg BW) within a group of treatment. On the whole, out of the initial 
dataset, only 15 groups of treatments (7 on bovine and 8 on ovine) and 31 treatments were kept for the analysis. 

For the selected groups of treatments, several aspects could be underlined (Figure 2c): 1/ for most groups of treatments, PBF 
increased with DMI, 2/ the mean slope appeared visually to be different between the 2 species, it appeared to be higher in  
bovine than in ovine, 3/ within specie, the average DMI across all treatments were also similar between ovine and bovine 
(17.65 ± 8.10 vs 17.15 ± 5.71 g/(d.kg BW)), 4/ the ranges of DMI and PBF were similar in ovine and in bovine (for DMI: from 
6.10 to 29.15 g/(d.kg BW) in ovine vs from 6.54 to 28.33 g/(d.kg BW) in bovine), but 5/ the ranges of DMI and PBF varied 
greatly between the groups of treatments considered . Thus, in order to allow the study of the within-groups variations 
independently of the among-groups variations, the centering of the variables was considered to be necessary (see part 2.2); 6/ it 
should be pointed out that only 1 out of the 15 groups of treatments presented 3 levels of DMI. Finally, it may be indicated that 
selected bovine population corresponded to growing cattle (varying between 199 and 349 kg of body-weight). In the ovine 
population, 6 groups of treatments were adult non producing ewes and castrated sheep varying between 44 and 82 kg of body-
weight) while 2 groups of treatments corresponded to growing animals, varying from 32 to 40 kg body -weight. 

 

3.2.3 Global Meta-Analysis Approach 
The first type of meta-analysis was carried out following a global approach.. First linear response laws were tested separately 
for the ovine and bovine populations. Comparisons of the slopes β carried out by t-test indicated that the differences between 
ovine and bovine were not significant. Consequently, the two animal populations were pooled for the global meta-analysis. 

 

Following the variance-covariance analysis testing for linear effects, three significant points could be underlined: 1) the 
proportion of the explained variance was low (table 2), 2/ the α constants were not significantly different from zero, 3/ the 
DMI variable had a significant influence on PBF as indicated by the probability for the β constant.  

Table 2 Main results of the covariance analysis of DMIDMIvsPBFPBF −− in a global approach 

 

 

 

Population Nb of 
treatts

Adjusted 
R² 

P for α ≠ 0 P for β≠0 

Ovine+bovine 31 42.00 0.974 0.0001 

 

The linear response laws of PBF as a function of DMI, established on centered variables were as follows: 

For ovine + bovine: )DMIDMI()0113.0SD(0540.0)0773.0SD(0026.0PBFPBF −=+==−  

R2 = 42.00%, RSD = 0.4302, n = 31 treatments, PBF  = 2.233 (SD = 0.101) l/(h. kg BW), DMI  = 17.40 (SD = 1.25) g/(d.kg 

BW), BW  = 175.8 (SD = 23.7) kg  

The existence of quadratic response laws was also tested. However, the quadratic term was not significant (P = 0.668) . 

The statistical analysis of the residuals of the linear models was necessary to ensure the normality, the absence of biases from 
the model and the selected studies, and the absence of aberrant or influent observations. This analysis showed three significant 
points. Initially, the normality of the model was checked by plotting the histogram of the residuals and the Henry straight line 
(graphs not shown). Both graphs showed a normal distribution of the data. Second, the standardized residuals did not exceed 
the usual limit (Figure 3, -2, +2). Finally, it was necessary to look at aberrant and influent observations: the leverage effects, 
the contributions to the residual variation and the Cook's distances were studied (graphs not shown). In both species, the graphs 
showed an acceptable homogeneity between the treatments and no abnormal point. 
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Figure 3 Residual analysis in the global approach: standardised residuals vs dry matter intake (DMI) in ovine + bovine 
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3.2.4 Within-Group Meta-Analysis Approach 
As with the global approach, the two separate analyses: on ovine alone and on bovine alone were first carried out. 

In the two populations, the proportion of the explained variance was high (Table 3). The α constants were not significantly 
different from zero in ovine and bovine. In all cases, more than half of the individual intercepts (αi) were significantly different 
from zero. The DMI variable had also a significant influence on PBF as indicated by the probability for the β constant. It 
should be stressed here that considering the fact that most of the selected groups of treatments had two treatments, it was not 
possible to test within-group slopes.  

 

Table 3 Main results of the covariance analysis of DMIDMIvsPBFPBF −−  in within-group approach  

Population Nb of groups 
of treatments 

Nb of 
treatments 

Adjusted 
R² 

P for α ≠ 0 Proportion of 
αi different 
from zero 
(P<0.05) 

P for β≠0

Ovine 8 16 95.61 0.991 6/8 0.0001 

Bovine 7 15 93.15 0.321 5/7 0.0001 

 

The response laws of PBF as a function of DMI, established in within-group of treatments and on centered variables were then 
as follows: 

For ovine: ]DMIDMI[)0083.0SD(0500.0i)0500.0SD(0003.0]PBFPBF[ −=+α+==−  

R2 = 95.61%, RSD = 0.114, n = 8 groups of treatments and 16 treatments, PBF  = 2.376 (SD = 0.543) l/(h.kg BW), DMI  = 

17.64 (SD = 8.10) g/(d.kg BW), BW  = 54.40 (SD = 18.02) kg 

 

For bovine: ]DMIDMI[)0110.0SD(1027.0i)0388.0SD(0414.0]PBFPBF[ −=+α+=−=−  

R2 = 93.15%, RSD = 0.149, n = 7 groups of treatments and 15 treatments, PBF  = 2.080 (SD = 0.565) l/(h.kg BW), 

DMI =17.15 (SD = 5.71) g/(d.kg BW), BW  = 305.30 (SD = 45.70) kg 

 

Contrary to the global meta-analysis, comparisons of the slopes β carried out by t-test indicated significant differences between 
ovine and bovine (P<0.001). Because of these differences, the two animal populations were not pooled. 
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For the reasons already mentioned (see part 3.2.3.), the residual analysis was also necessary in the within-group approach. 
Initially, the normality of the model was checked by plotting the histogram of the residuals and the Henry straight line (graphs 
not shown). For ovine, the distribution showed some insufficiency in the class of the null residuals but was considered 
acceptable with the limited number of observations available. For bovine, the normality was correct. The standardized 
residuals were plotted against DMI (Figures 4a and 4b) and did not exceed the usually allowed limits (-2, +2). The figures 
illustrate the fact that the standardized residuals are independent of DMI. It was also checked that the standardized residuals 
were independent of the diet composition (metabolisable energy and nitrogen contents). Finally, it was necessary to look at 
aberrant and influent observations: the leverage effects, the contributions to the residual variation and the Cook's distances 
were studied (graphs not shown). In both species, the graphs showed an acceptable homogeneity between the treatments and 
no abnormal point. 

 

Figure 4 Standardised residuals of the within-group of treatments model vs dry matter intake (DMI) in ovine (a) and 
bovine (b) 
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4. Discussion and conclusion 
4.1. The Flora Database 
The Flora database answered the three principal constraints. First, all information was taken into account, which satisfied the 
requirements of exhaustiveness and precision in the description of the experimental studies. Second, a minimal description of 
the diets and of their ingredients was carried on, mainly based on the values of the French and American tables of feed 
composition [INRA 1988], [NAS 1969]. Third, the traceability of the data was ensured by adding a criterion "reported, 
calculated or estimated" which accompanied the data as well as comments whenever it was judged necessary. 

Overall, it may be concluded that the use of a relational database is more complicated than a simple spread sheet like Excel, as 
used by [Ortigues Visseiche 1995] in earlier work, and it also demands more expertise. However, it was a powerful tool. 
Besides the present work, FLORA has already been used successfully for a quantitative and qualitative study of literature data 
to establish response laws of the net hepatic glucose release in the ovine (n= 41 publications) by meta-analysis [Vernet et al. 
2004], [Microsoft 2002b]. At the present time, approximately 150 publications were available in FLORA. They were input by 
3 different teams of Research by means of a tool developed under Excel. It may finally be added that a reliable and exhaustive 
data extraction from publications required widely different expertise and experience which should not be underestimated and 
which was greatly facilitated by a team work. 
 

4.2. Meta-Analyses 
4.2.1 General Points 

In the meta-analysis process presented here, several points were noteworthy. First, to combine data from animal species of 
different weights, the results were divided by the body weight raised to a certain exponent. Methods based on graphical 
observation and on one factor ANOVA were used in a first step to test the exponents of the body weight because of their 
easiness. Other methods can be imagined, for example, those which consist in seeking the best common fit of the data between 
species. The best possible exponent of the weight proved to be 1.0, in agreement with results obtained by [Berthelot 2000]. 
These results point to the limits of applying the conventionally used exponents (0.66 and 0.75, see [Ortigues 1991] for review; 
[Rémond et al. 1998] and to the necessity of testing the influence of the exponent with different types of results. This first step 
led to an overlap of the data of the 2 species which will then allow to test the effect of specie (independently of their body-
weight differences). Subsequently, slopes of the within-group relationships were shown to be different according to the 
species. 
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Second, the selection of studies, and within studies the selection of groups of treatments, was a key aspect. The initial set of 
data available here consisted of 79 publications on both ovine and bovine. It was decided to carry out a very strict selection of 
studies based on the scientific objectives of the experiments: only experiments which were designed to study the strict 
influence of DMI on PBF were selected. Out of this pre-selected set, a second selection was applied on the standard deviations 
of the explanatory variable, in order to keep only the groups of treatments which presented a sufficient variation on DMI. The 
selection was done to the detriment of the number of observations kept for the analysis (n = 15 groups of treatments). 
However, in this first step towards the establishment of response laws, it gave the insurance to keep only the publications 
which studied the variable of interest (DMI). It avoided confusions of effects which could have been difficult to study such as a 
confusion between the level of intake of the animals and the nature of the diet. 

Finally, the analysis of the residuals which was carried out here complies with good practices of meta-analyses. [Sauvant 
2005]. No back and forth stepwise approach had been necessary, probably because of the very strict selection of studies and 
groups of treatments and also because there was no particular variation of the residuals according to DMI or to other 
significant variables of the composition of the diet. 

 

4.2.2 Comparison Between A global And A Within-Group Approach 
The present study allowed to compare the global and the within-group approaches. Seven points were worth to be underlined. 
First, the two methods led to different results. With the first method, the response law was of the form: PBF = α + β DMI. 
With the second method, the law was of the form: PBF = α + αi + β DMI where αi depended on the group of treatments. 

Second, the relations obtained in the 2 approaches did not apply to the same populations. Thus, with the within-group 
relationship, the slopes of the ovine and bovine populations were significantly different (P<0.001). Consequently, two 
relationships were established, one in ovine and one in bovine. With the global approach, the slopes in ovine and bovine were 
not significantly different. Consequently, only one global relationship was established for the ovine + bovine population. So, 
the within approach allowed to detect differences in slopes between the ovine and the bovine population, which was not 
possible with the global approach. 

 

Third, the comparison of the within and global relationships showed that in ovine the slopes were not statistically different 
(P<0.001). In bovine, the slope of the within-group relationship was significantly higher than that of the global one (0.103 vs 
0.054, P<0.001). There would remain to be determined whether those differences are due to specie or to the physiological stage 
of the animals (growing vs. adult). In our data, there was a confusion of effects between the specie and the physiological stage, 
since bovine were all growing animals whereas ovine were primarily nonproductive adult animals. So, it was not possible to 
study these two factors separately. 

Fourth, the standard deviations of coefficients, residual standard deviations and explained variances were significant elements 
for the comparison of the 2 approaches. Thus, the standard deviations on the coefficients of the regression were 0 to 2 fold 
lower in within-group than in global relationships. Concerning the residual standard deviations, they were 2.9 fold to 3.8 fold 
lower in within-group than in global relationships. Moreover, the part of explained variance was higher in within-group in 
ovine and bovine than in global relationships (95.6% and  93.1% vs 42.0%). 

The present results showed clearly that relationships obtained with a within-group approach were more precise, and more 
robust than those obtained with an global approach. All these elements justify the importance of carrying out a within-group as 
compared to a global approach. 

Fifth, the importance of carrying out the statistical analysis at the within-group level [Sauvant 2005] was also made obvious by 
the present set of data which included animals of widely different body weights, and published studies from widely different 
research teams using quite different methodologies (e.g. methods of blood flow measurement). The fact that some αi terms 
were non significantly different from zero illustrated those methodological effects, even though they could not be attributed to 
any single methodological reason (e.g. measurement of blood flow, chemical determination methods) to date. In this context, 
the choice of establishing a response law on centered variables was also justified by differences in the distribution of the DMI 
levels between the groups of treatments in a given specie. 

Sixth, the question of a linear or a curvilinear response between PBF and DMI is an important one biologically. Some 
nonlinearity in the response of PBF with DMI has already been reported. In fact, it appears significant to consider distinct 
responses depending on the level of DMI, i.e. one for low levels of DMI (below maintenance), one for average levels of DMI 
(from 1 to 2.5 times maintenance) and one for the highest levels of DMI (above 2.5 times maintenance, as measured in dairy 
cows). Indeed, when the feeding level is low (below maintenance), PBF does not vary much with DMI ([Nozière 2000], 
[Ortigues 1991] [Lomax 1983], [Webster 1975]). For average feeding levels, PBF seems to increase linearly with DMI 
[Rémond 1998]. For high feeding levels, the response does not exist in the bibliography because few measurements were 
carried out at such levels. However, a decreasing marginal response is physiologically possible. In our data, low feeding levels 
were not explored since the data of starving animals were withdrawn and those of under-fed animals were very few. Average 
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feeding levels were explored. High feeding levels were not explored since no data from dairy cows were included. These 
reasons probably explain why linear effects were significant  whereas quadratic effects were not-significant. Lastly, it should 
be recalled that the test of the quadratic effects could only be realized in the global approach. 

Finally, it should be stressed that the two methods did not lead to the same conclusions and interpretations. The global 
approach led to the establishment of a quantitative response law making it possible to predict a value of Y for any value of X, 
provided that this value of X was located in the range of initial variation and that the experimental conditions (type of animal, 
feeding conditions, methods of measurement) were compatible with those used for the establishment of the response law. It 
was not the case for the second method. Indeed, the latter only made it possible to predict a variation of Y for a variation of X. 
No general law was obtained since the intercept depended on the groups of treatments. The preceding analyses showed clearly 
that the αi terms were generally significantly different from zero. Thus, the precision and the reliability of the within-group 
approach response law were obtained to the detriment of its generalization. 

 

4.2.3 Within Group Meta-Analysis for the Response Law of Portal Blood Flow With Dry Matter Intake 
The response law which was established quantified the significant increase in PBF with an increment in DMI. Such a positive 
relationship is well known [Lescoat et al. 1996], however, the strength of the present approach laid in the robustness of the 
quantification of the slope, within the limit of the range of DMI values available. The αi terms were significant for the majority 
of the groups of treatments but no explanation could be found so far for those differences of intercept. Consequently, the 
response laws were known except for the αi term. The βi terms could not be included in the model and only a general slope 
was considered. The slope of the relationship on centered variables was significantly higher on bovine than on ovine (0.103 vs 
0.050, P<0.001). For example, an increase in DMI of 10g/(d.kg BW) caused a rise in PBF of 1.03 and 0.50  l/(h.kg BW) in 
bovine and ovine, respectively. On bovine, the slope was significantly higher than that obtained by Lescoat who compiled the 
results from 89 treatments (28 publications) by linear regression (0.103 vs 0.060, P<0.05, [Lescoat et al. 1996]). It is 
significant to note that the slope of the global relationship was not significantly different from that of the relationship of 
Lescoat in bovine (0.054 vs 0.060, P<0.05). Such differences were already observed between simple regression which do not 
distinguish between within-studies and global variations and more rigorous within-studies meta-analyses [St-Pierre 2001]. 

 

4.3. Conclusions 
The approach presented here will be applied to the net flux of all blood nutrients of interest. Preliminary responses have 
already been established for the net hepatic glucose release [Vernet et al. 2004]. The response laws that will be obtained are 
expected to precisely quantify the rates of changes of the explained variables in a more general way than could be made from 
only one experimental study. This approach will provide a comprehensive integration of quantitative knowledge on the supply 
and the net flux of nutrients of different organs and tissues and their coordinated response to changes in feed supply or 
physiological status. The current and future response laws will be used in compartmental mechanistic models on the same 
subject to define the relationships between compartments (and associated fluxes) and to help to set initial values or parameters. 
Understanding those mechanisms will contribute to improve the prediction of nutrient supply and utilisation to tissues of 
economical interest. This research work is complementary to that developed to predict the tissue characteristics involved in 
product quality [Hoch 2003]. 
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ABSTRACT 
In this paper, we show through two examples how a global sensitivity analysis of model output can be used to improve 
agronomic models. Such an analysis measures the variation of a model output as a function of the variations of its inputs. The 
first example presents a bio-physical crop model and shows how global sensitivity analysis can improve model calibration or 
the choice of experimental design. The second example presents a bio-decisional model for irrigation and explains how 
global sensitivity analysis can guide the evaluation of the decisional inputs underlying that global sensitivity analysis requires 
knowledge of the correlation structure of model inputs and parameters. 

KEYWORDS 
Global sensitivity analysis, crop models, parameter estimation, model calibration, input data estimation 

1. Introduction 
For some decades now, simulation models have been developed to encapsulate understanding and to generalize experimental 
results on complex agronomic systems (soil, plant, climate and human practices). In this domain, the term biophysical model 
refers to a model which describes the soil-plant-atmosphere system while a bio-decisional model takes into account in 
addition human practices through decision rules. Both can concern different scales of times (from the second up to several 
decades) or space (from part of a field in site specific management up to the watershed scale needed to tackle some 
environmental questions). 

Our research team includes agronomists, statisticians and computer scientists and aims at developing methods for the 
elaboration, the use and the evaluation of models for the management of environmental resources (e.g. water or permanent 
meadows). Recently, a tool box for crop models has been developed. It contributes to the diffusion of some methods that 
researchers hesitate to program on their own but use if they are easily available. One tool provides a method for performing 
global sensitivity analysis whose principles are described in the second section. In section three, we show how such a 
sensitivity analysis can help in the crucial step of model calibration for a biophysical model. In the last section, we show how 
it can help to choose which input data are interesting to estimate in a bio-decisional model. 

2. Methods for Global Sensitivity Analysis of Model Outputs 
Sensitivity analysis studies how sensitive a model output is with respect to elements of the model which are subject to 
uncertainty or variability. These elements, called factors, are for example the model parameters, or the input variables, but 
can also be different possible choices of the model structure. The output is supposed to be scalar. The book 
[Saltelli et al. 2000] is a comprehensive reference on this subject. 

Local sensitivity analysis is performed by estimating the partial derivatives of the output with respect to each input factor 
around given nominal values. It gives a local measure of the output sensitivity which may vary with the nominal value. This 
value should then be chosen very carefully taking into account the goal of the sensitivity analysis. 

Global sensitivity analysis (GSA) apportions the output variability to the variability of the factors when they vary in their 
whole uncertainty domains. This uncertainty is generally described using probability densities for factors. Methods for GSA 
can be decomposed into four steps: 

1. definition of the factors and of their distribution; 

2. generation of a sample of factor values; 
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3. evaluation of the model output for each element of the sample; 

4. estimation of the effect of each factor on the model output. 

Two main approaches can be distingued to perform the last step. The first one uses a model approximation, e.g. a linear 
regression model. The second one is based on a direct decomposition of the output variance and does not rely on any model 
approximation. Because of the strong non linearity of crop models we adopt here the second approach. In such variance-
based methods as in analysis of variance, the output variance is decomposed into factorial terms called importance measures:  

 
(1) 

where: - s is the number of factors, 

- V(Y) denotes the total variance of the output variable Y considered, 

- Di = V(E(Y|Xi)) 1 the importance measure for factor Xi, 

- Dij = V(E(Y|Xi,Xj)) - V(E(Y|Xi)) - V(E(Y|Xj)) the importance measure for the interaction between factors Xi and Xj  

- and analogous formulae for the higher order terms. 

The sensitivity indices are computed by dividing the importance measures from (1) by the total output variance: 

 
(2) 

 
(3) 

Consequently, they sum to one and can be interpreted as the proportion of variance explained by the various factorial terms. 
The indices Si for i=1,...,s are called the first order indices and measure the main effect of each factor on the output variance 
without taking into account the interaction with the other factors. 

The total sensitivity index of a given factor Xi takes into account the main effect and the effect of all its interactions with 
other factors. It is defined by: 

 
(4) 

where Di,~i indicates all interactions involving the factor Xi. 

The main difficulty in evaluating these indices is that they contain integrals of high dimension. In the two following sections, 
we use the extended fast (EFAST) algorithm proposed in [Saltelli et. al. 1999] to estimate the first-order and total sensitivity 
indices. It performs a judicious deterministic sampling to explore the factors space which makes possible to reduce to one the 
dimension of the integrals via Fourier decomposition. 

3. Global Sensitivity Analysis for Biophysical Crop Model Calibration 
Biophysical crop models are systems of equations describing the dynamics of crop growth and development at a daily time 
step and at the field scale. They often contain several or even tens of state variables, with an equation describing the rate of 
change of each state variable. They provide agronomic outputs and outputs describing the environmental impact of the 
system. Crop model calibration, i.e. the estimation of its parameters, is a major problem because of the large number of 
parameters compared to the amount of training data. 

Moreover, the structure of the data is often complex: in a given field, several different variables may be measured, and some 
of these variables may be measured at several different dates during the season. On the other hand, there is in general 
supplementary information about parameter values, e.g. when parameters have a clear physiological meaning. 

                                                           
1E(Y|Xi) denotes the expectation of Y conditional on a fixed value of Xi and the variance is taken over all factors which are 

fixed in the conditionnal expectations. 
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Whatever the estimation algorithm used, it appears to us that a global sensitivity analysis can help answer two types of 
question: 

1. Given a data base, on which parameters should we focus our attention? 
2. Given some parameters to estimate, which variables and at which date shall we measure? 

3.1. The MINI-STICS Model 
The model considered here is part of the STICS model [Brisson et al. 1998]. It simulates with five state variables sunflower 
development over a period of 20 days, starting at the stage Maximal Acceleration of Leaf growth. The vector of explanatory 
variables has 75 elements and includes soil characteristics, daily climatic variables, management operations and initial 
conditions. The parameter vector has 14 elements to estimate. 

3.2. The Sensitivity Analysis Implementation 
To test our calibration algorithms on the MINI-STICS model, we have mainly worked with two different sets of data. The first 
contains measurements of the two variables leaf area index (LAI) and volumetric soil water content (HUR) at days 10 and 20. 
The second contains measurements of LAI at day 2 and three measurements of the fraction intercepted radiation (PARI) at days 
2, 8 and 15. 

  

 

   
Figure 1. First order (dark grey) and total (light grey) sensitivity indices after averaging over 14 input conditions (soil, climate and 

management) considering successively output HUR10, HUR20, LAI2, LAI10, LAI20, PARI2, PARI8, PARI15. 
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We would like to understand before running the estimation algorithms how the choice of data set affects the quality of the 
parameter estimates. One way to answer this question is to perform GSA of this model. A major interest of this approach is 
that it only considers outputs generated by the model and is thus independent of the real measurements. It could then be run 
before the measurements are made. 

For the EFAST method as for all global sensitivity analyses methods, the model output is considered to be scalar. We 
performed eight independent GSA by setting the output to each of the eight variables2 . This set of analyses shows, for a 
given factor, how the order of sensitivity indices vary with the type and the date of the output considered. 

In the context of model calibration, the input factors for this analysis are the 14 parameters of the model. We suppose here 
that these parameters are not correlated, which seems a reasonable assumption according to the model construction. As we 
use a Bayesian approach for parameter estimation, we have worked with experts to define prior distributions for all the 
parameters. The input intervals have been defined in accordance with these priors: they are of the form [µ-2ω,µ+2ω] where µ 
and ω are respectively the mean and the standard deviation of our Gaussian prior. To reproduce the variability of the input 
conditions (soil and climate), we ran the sensitivity analyses for 14 different input conditions randomly chosen according to 
distribution laws established with experts. 

3.3. Results and Conclusion 
Figure 1 shows the first order and total indices averaged over the 14 input conditions for each of the eight outputs considered. 

We first remark that the factors with the largest indices are different according to the measurement considered. For instance, 
for LAI2, LAI10 and LAI20 the two factors with the largest indices are factors 1 and 4 whereas for HUR10 and HUR20 factors 13 
and 14 have the largest indices. 

Secondly, for a given measurement type, the day at which the measurement is made may or may not influence the sensitivity 
indices: 

1. For LAI, the sensitivity indices are the same whether day 2, 10 or 20 is considered. The four dominant factors 1, 4, 2 
and 11 are precisely the four parameters used in the LAI dynamic equation. 

2. For PARI, the measurement day has a strong influence. Only factor 5 has significant indices for measurement at day 2. 
Four other factors (1, 4, 2 and 11) appear more and more significant as the measurement day increases. Again, the 
knowledge of the model equations helps to analyze these results. The PARI variable is in fact a function of LAI and of 
the fifth parameter. Only this parameter is significant at the beginning and the LAI parameter (1, 4, 2 and 11) indices 
increase as the number of cycles of the model increases. 

3. For HUR, the four most significant indices are the same at day 10 and 20 but their relative importance varies. 

To illustrate question of type 1 enounced at the beginning of this section, we can conclude for instance that the data base 1 
containing measurements LAI10, LAI10, HUR10 and HUR20 is much more adapted to estimate parameters 13 and 14 than the 
other data base. To illustrate how such analyses help answer question of type 2, we can conclude for instance that parameter 5 
can be estimated with measurements of PARI at time 2. 

4. Global Sensitivity Analysis for Bio-Decisional Model Inputs Estimation 
A bio-decisional model is the association of a biophysical model and a decision model. As presented in paragraph 3, the 
biophysical model represents crop development at a daily time scale and at the field scale. The decision model expresses 
farming practices with a set of “IF...THEN...” rules. Unlike the preceding example, we are not interested here in the 
parameters of the biophysical model, but rather on the spatial variability of the decision model inputs and on their effects on 
the prediction of water withdrawals assessment. 

4.1. The ADEAUMIS Model 
ADEAUMIS [Leenhardt et al. 2004] is a bio-decisional model at the regional scale, which has been developed to assess water 
withdrawals due to maize irrigation in the Neste system (South West of France). To take into account spatial variability 
within the area, simulation units have been defined, within which meteorological data and farming practices are considered to 
be homogeneous. 

 
2An interesting theoretical extension of actual global sensitivity analysis methods would be to take into account vector 
outputs. 
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The inputs for each simulation unit are listed in Table 1 and the output is the water withdrawal. Meteo-France provided 
meteorological data from the Auch Station from 1985 to 2004 and a survey done by INRA Toulouse in 2004 of 30 farmers of 
the Neste system, provided the information necessary for defining the intervals for the other inputs. 

We would like to know which inputs, given their variations for the Neste system, will have the most effect on water 
withdrawals calculated by the model. The objective is to concentrate efforts on obtaining an accurate spatial description of 
the most important inputs. 

4.2. The Sensitivity Analysis Implementation 
A direct way to perform the sensibility analysis with EFAST would be to study 5 factors: meteorological data, “waiting time” 
(W_time), “sowing day”, “return rule” and “dose”. But using those factors does not take into account that sowing only takes 
place in spring when there is no irrigation and that the “return rule” and the “dose” are strongly correlated. 

Table 1. Simulation unit inputs and their range of variation. 

Input Min Max Description 

Meteo 1985 2004 Meteorological data for the year 

W_time 4 15 Length of period without irrigation after rainfall 

Sowing day 1-04 31-06 Sowing day 

Return rule 4 12 Frequency of irrigation 

Dose 18 50 Amount of water at each irrigation round 

The factors we took into account for the sensitivity analysis are listed in Table 2. Knowing there is no irrigation during 
spring, we created two meteorological factors: “spring” which cover the sowing period and “summer” which covers the 
irrigation period. W_time was used as a factor for sensitivity analysis since it has no correlation with the other inputs. The 
sowing day is calculated using the meteorological data in “spring” and a sowing index as follows: the meteorological data 
determines a set of possible sowing days and the sowing index (S_index) selects the sowing day within that set (the higher 
the index is, the later the sowing day is selected). We also linked “return rule” and “dose” by a linear relation to build the 
factor “irrigation strategy” (I_strategy) which is an index which goes from 0 for “small dose and short return rule” to 1 for 
“high dose and long return rule” [Maton et al. 2005].  

Table 2. Factors for GSA and their range of variation. 

Factor Min Max Description 

Spring 1985 2004 Meteorological data for the spring period 

Summer 1985 2004 Meteorological data for the summer period 

W_time 4 15 Length of period without irrigation after rainfall 

S_index 0 1 Sowing index 

I_strategy 0 1 “dose” and “return rule” correlation index 

 
4.3. Results and Conclusion 
Results of the EFAST algorithm with these new factors are presented in figure 2. The first result is that the “summer” factor 
has the highest total sensitivity index and “irrigation strategy” has the highest first order sensitivity index. This means that 
“summer” can have a stronger effect than “irrigation strategy” in specific contexts which remain to be determined. The 
second result is that the “spring” factor can have a significant effect in interaction with other factors, probably the “sowing 
index” since there is no irrigation during “spring”. There is need for further research of those interactions to identify 
situations where “summer” may have a stronger effect than “irrigation strategy” and “spring” may have a significant effect. 
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Figure 2. First order (dark grey) and total (light grey) sensitivity indices for ADEAUMIS factors 

5. Conclusion 
Following a description of global sensitivity analysis, we have illustrated the usefulness of such methods through two 
agronomic models. The first illustration shows that global sensitivity analysis can help on the one hand in the calibration step 
and on the other hand to choose experimental design. The second shows that it can help to determine which input variables 
are important to estimate more precisely and show an example of how to take into account the correlation structure of inputs. 
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ABSTRACT 
Parallel discrete event simulation of complex phenomena like fire spreading is known to be a challenge. We describe in this 
paper a distributed model and the techniques we used for implementing such a simulation on a cluster of workstations. The 
need in adapted methodologies in this area is a recurrent problem. Simulation times obtained do not allow developping 
effective prediction tools. Realistic large-scale simulations are obtained to the detriment of precision and simulation time. 
This is due to the physical models increasing complexity which is in constant opposition with the available computing 
resources. We show that an OpenMOSIX cluster could form a basis for a good distributed engine, easily adaptable for spatial 
model in large-scale simulations.      

KEYWORDS 
Distributed computing, parallel algorithms performances, discrete event simulation, fire spread simulation, MOSIX.  

1. Introduction 
These last years, the international community has known an increase of ecological and technological disasters. Many 
countries were devastated by destructive forest fires or suffered of fatal floods. However, the means of prevention and fight 
are each day more effective. The use of computer tools is largely accepted in this domain and spreads with the development 
of new technologies. Their use makes it possible the improvment of the traditional methods and generates development 
techniques helping to understand and control the time evolution of these phenomena. Among those, computer simulation 
allows the rise of new concepts adapted to the study of such systems [Ingalls 2002] 

This work is related to the simulation of complex phenomena integrating space dynamics. We treat the design of a computer 
model for distributing simulation of fire spread. The need of adapted methodologies in this area is a recurrent problem. 
Indeed, the simulation times obtained are still too important and do not allow developping effective prediction tools. 
Obtaining realistic high speed simulations seems to be viable only to the detriment of the precision of the model. This is due 
to the physical models increasing complexity which is in constant opposition with the available computing resources. We try 
to find solutions to these problems by combining modeling and simulation concepts, objects and parallel computing 
techniques. This work relies upon the combination of simulation formalisms to specify discrete event simulators [Zeigler et 
al. 2000], and upon an innovative modeling method. The developed model allows an optimal use of parallel computing 
resources available and thus a gain in terms of performances. We discuss the techniques founded on OpenMOSIX for 
distributing the fire spread simulation.  

This paper is organized as follows. First, we introduce the essential software paradigms we use in our development (Section 
2); second, we describe both the modeling and simulation structures (section 3); third, we explain  the fire spread 
implementation details and analyze the simulation results (section 4); finally, we give some conclusions and some 
perspectives of work (section 5).   

2. Related Works 
2.1. Cellular Modeling 
Many methods can be used to design a model in the computer simulation domain. Among those, methods founded on models 
inspired by cellular automata are often used [Gardner 1970]. Many examples implementing advanced cellular models can be 
found in the litterature [Rennard 2000, Hoffmann and Al 2000, Chopard Masselot 1999, Sipper 1994, Maniatty and Al 1994]. 

 

History of Cellular Automata (CA) begins in 1940 with Stanislas Ulam (1909-1984), a polish mathematician. He studied the 
evolution of complex systems generated on the basis of elementary behaviors. He quickly realized he could build complex 
behavioral structures in a two-dimensional space split in cells, starting from very simple rules. In its first experiment cells 
could have two states: on or off. Then, evolution of a cell results from the current state and from the rules relative to the 
neighbors cells. Many extensions and modifications of the basic model can be found in the litterature [Bandini et al. 2001, 
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Worsch 1997, Di Gregorio Serra 1999, Sipper 1999, Talia 2000]. All of them imply variations of the structural and 
behavioral rules [Langlois Phipps 1997]. For example, modification of the neighborhood definition is allowed. If we consider 
models based on a two dimension cellular automata, [Rennard 2000] references the following neighborhood illustrated 
Figure 1. 
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Figure 1. The most used two-dimensional neighborhoods for cellular automata. 

 

2.2. Discrete Event Simulation and DEVS formalism 
Discrete event simulation implements models whose state variables evolve in time in a discrete way. Contrarily to continuous 
simulations, this kind of approach is based on state changes ocurring on the time axis. These changes represent the events of 
the simulation. They are executed in the timestamp order of their occurrences according to the simulated time.  

2.2.1  Event Driven Simulation 
Discrete event simulation implies the development of models where the simulation time progresses by jumps of events 
occurrences [Erard Déguénon 1999]. In this case, only the significant moments where the model evolves are considered, i.e. 
during the process of simulation, only events generating a change of the value of the state variables are computed. For that, it 
is necessary to implement a scheduler to chronologically order the events. Each time progression implies a treatment, and all 
events are productive. The time progresses more or less quickly according to the computed events. Execution of an event at 
the head of the scheduler can generate additions or suppressions of other events. Event driven simulation is illustrated 
figure 2. 
 

simt
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Sche.
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ei : event

 
Figure 2. Events driven simulation. 

Two types of events can occur: external and internal events. External event occurrences are not controlled by the model.  
Internal events on the other hand, come from the events programmed by the model. This distinction on the principal types of 
events can led to the definition of two state transition functions: the external transition function ‘δext’, and the internal 
transition function ‘δint’. This kind of approach is specified by [Zeigler 1976, Zeigler et al. 2000], with the DEVS  (Discrete 
eVent System specification) formalism. In the case of event driven simulation events management algorithms are 
implemented at the simulator level. They constitute the synchronization kernel of the simulation process and are integrated in 
the simulators. The interested reader can find a detailed description of these algorithms in [Coquillard Hill 1997, Balci 1988, 
Overeinder et al. 1991]. Algorithm 1 is an example of an event driven simulator. 
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Event approach program

Scheduler.initialisation() ;

t=0 ;

While scheduler not empty and t<>tfinal

Get the first event in the scheduler ;

Update clock simulation ;

Execute the traitment associated to the event ;

End while

Get simulation results ;

End

Algorithm 1. Discrete event simulator. 

The different treatments can generate new events inserted in the scheduler, as well as the suppression or the report of events. 
The execution of the treatments does not modify the clock of the simulator. Only the synchronization kernel is entitled to 
manage the time. 

2.2.2  DEVS formalism 
Developed in the beginning of the 1970’s, DEVS is an abstract universal formalism used for discrete event modeling 
[Zeigler 1976].  
A basic DEVS atomic model is a structure: DEVS = (XM, YM, S, δext, δint,λ, ta), 

Where,  

XM is the set of ports and input values, 

YM is the set of ports and output values, 

S is the set of system's states, 

δext is the external transition function, 

δint is the internal transition function, 

λ is the output function, 

ta is the advance time function. 

Components of the model are described via the descriptive variables. S represents the set of state variables. X is the set of 
input variables and Y the set of output variables. The atomic models are influenced by internal and external events. Atomic 
model activity is described by the internal transition function δint, the output function λ and the external transition function 
δext. External events are generated on the input ports of the atomic model and imply the model response to the outside. 
Internal events are programmed if there is not external events occurrence during ta. The reader interested in more details will 
benefit from the new reference book for DEVS [Zeigler et al. 2000]. 

2.3. MOSIX/OpenMosix 
MOSIX is a clustering tool developed by the team of the Professor Amnon Barak at the University of Jerusalem [Barak 
La'adan 1998]. It is designed as a set of patches applied to the Linux kernel operating system. MOSIX distributes the 
application tasks homogeneously through the workstation cluster, giving a solution to the distribution problem of load 
balancing. Although MOSIX is more than twenty years old, its development is mainly associated to its implementation on the 
GNU/Linux platform. MOSIX relies upon algorithms performing statistics and upon procedures that guarantee correct 
operations, even in the case of incidents (High Performance Clusters). MOSIX assigns a process to a node, according to the 
resources available. The objective is to optimize the use of each workstation in the cluster. A MOSIX cluster is fully 
decentralized, and can be compared to a "Peer to Peer" network. Each workstation manages its own processes comparing 
them to the other processing nodes and there is not hierarchy between the different workstation of the cluster. We used 
MOSIX for its simplicity of implementation. Indeed, using MOSIX only requires a patched Linux kernel and configuration 
files used to define the cluster.  
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3. Distributed Modeling and Simulation Framework 
3.1. Model definition 
With the development of parallel computing, spatial distributed models are well suited for large scale simulations on 
distributed parallel architectures. They offer a boundless execution support in terms of memory and they guarantee the 
highest exploitation of the computers power. Simulation models must be parallelized using the principles of the domain 
decomposition [Leduc 1999]. This technique consists in sharing the computer model which represents the spatial area to be 
simulated in different sub-elements. For this reason, the propagation domain represented by the simulation model is broken 
down into different sub-domains; it is quite common to consider as much as sub-domains than desired processes. Sub-domain 
computations are executed in parallel and at the level of each local process.  
Distribution of the simulation model raises problems of neighborhood coherence while the simulation runs, due to data 
localized on the common interfaces of the sub-domains. Indeed, the spatial discretization implies knowing the values around 
an element situated on a mesh of the domain. Hence, when decomposing the model, each sub-domain must receive one or 
several layers of cellular elements called “ghost cells” and coming from the neighbors sub-domains. They constitute the 
boundary overlapping elements of a distributed simulation domain and they allow the simulator to calculate the value of the 
border elements. These elements are updated at each time step on the values calculated by the process taking care of the sub-
domain. [Leduc 1999] emphasizes that message passing is the main type of communication in distributed models and 
represents a restrictive factor for the performances of the simulation. Figure 3 illustrates the domain division implemented, 
and the mechanisms of messages passing we will employ in order to guarantee the global coherence of the simulation. 
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domains 1 and 2

Initial model

1

2
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Spatial discretisation
implies the knowledge
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Border cells
(CES_Object)

Sub-domain 1
(MU_Object)

Sub-domain 2
(MU_Object)

Sub-domain 3
(MU_Object)

 
Figure 3. Division of the model for distributing fire spread simulation. 

The different sub-domains of the distributed model are implemented in an evolved cellular automaton (MU_Object) and the 
data exchanged are used to update the attributes of the elementary cellular objects (CES_Object) established as “ghost cells”. 
 
3.2. Distributed architecture of the simulation 
Distributed discrete event simulation brings a lot of interest because it provides structural framework and services allowing 
the simulation of large-scale models impossible to exploit on traditional computer architecture. Performances often depend 
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on the method used to process communication during the synchronization of the information needed for the accuracy of the 
simulation. This communication is founded on message-passing principles. Implementations of these techniques are 
numerous and varied [Reinefeld et al. 1998]. However, code reuse is compromised since the distribution code get tangle with 
simulator code providing the basic services for the simulation. 

We consider distribution as a nonfunctional property of an application, i.e. like a specific device of execution, advisable to 
compose separately in order to "build" the application. It is necessary to develop a composition mechanism to make this 
assembly. On the basis of this consideration, we propose to distribute the simulation as an aspect which can be added to the 
simulator when the simulation is distributed. Subsequently, the distribution of the simulation avoids mixing the basic 
functional services of the simulator, with those corresponding to the distribution. This considerably improves the evolution of 
model components. The communication techniques for synchronizing are numerous and diverse, and the installation of a 
mechanism for choosing a type of communication is also necessary. We design the simulator using the Decorator pattern 
[Gamma et al. 1994], to control the distribution as a sequence of functions executed in a specific order. The objective is to 
dynamically associate additional responsibilities to simulator objects. Figure 4 illustrates this scheme. 

void Decorator::send(message& m){
      if(_simulator!=0){
          _simulator->send(m);
     }
}
void Decorator::ack(message& m){
       if(_simulator!=0){
           _simulator->ack(m);
       }
}

Simulator
send()
ack()

DecoratorAcDEVSSimulator

send()
ack()

send()
ack()

DistDecoratorA DistDecoratorB
send()
ack()
send_ghost_mfs()
ack_ghost_mfs()

send()
ack()
send_ghost_mpi()
ack_ghost_mpi()

0..1

1

Decorator::ack();
Decorator::send();
send_ghost_shared()
ack_ghost_shared()

 
Figure 4. The Decorator pattern. 

In order to simulate the distributed model, we describe it as a set of autonomous logical components executed on several 
machines without centralized control, and cooperating in order to ensure the simulation of the spreading phenomenon. The 
need of distributed collective information (ghost cells) implies to exchange common information, and to avoid causality error 
at each time step and for each node. Communication management between the different nodes implies to use adequate 
methodology. The Decorator pattern facilitates adaptation according to the execution context. It makes it possible to install a 
composition mechanism in order to assemble AcDEVSSimulator objects (Simulator) and the various possible methods of 
communication (Classes DistDecoratorA and DistDecoratorB). The DistDecoratorA and DistDecoratorB objects implement 
the communication methods for exchanging the ghost cells, respectively send_ghost_mfs(), ack_ghost_mfs() and 
send_ghost_mpi() and ack_ghost_mpi(). These methods are called after execution of the local treatments implemented in the 
methods ack() and send() of the concrete component AcDEVSSimulator, being used to ensure the communications between 
the parents simulators and coordinators on each node. 

4. Application to fire spreading 

4.1. Modeling and simulating fire spreading 
Physical models are used to improve decision-aid. The physical model we use (1) has been validated against numerous 
experiments [Santoni et al. 1998, Dupuy 1995]. Then, the propagation of fire results from the evolution of a front of flame in 
a domain of 1 m² of pine needles, without slope, nor wind. A preliminary numerical study makes it possible to solve the 
model using the explicit method of finite differences, leading to a system of differential equations. The domain of 
propagation is then divided into elementary components constituting the ground and the plants, each one being described by 
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the following algebraic equation: 
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Where Ti,j represents the temperature of a cell of the cellular automaton. Coefficients a,b,c, and d depend on the time step and 
on the space step considered. The parameters of the model are given starting from experimental statements of temperature 
obtained. The numerical results were compared to experimental data for various ignitions and the quality of the predictions is 
remarkable [Santoni et al. 1998]. However, the precision of these models make them difficult to be simulated under real-time 
constraints.  

 
4.2. Distributed implementation on a Linux cluster 
The distribution of the simulation model implies to divide the propagation plan into several sub-domains. The simulation 
treatments are then distributed onto a cluster of workstations, each node executing its own part of computing. This kind of 
models allows to simulate more realistic large-scale domains and to overtake the limits imposed by the finite dimension of 
the computers memory.  
One of the major problems is the problem of the load balancing (Dynamic Load Balancing) [Lan et al. 2002, Tonguz Yanmaz 
2003, Ghanem et al. 2004]. We tackled this problem using automatic migration of processes on nodes. We retained the 
openMOSIX environment for implementing the distributed model. OpenMOSIX (Multicomputer OS) dynamically controls 
the load balancing on a cluster of computers.  

The experiments rely on the Knoppix/MOSIX distribution. The distribution of the computing resources is executed for the 
different experiments in a transparent way. Figure 5 illustrates the physical architecture developed for distributing the 
simulation. The fire front is divided in equal areas distributed on the workstations network. Each node computes a part of the 
fire front and communicates with the others. 

 

 
Figure 5. Division of the propagation domain for distributing the simulation of fire spreading. 

Figure 6 sums up the performances obtained for a line ignition on a domain of 115 200 pine needles components (240 X 
480), respectively for one, two, three and four nodes. 
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Figure 6. Performances of the distributed simulation on a cluster of workstations. 

 

The simulation presents honorable performances. The object-oriented architecture easily implements distributed models of 
propagation. This development offers a reference application for developing future large-scale models we plan to specify. 

 

5. Conclusions and prospects 
This work proposes a methodology for modeling and simulating spatial complex phenomena on distributed architecture. The 
proposed methodology takes into account many concepts coming from existing works in the domain. We associate 
techniques and methods of discrete event simulation (DEVS), distributed computing (Ghost cells) and oriented-object 
programming (Design patterns), in order to simulate large-scale fire spreading. Modeling such spatial systems is facilitated 
by the use of enhanced cellular automata. The conception of the distributed model raises many design problems. Solutions 
are based on design patterns and enable to define a modular architecture adjustable to various contexts of execution. The 
model integrates object technologies and parallelization techniques in a modular and extensible way. Hence, the simulation 
kernel, more precisely the methods dealing with message exchanges for the distributed simulation, has to be enhanced. This 
study gives an overview of the performances we can reach using such methods in the domain of parallel and distributed 
simulation of fire spread, and constitutes a first stage. The validity of the approach and the encouraging results show that 
openMOSIX cluster could form a basis for a good distributed engine, easily adaptable for spatial model in large-scale 
simulations.      
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ABSTRACT 
As well as atmospheric circulation, Canadian Regional Climate Model (CRCM) models atmosphere-land interaction. In this 
scheme, land is modeled by CLASS (Canadian Land Surface Scheme). CLASS models snow, vegetation, bare ground and 
composite of these fractions. CRCM currently lacks a lake component. With Canada possessing large lake mass, 
incorporation of lake component is essential for accurate climate change modeling. In this study, a prototype hybrid model 
using high performance computing has been tested to incorporate lake component in the existing scheme. A case study with 
20 grid nodes using a benchmark dataset is presented. Preliminary results indicate that the proposed model can be an 
efficient, practical and viable option for lake-land-atmosphere interaction.  

KEYWORDS 
Lake-Land-Atmosphere interaction, CLASS, DYRESM, CRCM, high performance computing 

1. Introduction 
A very large number (millions) of small lakes and a dozen or so very large lakes have a significant, but unknown detailed 
effect on Canada’s climate. Equally important is the potential impact of changes in Canada’s climate on the quantity and 
quality of water, of which lakes constitute a significant portion  

Regional climate models (RCM) are used in climate change studies. The current Canadian Regional Climate Model (CRCM) 
uses the Canadian Land Surface Scheme (CLASS) model for computation of heat and moisture fluxes associated with a land 
mass but is missing a lake component (Figure 3). To enhance the accuracy of the RCM there is definite need of incorporating 
a lake component in the system [Goyette 2000; Swayne 2003]. These models tend to be computationally intensive. The 
computational needs grow rapidly with finer grids. Finer grids are highly desired as they lead to increased accuracy of climate 
change models. The computational needs can be so high that computations may not be reasonably done using serial 
computers. Here arises the need for parallel computing. Parallel computing can be used to harness the collective 
computational power of many computer clusters available for the same problem. Depending on the size of the grid and 
number of processors available in the cluster, a group of nodes in a grid can be represented by individual processors that can 
be responsible for its computational needs.  

Figure 1, shows the frequency distribution of lakes in western Canada. Each CRCM grid point (51 km CRCM grid 
resolution) further sub grids lake distribution by a 1 km2 grid (Figure 2). A simulation study has to check to ensure that the 
behavior of a particular set of small to medium lakes is adequately represented. The problem complexity is enhanced by the 
fact that 0-dimensional or 1-dimensional models need to run depending upon presence of small, medium size lakes. Criteria 
for model choice have to be developed. These do not yet exist. With presence of a lake cell a decision has to be made about 
the choice of running of either one or both 0-D, and 1-D models. Over a period of time a small lake grid cell may appear or 
disappear depending on various environmental factors. This leads to the problem of how these results are to be incorporated. 

 In this paper, Section 2 presents a brief introduction of models is presented, Section 3 describes the proposed model design 
and lastly Section 4 presents a case study and preliminary results using the proposed design. 
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2. Background 
In this section, a brief introduction to land and lake models used in the study are given. The land model being used is CLASS 
(Canadian Land Surface Scheme) and one-dimensional lake model is DYRESM. 

2.1 CLASS 
In late 80's, the Canadian Land Surface Scheme (CLASS) was developed at CCC (Canadian Climate Centre). It is a three 
layer physically, based land surface model. This surface scheme was developed to address shortcomings of land surface 
modeling within the Canadian GCM (General circulation model) [ Verseghy 2000; Verseghy 1991; Verseghy 1993].  

CLASS divides the soil column into three soil layers of depth 0.10, 0.25, and 3.75 m, to reproduce the soil thermal and 
moisture regime (Figure 3). The finite-difference one-dimensional heat conservation equation is applied to each layer for 

obtaining the change in average layer temperature over a time step 
−

iT t∆  is given by [ Verseghy 1991]: 
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where,  and  are the downward heat fluxes at the top and bottom of the layer, respectively, C),( 1 tzG i− ),( tzG i i is the 

volumetric heat capacity of the soil,  is the layer depth, and Siz∆ i is a correction term applied in case of freezing or thawing, 
or the percolation of ground water.  

CLASS is recognized as potentially being able to represent the land grid modes, however, the current structure is 
inappropriate to represent a grid partially or totally covered by a lake [ Goyette 2000; Swayne 2004] (Figure 3).  

The current Canadian Regional Climate Model (CRCM) interacts with the Canadian Land Surface Scheme (CLASS) model 
for every land grid cell for computation of heat and moisture fluxes associated with a land mass, each time step. CLASS 
involves computation of heat and moisture fluxes for bare ground (fractional coverage by ground, FG), ground covered with 
snow (fractional coverage by snow, FSN), ground with canopy (fractional coverage by ground, FC) and ground with both 
snow and canopy, every time step for each grid node [ Verseghy 2000]. Lake fraction (FK) is currently missing from the 
model (Figure 3). 

The 51 km2 node or grid square representative flux values are given by weighted average for each fraction  (Figure 3). All the 
required inputs for the model are provided by the regional climatic model (RCM) and CLASS feeds back its results to the 
RCM for each node. 
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igure 2: Lake Distribution  AVHRR 1 km2 resolution [Swayne 2004] 
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Figure 1: Lake fractional area based on CRCM 51 km grid resolution [Swayne 2004] 
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Figure 3: Layout of CLASS 

2.2 DYRESM  
Dynamic Reservoir Simulation model (DYRESM) is a one-dimensional hydrodynamic model for predicting the vertical 
distribution of temperature, salinity and density in lakes[Imberger 1980]; Antenucci 2002]. It has been developed by Centre 
for Water Research (CWR), Australia. The lake is modeled by series of horizontal layers of uniform property by variable 
thickness. The model is based on a Lagrangian layer scheme meaning that the series of horizontal layers are adjusted to stay 
within user-defined limits (instead of using a fixed grid approach).  

Upper and lower limits are set on layer thickness and volumes to ensure that adequate resolution is achieved and excessive 
numbers of layers are not used. Any layer in excess of allowable volume is split in the required portions maintaining identical 
layer properties but with reduced volume. In the case of a layer volume below the allowable minimum, the layer is 
amalgamated with the neighboring layer of smallest volume. 

The primary driving mechanisms for DYRESM are the surface heat, mass and momentum exchanges (Figure 4). These 
processes are responsible for majority of energy drivers for heating, mixing and stratifying the lake.    

To incorporate a lake component to the existing system, combining the DYRESM model into the existing system is 
considered as a solution as DYRESM does not require calibration and has been tested around the world [Gal 2003;Boyce 
1993; Han 2000]. 
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Figure 4: Layout of DYRESM [ Antenucci 2002] 

3. The Design 
The implementation of the proposed hybrid model is run and tested on high performance computing (HPC) Guelph cluster of 
SHARCNET (The Shared Hierarchical Academic Research Computing Network). The cluster contains 27 Compaq Alpha 
ES40 nodes with 4 GB memory per node, running Red Hat Linux operating system. Each node has 4, 833 MHz processors.  

Figure 3, represents a simple representation of CLASS’s structure. As previously mentioned we are incorporating a lake 
component in this structure. As a solution, instead of using only the CLASS model in each grid’s computation, the new 
hybrid model is employed to enclose the lake model in the system.  The rationale for running two models in parallel is 
lowering of execution time and improving the possibility of modeling finer grid sizes. As the grid size is refined, the number 
of grid cell grows; any sequential solution will become impractical. In addition, there should be minimum change to existing 
tested code developed over the years. Therefore, solution as used by [ Soulis 2000], serially combining two models cannot be 
used.  

CLASS and DYRESM are two independent models, and therefore there is no need of communication between the two 
models before we synchronize them. In order to combine them, we have to synchronize them in a reasonable way. This 
makes parallel computation an ideal solution to the problem [ Foster 1995]. Parallelism can provide a very simple and 
efficient mechanism for the purpose (Figure 5). Synchronization of the two models can be done at the end of computations 
for each iteration of the two models. 
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Figure 5: Schematic of proposed parallel hybrid model 

Figure 6, illustrates the design of the hybrid model.  Every grid node from RCM needs one single hybrid model for its data 
computation. The design in this study is a mix of serial farm and parallel task approaches. In serial farm design, a copy of a 
program, self-contained without any dependencies of communication with other grid nodes, is run on as many processors 
available in the cluster [ Foster 1995]. Thus, as many copies of the program as the number of processors available maybe run 
concurrently. 

 
 
Figure 6: Design of proposed parallel hybrid model  
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Figure 7: Preliminary results  
 

On the other hand, a parallel task approach is to distribute the independent components in a single model to as many 
processors as there are the independent components.  The components are computed in parallel and single node output is 
combination of result of each processor’s result for assigned component. This leads to increased communication time per 
iteration. As well, interdependent or updated information must also be communicated to other components, which require it. 

In our proposed design, computation of lake (0-d, 1-d, 3-d) and land (CLASS) components for a single grid node is done 
using parallel task approach by running the land and lake models concurrently on different processors, so that their combined 
result is the output of a grid node. These paired models are farmed out to as many processors available on the cluster, as there 
is no dependency of the pair on any other grid node (no horizontal flow), thereby, enabling the serial farm approach.  

A manager program acts as an interface to take parameters from RCM and communicate to land and lake models. In addition, 
the manager is also adjusts the input/output data according to the requirements of respective land and lake models i.e. 
interpolation of input parameters to particular height as required by the model. It distributes copies of CLASS to the even 
numbered processors, and the copies of DYRESM to the odd numbered processors. As the number of processors available for 
computation is usually less than the number of grid nodes, we need to run multiple grid node computations on same 
processor. This is accomplished by multi-threading.  Therefore, we run multiple copies of CLASS in multiple threads on even 
numbered processors and multiple copies of DYRESM in multiple threads on odd numbered processors. The maximum 
number of threads that can be created are limited by operating system constraints of 2GB memory per user. Each thread is 
given 2 MB of memory by the system; 1024 is the maximum number of threads that can be created and used per processor. 
The number of threads per processor as calculated as follows: 

Number of grid nodesNumber of threads =   
Number of processors

     (2) 

The last processor additionally responsible for any residual grid nodes, and therefore .the equation (2) becomes  

( )

Number of grid nodesNumber of threads =   
Number of processors

                                               + Number of grid nodes % Number of processors
 (3) 

Land and lake model(s) synchronize at end of each iteration by communicating their output to the manager, which computes 
the combined grid node output based on the fractional coverage of the grid node. This computed value is then available for 
RCM. This process is continued throughout the desired time period. To minimize the communication time, arrays of results 
from each processor are communicated to the manager after all the grid nodes for the processor are computed per iteration 
instead of communicating the results individually for each grid node. 
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4. Results and Conclusion 
In the preliminary testing of the design, the two independent models, CLASS and DYRESM (1-d), are run in parallel on the 
Guelph SHARCNET cluster. To accomplish this, two processors per grid node are used, one running copy of CLASS and the 
other copy of DYRESM per grid node. The CLASS (land model) is run on the even numbered processor and the DYRESM 
(lake model) on the odd number processor for 20 grid nodes. The design can easily incorporate other lake components in the 
system for increased accuracy. In the preliminary testing, following simplifications were used:  

1. The data feeding (input/output) is offline (no feedback to RCM).  
2. Each grid node contains lake and land fractions. 
3. Benchmark data set (107 days @15 min time step) for single node is used as input for all nodes by replicating the same 

data set for 20 grid nodes.   
Preliminary results are presented in Figure 7. CLASS and DYRESM were run on the SHARCNET cluster with 20 grid nodes. 
The number of processors was varied from 1 to 5 for each model (total of 10 processors: 5 processors each computing land 
and lake components). Results indicate that the design performs as desired and significant decrease is observed in 
computation time required (about 65% less time required when using 5 processors as compared to 1 processor for each 
model). Also, it can be observed that as the number of grid nodes per processor decreases, the overhead cost becomes 
dominant over computational cost.  

There is need to incorporate lake component in the current CRCM scheme without significantly changing the existing 
models. Also, a suite of lake models is needed to effectively model different sized lakes. In this study, a scheme to 
incorporate lake component using parallel computing is proposed. Preliminary results show that design can be an effective 
and viable solution. Further testing with suite of lake models and extended data set is needed. 
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ABSTRACT 
This paper describes parallelization of a grid-oriented semi-empirical biogenic volatile organic compound (BVOC) emission 
model (seBVOC). It uses distributed memory parallel (DMP) model relying on the MPI (message-passing-interface) library. 
The parallel version achieves nearly linear decrease in execution time as the number of processors is increased. However, 
with some numbers of processors the efficiency suffers from unequal load balance caused by different number of calculations 
within the grid cells. Application of variable domain decomposition improves the load balance adding up to 60% additional 
decrease of processing time. 
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1. Introduction 
Gridded environmental models provide favorable conditions for parallelization. The modeling area can easily be subdivided 
into smaller areas calculated in parallel following the Single Program Multiple Data (SPMD) principle. Often the modeled 
processes are also spatially independent and do not require information from neighboring cells. On the other hand 
environmental features vary in space and time. This might influence the number of required calculations within the grid cells 
and thus, result in a load imbalance limiting the performance of the parallel code. 

The semi-empirical biogenic volatile organic compound model seBVOC is a grid-oriented model. It has been developed to 
assess regional volatile organic compound (VOC) emissions from the vegetation in high temporal and spatial resolution. Due 
to their high reactivity VOCs from biogenic sources (BVOC) play an important role in the chemistry of the atmosphere even 
in densely populated areas where VOCs from anthropogenic sources (AVOC) dominate. Therefore, they must be included in 
any air quality simulation using numerical chemistry transport models (CTM). The implementation of a parallel version of 
seBVOC was motivated by the increasing need of highly resolved BVOC emission inventories as well as the substantial 
requirement of computational power in the uncertainty assessment of the BVOC estimates with a Monte Carlo Study (MCS). 

The article describes the seBVOC parallelization in the distributed memory parallel (DMP) approach using the standard 
message passing interface (MPI)[Snir et al. 1996] version 1.x and standard Fortran 90. Both are known to produce a portable 
code with good scalability. The article introduces in broad terms the models background, describes the parallelization 
approach and discusses the load balance problem. 

2. Numerical model 
The semi-empirical BVOC emission model (seBVOC) is based on the algorithm presented by [Guenther et al. 1993] and 
[Steinbrecher et al. 1997] and is discussed in detail by [Stewart et al. 2003]. In general, the emission E (in µgm-2h-1) of a 
distinct BVOC species k from a plant species l can be quantified as:  
 

  γεklllkl DAE =     (1) 
 

where Al is the area covered by the plant species (m2), Dl the foliar biomass (gm-2),  εkl an average emission factor µg (g-dry 
weight)-1h-1) and γ an environmental correction factor. It corrects for effects of the actual temperature and solar radiation on 
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the emission as the emission factor is standardized for 30°C and 1000 µmol m-2s-1 photosynthetically active radiation (PAR). 
Isoprene emissions depend on temperature and solar radiation (synthesis emission) while monoterpene emissions are often 
temperature driven (pool emission). Monoterpene emissions of some trees (i.e.,  Picea abies) depend on both temperature and 
radiation [Steinbrecher et al. 1997].  
 
The total emission can therefore be described as: 
 

  synthklpoolklkl EEE __= +     (2) 
 

where Ekl_pool is the pool emission and Ekl_synth the synthesis emission.  
 
For synthesis emission the environmental correction factor is  
 

  TLsynth CC=γ     (3) 
 

where CL is the factor describing the response of the emission to PAR and CT the response to the temperature. With empirical 
coefficients α (=0.0027) and cL1 (=1.066) as well as with the PAR flux I ( µmol m-2 s-1)  CL is  calculated as: 
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and CT  is calculated as: 
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where R is the ideal gas constant(= 8.314 J K-1 mol-1),  CT1 a constant (=95000 J mol ),  C1−
T2 a constant (=230000 J mol ),    

T  (K) is the leaf temperature, T

1−

M  (= 314 K) empirical coefficient, and  TS (=303 K)  standard temperature. The correction 
factor for the pool emission is 
 

 ))((= Spool TTexp −βγ     (6) 
 

where TS is the standard temperature (303 K),  T leaf temperature (K), and β (= 0.09K ) a constant. 1−

 
In seBVOC the light extinction within the canopy is taken into account by dividing the canopy into sunlit and shade fractions 
following the model presented by [de Pury et al. 1997]. The irradiance absorbed by the canopy Ic (µmol m-2 s-2) is divided 
into sunlit IcSun and shaded fraction IcSh .The sunlit fraction is 
 

 lbsSunldSunlbSuncSun IIII ++=     (7) 
 

 where lb denotes the direct beam, ld the diffuse irradiance and  lbs the scattered beam irradiance. The shaded fraction is 
calculated as: 
 

  cSsunccSh III −=     (8) 
 
The Equations 7 to 8 are solved twice for visible and NIR (near infrared) part of the irradiance yielding Ic and Iir. PAR I is 
assumed to be 0.45 x Ic. 
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The leaf temperatures are determined by the canopy energy budget [Dai et al. 2004]: 
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where Ic is the summed net solar radiation absorbed by sunlit/shaded fraction of canopy (Wm-2), Iir is net NIR radiation 
absorbed by sunlit/shaded fractions of the canopy (Wm-2), Hc is the sensible heat flux from foliages to canopy air (Wm-2), and 
L[Ec] is the latent heat flux from leaves to canopy air (Wm-2).  j denotes the integration for sunlit ( j = 1) and shaded fractions 
of the canopy (j = 2). Cc is the canopy heat capacity (J m-2 K-1) which is neglected for the steady state case.  The numerical 
solution for leaf temperatures is calculated by application of the iterative Quasi-Newton-Raphson method. 
 
The BVOC emissions are estimated for the sunlit and shadowed fractions of the canopy and then added. The seBVOC model 
can be run in a grid mode with mesh specification and meteorology input provided by the Fifth Generation NCAR/Penn State 
Mesoscale Model (MM5)[Dudhia 1993]. In the gridded approach the domain grid consist of n rows  m columns with a km 
by a km cell size. 

×

 
SeBVOC has been coded in Fortran 90. The basic structure is (see Figure 1a): 
 

• Initialize the 2D dimensions, modes and options 
• Read required tabular input data (land cover, foliar biomass, leaf area index (LAI) and emission factors)  
• Read gridded meteorology data for the term 0 (temperature, wind speed, solar radiation, humidity)  
• Loop over columns, rows and land cover categories and calculate the light extinction (Equation 7), leaf temperature 

(Equation 9) and loop over the BVOC compounds and calculate the BVOC emission in each grid cell  
• Iterate steps 3 to 4 for all required time terms. Time step is one hour.  
• Write final 2D grid containing the BVOC emissions  

 
 

3. Distributed memory parallelism 
In the distributed memory parallel model each processor has its own dedicated computer memory. The data is exchanged 
between the processes via messages. Messages are sent and received via explicit calls. The MPI standard defines a set of 
functions and procedures that facilitate the message passing. 
 
Parallelization with MPI involves domain decomposition. In a regional application the grid array consisting of n columns by 
m rows is divided into sub-grids which are distributed over the available processors. Each processor is responsible for BVOC 
calculation of its part of the array. At the current stage of the seBVOC development, the processors do not have to exchange 
data between neighboring areas. Thus, the communication is limited to provision of appropriate input data and 
communication of the results of a specific array. In that case both striped (column- or row-wise), in one dimension (1D), as 
well as block (check board) domain decomposition in two dimensions (2D) can be applied. The 1D partitioning is the 
simplest way and has the advantage to run on any number of processors. In seBVOC both 1D and 2D decomposition with an 
optimization option have been implemented. 
 
The basic structure of the parallel code is (see Figure 1b):   
 

• Initialize MPI and request the number of available processors (numbered from 0 to n)  
• On 0 processor read the array dimensions of the meteorology input file and perform the domain decomposition 

according to the chosen 1D or 2D option  
• On 0 processor read the tabular input data (land cover, emission factors, foliar biomass) and communicate the data 

to the processors 1 - n 
• On 0 processor read the meteorology input of the term 0 and communicates appropriate array portions to the 

remaining processors  
•  On processors 1 - n receive the input data  
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• On processors 0 - n calculate the emission for all cells within their part of the array as shown in chapter 2 and 
communicate the resulting array to the processor 0  

• On 0 processor receive the output and assemble the final output array.  
• Iterate steps 4 - 8 are until the last required time term is reached  
• On 0 processor write the BVOC emissions to the output file  

 

 
 

Figure 1.  Schematic flow chart of the seBVOC sequential code with one processor (a) and parallel code (b) with 0,… n 
processors 

4. Results 
The parallel version of seBVOC has been applied in a modeling exercise aiming at the estimates of regional BVOC 
emissions from forest in Poland with a grid size of 10km by 10km (see Figure 4a). The available computing platform UHU is 
a SMP (symmetric multi-processor) Linux cluster. UHU is build with 100 rack mounted nodes. Each node is equipped with 
dual Intel Xeon 3.0 Ghz (50) and 3.2 Ghz (50) processors with 1GB of memory. UHU has a double internal Gigabit-Ethernet 
network: one service network for NFS communication and a second network for the MPI communication. The operating 
system is Linux with the kernel number 2.4. MPI is provided over Ethernet using LAM (Local Area Multicomputer) and 
MPICH (CH stands for Chameleon). The batch system on UHU is OpenPBS (Open Portable Batch System). There are two 
FORTRAN compilers available, the Intel Linux compiler 8.x and Portland Group Compiler (PGI) 5.x. 
 
Figure 2a shows the speed-up and efficiency of the model run in 1D (column-wise) domain decomposition for one month in 
hourly resolution. The speed-up s of a parallel program is defined as: 

 

  
par

seq

t
t

s =     (10) 

 
where tseq is the execution time of the sequential code on the fastest processor and tpar is execution time of the parallel code.  
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Figure 2.  Scaling of seBVOC application for the area of Poland (Intel compiler and LAM) (a) and execution time spent in 
different parts of the model  (b)  (LT - leaf temperature function, LE -light extinction function )  
 
 
 
The performance can also be linked to the efficiency e of a parallel program. Efficiency relates the speed-up s to the number 
of processors N used in the parallel run: 

 

  
N
se =     (11) 

 
Due to the high data locality the parallel application scales nearly linear but there are some conditions where additional 
processors do not improve the speed-up. The efficiency suffers from unequal load balance. Figure 3a shows load balance in a 
test run with 8 processors. The domain consists of 66 rows and 72 columns. In 1D domain decomposition with 8 processors, 
7 processors calculate 9 rows each and the last one has only 3 rows. In addition, the load imbalance results from the different 
number of calculations performed in single grid cells. Some grid cells are outside of the border (see Figure 4a) and do not 
require any calculations. However, the size of the domain cannot be changed due to some constrains resulting from the 
domain definition in the meteorology model MM5. Furthermore, the execution time in each grid cell depends on the number 
of tree species found in this cell, time of the day and the emission behavior of the tree species. This variability is rather 
typical in environmental modeling. The unequal load balance applies to both 1D and 2D domain decomposition. 

 
Application of variable decomposition with variable number of rows and columns can improve the load balance. The key 
question here is which process within seBVOC could be used as measure to balance the load. Diverse code profiling tools 
(gprof = GNU profiler, pgprof = Portland Group profiler, Vampir = visualization and analysis of MPI resources) can be 
applied to the model code and provide appropriate information. They allow discovering which functions and procedures were 
how often executed and how much of the total execution time they have consumed. Figure 2b shows the execution time in the 
most important parts of seBVOC. It can be seen that the iterative calculation of the leaf temperature (Equation 9) required 
40% and with all sub functions more than 60% of the total execution time. Thus, the number of leaf temperature calculations 
can be used as measure for a variable 1D decomposition. It depends solely on the number tree species found in a grid cell. 
Consequently, the number of calculations per model row or column can easily be accessed during the preprocessing of the 
land use, biomass and emission factors data and written out as an additional input file for seBVOC. The preprocessing is 
performed with a Geographical Information System (GIS)-based system. 
 
Figure 4b shows the number of leaf temperature calculations which ranges between 0 and 12. It explains the unequal load in 
any 1D or 2D domain decomposition with constant number of rows and columns. In order to improve the load balance an  
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Figure 3.  Processing time of a seBVOC run with 8 processors (Intel Compiler/LAM). Poor load balance (a) and improved 
load balance with an optimized row-wise domain decomposition (b) 
 

Table 1. Speed-up (s) and efficiency (e) with different load balance optimizations and different MPI implementation options. 
Speed-up related to a single processor run of seBVOC compiled with the same compiler Intel or PGI  

 

PGI/LAM PGI/MPICH Intel/LAM 

1D R1 2D B2 1D RO3 1D RO3 1D R1 1D RO3
ID CO4Processors   

s e s e s e s e s e s e s e 

4 2.31 0.58 3.35 0.84 3.66 0.92 3.79 0.94 2,88 0.72 3.29 0.82 3.91 0.98 

6 3.48 0.58 4.84 0.81 5.30 0.88 5.45 0.91 4.34 0.72 5.95 0.98 5.39 0.90 

8 5.61 0.70 5.70 0.71 6.47 0.87 7.75 0.97 5.21 0.67 7.43 0.93 7.71 0.96 

12 6.32 0.53 7.73 0.64 9.94 0.83 10.70 0.88 7.53 0.63 9.62 0.96 10.41 0.87 

14 7.47 0.53 9.76 0.70 11.59 0.83 12.51 0.89 8.22 0.59 10.71 0.89 12.25 0.88 

16 9.43 0.59 9.59 0.60 9.94 0.62 14.88 0.93 9.47 0.59 13.39 0.84 14.21 0.89 

   
1 row-wise decomposition 
2 block decomposition 
3 optimized row-wise decomposition 
4 optimized column-wise decomposition 
 

optimization has been implemented in the 1D approach. It tries to use variable strips or columns in which the number of leaf 
temperature calculations is close as possible to an average calculated per available processor. Figure 3b shows the improved 
load balance and an a decrease of the processing time from over 120 s to below 100 s. Table 1 documents an additional 
speed-up in order of 10-60% with different numbers of processors. Thus, the parallel code reaches the same efficiency with 
lower number of processors. It must be pointed out, that in seBVOC application substantial differences in processing time 
decrease resulted from the choice of compiler, compiler version, compiler optimization options and the MPI implementation. 
On the UHU Linux cluster the seBVOC executable created with PGI and MPICH has shown to some extent higher 
performance (10%) than compiled with PGI and LAM (see Table 1). On the other hand the Intel compiler produced generally 
up to 30% faster code and better scalability. Due to the significantly faster memory access, in FORTRAN the 1D column-
wise decomposition provides slightly higher performance. Thus, fastest runs were performed with the Intel/LAM in 
combination with optimized domain decomposition.  
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Figure 4. Monthly total BVOC emissions from forests in July 2000 in Poland (a) Number of leaf temperature calculations 
per grid cell 10 km by 10km (b) 

 

5. Conclusions 
A parallel version of the semi-empirical BVOC model using shared memory parallelization model and MPI library has been 
developed. Several compilers as well MPI implementations, such as LAM or MPICH can be selected when compiling the 
code. The application shows nearly linear scalability for small number of processors. On the UHU cluster choice of the 
compiler as well as the MPI implementation significantly influences the performance of the seBVOC model. A variable 
domain decomposition strategy taking into account the variability of environmental features, here the forest distribution 
within the specific modeling area, leads to an improvement of the processing time. Best performance has been reached with 
Intel/LAM combination and optimized domain decomposition. With the parallel version of seBVOC the computation time of 
a Monte Carlo Study was reduced from 3 months to less than one week [Smiatek Bogacki 2005]. 
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ABSTRACT 
The problem of a realist social ontology has a long-lasting tradition. To employ a notion by Durkheim, this is the 
question regarding whether or not there is something like an emergent social ‘sui generis’.  
In this paper a survey of social simulation models will be analysed with regard to the question of how they could 
contribute to an explanation of a social ‘sui generis’. Since this question is only implicitly addressed in concrete models, 
they have to be put into a theoretical framework. Two approaches will therefore be distinguished: The processes of 
production, and the reproduction of a social level of reality. Yet one class of models focuses on the reproduction of 
social order by the interplay of structure and agency. By conceptualising emergence as a concrete historical process, on 
the other hand, archaeological models will be utilised to study the very first production of a social ‘sui generis’.  
 
KEYWORDS  
Modelling social theory, social ontology, model survey, models of structure and agency, archaeological models  
 
1. Introduction  
 
Since the very beginning of the development of sociological theories, there has been great debate as to what they should 
be concerned with. The debate can be characterised by two poles: individualism and collectivism. Individualism, on the 
one hand, claims that the social has no real existence. Instead, every social phenomenon should be explained in terms its 
of individual actors. Hence, it is a reductive approach to social reality. On the other hand, collectivism, or holism, as it 
is often called, insists on an autonomous reality of a social sphere. Such a social sphere is not reducible to any other 
form of reality. This distinction can be found throughout the history of sociology in various forms and notations. It is 
sometimes called the micro-macro link, sometimes the problem of structure and agency or system versus Lebenswelt. In 
some discourse it is also denoted as a problem of scope, but these are generally different aspects of the same debate 
[Knorr-Cetina 1981, Alexander 1987]. 
  
This paper will investigate whether Artificial Societies could contribute to the notion of a social ontology, that is, the 
holistic approach to social theories. Even though it is frequently claimed that simulation technologies provide a tool to 
overcome the classical micro-macro dichotomy [e.g. Epstein Axtell 1996, Epstein 1999, Sawyer 2003], an explicit 
reference to the notion of a social ontology is not very common in Artificial Societies. On the contrary, Epstein [1999] 
argued that Artificial Societies should aim at a microfoundation of social science. Social simulation models, however, 
are mainly employed in quantitative sociology and have only recently gained attention with regard to questions of 
sociological theory. Yet theoretical findings are only implicit in contemporary concrete models. Pointing to these 
theoretical implications of Artificial Societies, this paper shows that we are indeed justified in speaking of a 
Durkheimean social ‘sui generis’ – without being committed to metaphysics.  
 
In order to show this, the paper proceeds as follows: First, a short outline of the theoretical problem will be given. 
Second, by the theoretical differentiation of the reproduction and the very first production of a social ‘sui generis’, the 
models considered will be distinguished into two classes: the class of models of structure and agency, which contribute 
to the former question, and archaeological models, which will be applied to the latter.    
 
2. The Question of Social Ontology in Sociological Theory 
 
The holistic approach to social reality is as old as sociology itself. Yet August Comte, the early protagonist of the very 
name of sociology, claimed that Society is no more decomposable into individuals than a geometrical surface is into its 
lines, or a line into points [Comte 1967 (1851)]. In the history of sociology, Emil Durkheim’s notion to explain social 
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facts only by reference to another social fact [Durkheim 1984 (1895)] in particular marked a starting point for 
controversial debates. According to Durkheim social forces are as real as astronomical ones [Durkheim 1973 (1897)], 
determining, e.g. suicide rates by the degree of social integration. Society is claimed to be an autonomous entity ‘sui 
generis’. Here the term ‘sui generis’ denotes his conviction that although society does not exist without individual 
human beings, social reality is not reducible to individual actors. Yet he holds the position that the composition of 
individual elements generates an ontologically new level of reality. Society emerges from the individuals. The notion of 
an emergent social reality is of central importance to the conception of a social ‘sui generis’ in the tradition of Emil 
Durkheim [Durkheim 1967, (1898), Esser 1993]. The emergent social ontology is a new form of reality driven by a new 
kind of laws.  
 
A lack of space prevents a comprehensive review of the debate in the theory of social science regarding this 
fundamental claim. Durkheim’s work, however, can be seen as setting the stage for a long lasting debate on the nature 
of the social sciences. As already pointed out by Parsons [Parsons 1937], he emphasised the social preconditions of the 
social contract, an idea that was recently further elaborated by the evolutionary account of Brian Skyrms [Skyrms 1996, 
Skyrms 2004]. Classical structural functionalist explanations drew attention to the explanatory power of the value 
system in constraining an individual action. Hence, the notion of a social reality was methodologically applied by the 
functionalist approach. It was not, however, able to gain ontological justification [Archer 1995]. Adherents of a social 
ontology therefore adopted a more defensive position [Gellner 1971, Mandelbaum 1973]. The work of Roy Bhaskar 
[Bhaskar 1975], Margaret Archer [Archer 1995], Geoffrey Hodgson [Hodgson 2002], Keith Sawyer [Sawyer 2002], or 
the systemic approach of Niklas Luhmann [Luhmann 1984] are just some of the more recent ontological foundations of 
a realistic approach to the science of society.  
 
Critics of the structural functionalist explanation [Wrong 1961, Homans 1964], however, argued on ontological grounds 
that ‘in principle’ the foundation of social structure can only be found in man of ‘flesh and blood’. Hence, the notion of 
a social reality is highly contested by adherents of methodological individualism, such as Watkins [Watkins 1958] or 
Collins [Collins 1981] and the rational choice theory [Esser 1985, Elster 1986]. Notwithstanding that recent theoretical 
developments tend towards more mediating positions [Bourdieu 1987, Giddens 1988], for the sake of the argument the 
theoretical problems ontological positions have to face, will now be considered:  
 
A realist social ontology has to face the problem of how to legitimise the notion of a social reality. In fact, it implies “a 
complete break with empiricist assumptions, positivistic prescriptions and the underlying Humean notion of causality” 
[Archer 1995, p. 23]. Even though the reference to social facts is methodologically quite successful insofar as it 
improves empirical correlation, it is suspected of reification. Since it fails the empiricist existence criterion of being 
available to sense data, it is argued that a collectivistic terminology would introduce a mysterious social substance. 
Hence, within an empiricist framework it has to be suspected to be committed to metaphysics. To meet this criticism, a 
causal criterion of reality is proposed by protagonists of collectivism [Gellner 1971]. It stresses that even though social 
reality is not an entity located in space and time, social facts are held to be really existent since they prove to be causally 
efficacious. The positivist notion of causality, however, relies on observed regularities. This is the Humean notion of 
causality. Since society is an open system, causal explanations have to face the problem, that these regularities are 
commonly not generated [Archer 1995, p. 54]. Hence, there is a need for a different conception of causality. 
 
3. The Question of Social Ontology in Artificial Societies  
 
The conception and problems of social reality as described above perfectly match the research programme of Artificial 
Societies:  Artificial Societies provide a virtual laboratory to investigate isolated causal structures. As they do not study 
empirical data they employ a concept of causality based on conditional sentences to investigate the implications of the 
model assumptions. Investigations of Artificial Societies are viewed as the “work at the discovery of conditional 
generalisations” [Doran 1997, p. 74] Hence, firstly Artificial Societies study causal structures and secondly they do not 
provide the Humean concept of causality as observed regularities. On the contrary, they allow the study of the often 
surprising results of nonlinear connections and complex interactions. Hence, the result of such a causal analysis might 
not be a regularity but even, for example, a chaotic attractor. By running a simulation, Artificial Societies allow the 
study of emergent features inherent in the model assumptions. Stemming from Distributed Artificial Intelligence, the 
notion of emergence is a central task of explanations provided by this research programme [Gilbert 1995, Epstein 1999, 
Lansing 2002]. For a comprehensive overview of the topic of emergence see, for example, [Stephan 1999]. Roughly 
speaking, it denotes the fact that simulation techniques allow the study of model behaviour that can not be derived by 
analytical mathematical solutions [Axtell 2000, Chaitin 2000]. Yet by studying Artificial Societies, a methodological 
conception of emergence meets the ontological concept of emergence, as employed in the Durkheimean tradition of 
social sciences. Thus, it should be expected that Artificial Societies enable the investigation of the notion of a social ‘sui 
generis’ in computational terms.  
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The objective of this task is not only to clarify the sociological theory, but also to meet one of the criticisms of Artificial 
Societies: Since they allow us to overcome the empiricist barrier, they are suspected of practising fact-free science 
[Smith 1995]. Even though there are models of concrete historical events, many Artificial Societies are theoretical 
investigations. The sugarscape model [Epstein Axtell 1996] may serve as a prominent example. Hence, it remains to 
investigate what the targets of the theories are. Critics [Helmreich 1998] argue that they simply reflect the prejudices of 
the researchers. A close examination of their relation to sociological theories, therefore, will improve their theoretical 
consistency. This could be denoted as intersubjective validity. Contributions to this research programme have already 
been provided, e.g. by Andrew Sawyer, investigating the contribution of Artificial Societies to the micro-macro 
mapping [Sawyer 2003], by Stephen Lansing, who re-examined the Positivismusstreit in German Sociology, [Lansing 
2002], by Riccardo Boera [Boera 2004], who provided reasons to strengthen the interrelation between Sociology and 
the Complexity Theory, and by Thomas Kron [Kron 2002], who evaluated the Theory of Niklas Luhman by means of 
Artificial Societies.  
 
4. Examples of Models  
 
Since the question of a social ontology is only implicitly addressed in social simulation models they have to be regarded 
from a more theoretical point of view: Yet this task will be investigated in the following two different 
conceptualisations of modelling: First, models of structure and agency will be regarded. These employ an idealised 
interaction structure that can spontaneously generate social order at any space and time, regardless of its history. 
Second, it will be investigated how archaeological simulation models could contribute to the question of the social ‘sui 
generis’. It will be argued that they allow the study of the very first emergence of society in early prehistory. 
 
4.1. Emerging Social Order out of Interacting Agents 
 
The problem of the emergence of a social ‘sui generis’ is implicitly addressed by the problem of the generation of social 
order by individual interactions, hence, by the dichotomy of structure and agency. Regarding this view, social order is 
an emerging macro feature of interactions on the micro level. If and how social order can be generated was studied by a 
series of models [Kron Dittrich 2002, Dittrich et al. 2003, Kron Schimank 2003] whereas “in a basic dyadic setting two 
agents build up expectations during their interaction process” [Dittrich et al. 2003]. The two agents can be interpreted as 
Ego and Alter, starting with no knowledge of one another. They build up a communication system by sending messages 
to each other. Ego starts by a random selection of a message, represented by a number. Alter replies to this message by 
sending another message to Ego. In the course of simulation they seek to maximise their expectation-expectation, that is 
Ego’s expectation of what Alter expects Ego to do, and their expectation-certainty, that is Ego’s expectation of what 
Alter might do.  
This allows the study of the problem of double contingency [Parsons 1968] as the main problem of producing social 
order [Luhmann 1984]. As a reference point for analysing interactions, Parsons identified the problems that, firstly, 
actors both act and are the object of action and that, secondly, an actor is orientated towards himself and others [Parsons 
1968]. Yet this problem can be studied by the notions of expectation-expectation and expectation-certainty.   
Simulation runs of these models demonstrate that Luhmann’s proposal [Luhmann 1984] that a self-organising process 
might produce a comparably stable social order does in fact hold. Social order, however, does not necessarily result 
from this, but is dependent on specific parameter constellations. In particular, the result depends on selection rules, the 
agents memory and the number of alternatives for action from which they can choose [Kron Dittrich 2002, p. 243]. 
Further, the basic dyadic setting was expanded to small world networks [Kron Schimank 2003] and a multi-actor world 
[Dittrich et al. 2003] to allow for “transitions from a more actor-oriented perspective of social interaction to a systems 
level perspective”[Dittrich et al. 2003]. In particular in the case of randomly chosen acting agents, it can be observed 
that order usually disappears [Dittrich et al. 2003]. To sum up, it can be said that by simulating the interplay of structure 
and agency to investigate communication systems, a fundamental problem of social order is identified: the question of 
scalability of social order [Lorentzen Nickles 2002, Dittrich et al. 2003]. Yet this result goes hand in hand with the 
above-mentioned problem of scope. 
   
4.2. Historical Emergence 
 
4.2.1 Conceptual Framework 
 
In the following this problem will be investigated from a different angle in order to utilise another class of models. 
Following Peter Blau [Blau 1977], it will be proposed to conceptualise social structure as the distribution of a 
population among social positions. This is because social structure “nearly always includes the concepts that there are 
differences in social positions, and that there are social relations among these positions” [Blau 1977, p. 27]. 
Undoubtedly, social positions influence people’s social relations, but they have to be distinguished from mere 
interaction. At different times the same position can be inhabited by different people. Yet positions gain an autonomous 
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reality. It shall therefore be proposed to conceptualise the emergence of a social ‘sui generis’ as the emergence of social 
positions, which have to be a concrete historical process that took place in time.  
 
Archaeological findings indicate that this process might be located at the emergence of a social stratification in the 
Palaeolithic period [Mellars 1985, Aigner 1989, Kolb 1994, Renfrew 2001, Earle 2004]. No archaeological indicators 
for a social stratification can be found in earlier societies. In the course of cultural evolution, however, “egalitarian 
principles of burials were violated when extraordinary items of gold started to be placed with certain individuals, 
presumably to mark their social difference.” [Earle 2004, p. 112]. It seems to be highly plausible that the process of 
social stratification goes hand in hand with the emergence of social positions. Thus, here we have an autonomous 
element of social reality, which evolved in the course of time.  
 
4.2.2. Archaeological Modelling 
 
Yet in the following archaeological models shall be analysed inasmuch they contribute to the modelling of the 
emergence of a social ‘sui generis’.  
Archaeological modelling is a growing discipline. The investigation, however, will concentrate on two models: The 
EOS model [Doran 1994] of the emergence of social complexity in the Upper Palaeolithic period of south–west Europe 
and the MÜE & ERB model [Müller 1991] of the emergence of the state. The EOS model deals with a very early time 
period of the evolution of social complexity. Its target system is the time period of 15 00 to 30 000 BC. MÜE & ERB 
covers the time period of 6000 – 1500 BC. While the EOS model is concerned with the beginning of the emergence of a 
social ontology, the emergence of the state might be seen as bringing this process to a close. Thus, the objective for this 
choice is to cover a considerable amount of the whole process.   
 
4.2.2.1. The EOS Model 
 
The target of the EOS model is to develop an agent-based model of a theory [Mellars 1985] of the growth of social 
complexity in the Upper Palaeolithic period of south–west Europe [Doran 1994], that is 15 000 to 30 000 years ago. In 
contrast to egalitarian societies, complexity is defined as containing centralised decision-making, ranking, role 
differentiation, and territoriality [Cohen 1985]. Hence, among other features, the evolution of social stratification is 
denoted by the notion of social complexity. Mellars stresses that a particular combination of ecological conditions led to 
a population concentration and comparably stable and long-lasting social groups. This was a crucial step towards the 
emergence of social complexity, i.e. the formation of hierarchies. 
 
The model is an agent based model written in Prolog. Its main features are [Doran 1994]: 
 
a) a two-dimensional simulated environment providing clusters of resources that can be gathered by the agents. When 
an agent acquires an instance of the resource their number at that locality is reduced by 1. Furthermore, the resources 
have a specific regeneration cycle and complexity, which is defined as the number of agents necessary to acquire them. 
The resource complexity ranges from 1 to 48.  
 
b) a population of 32 to 50 agents. The agents are able to collect sensory data, move around in the environment, form 
plans for resource acquisition and communicate with each other about these plans. If the agent is not able to consume 
resources, its energy level falls below a certain threshold. Then it needs to gain resources. If the level reaches zero, the 
agent disappears from the simulation; i.e. he ‘dies’.  
The working memory of the agents contains a resource model, where the agents keep their beliefs about the location 
and type of resources and a social model, where an agent stores its beliefs about itself and other agents.   
The agents’ social model also contains the notion of a territory. Territories are not properties of the environment but 
exist as beliefs in the agents’ social model: if one agent observes another agent collecting resources, then it will believe 
that the location where this occurs is the territory of this agent. 
 
4.2.2.1.1. Simulation Results 
 
In the course of the simulation, the agents act in the following manner: They start without any knowledge of groups or 
other agents. They collect information about their environment and, if they are able to collect resources individually, 
they do so. If there are resources that need co-ordinated activity, then they develop plans for collective resource 
gathering and will attempt to recruit others for the execution of the plan.   
 
A lot of the agents’ behaviour is dealing with the recruitment of a group. One agent sends out information about the 
resource and the others evaluate this information to decide whether or not to follow. Agents that are able to recruit 
others become group leaders. The agents whose plans are selected gain ‘prestige’. This leads to a “semi-permanent 
leader-follower relationship” [Doran 1995, p. 106]. This group structure becomes part of the social model of the agents 
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involved. The agents may also leave a group or change from one to another. This process may be iterated, thus leading 
to a situation where a group leader becomes a participant of another group together with his group members. Yet by 
iterations of this process a social hierarchy is formed.  
 
These hierarchies have the ability to persist from one time circle to another but they may also break down after a while. 
This is affected by how easily agents decide to operate independently of their leader and how long they believe to be 
part of a group when they are not in contact with it and how they operate in such a case [Doran 1994, p. 214]. 
 
Since the resources need the co-ordination of collective actions, the model performs three core processes. It is claimed 
[Doran 1994, p. 206] that this is due to population concentration. The processes are: 
 
• Temporary planned co-operation between the agents, 
• conversion of temporary into semi-permanent groups and, finally, 
• the development of hierarchy structures. 
 
Hence, the EOS model allows the study of mechanisms of the emergence of social stratification out of egalitarian 
groups of agents. 
 
4.2.2.2.  MUE & ERB 
 
The target of MUE & ERB is the emergence of the state. This took place at circumscripted territories along river 
valleys. It went hand in hand with a new type of agricultural production, alluvial agrarian production, generating a 
remarkable surplus, unknown in former organisations of securing the subsistence of the society [Carneiro 1970]. As a 
result, it is highly probable that social differentiation took place, releasing a social class from direct agricultural 
production [Lenski 1973]. This process is under investigation in the model MUE & ERB.  
MUE & ERB is an equation-based model written in DYNAMO. To calculate the number of persons that can be released 
from direct agricultural production, production is expressed in terms of subsistence minima, called C. Yet a production 
volume of C = 1 means that the production of one member of the society is sufficient to feed one member of the society. 
Let the production of one member of the social unit be denoted with Pi. It follows that, given a social unit of N 
members, the necessary minimal production volume has to be: 
 
Σ Pi ≥ X = NC. 
 
This terminology leads straightforwardly to a calculation of the number of people who can be released from direct 
agricultural production. Given the number N of members of the social unit and their production volume Pi this number 
can be derived as:  
 
Σ Pi – N = V (virtual heads)  
 
A fundamental assumption of the theory is that the redistribution of the surplus is performed by specialised institutions, 
which have to be supported from the surplus. These institutions are denoted by the term ‘power territory’ (PT), 
governed by a so-called ‘power territory ruler’ (PTR). PTs squat into the surplus [Müller 1989, p. 27] that is derived 
above. Hence, the maximum size of the social élite is V.  However, since in this case no surplus could be redistributed, 
this is an extreme case of total exploitation. Typically, the PT system is legitimised by a specific competence from 
which they gain the privilege to distribute the produced surplus. By this operation they are qualified as the main social 
decision centre [Dye 1976, Müller 1979]. Social operations are performed by persons holding positions in the decision 
centre [Müller 1985]. This is identified with the PT system. The organisational structure of the PTs is modelled as a 
strict hierarchy with a PTR at the top, a number of suboligarchs and an even greater number of subordinates. Hence, it 
is an ideal type of hierarchy.  
 
MUE & ERB is solely a redistribution model, regardless of how the surplus is utilised. Thus, first the generated 
production volume is calculated. This is done by multiplying the workforce by the labour productivity. Then access 
priorities to the produced values are formulated for three classes of the social unit: the working class, landlords, and the 
PT system. After this process, the remaining surplus is open for redistribution. Redistribution is governed by two 
variables reflecting two strategies of securing power: Both variables react to a comparison of the actual with the desired 
budget. One strategy is to enhance the revenues by expanding the territory of the PT under consideration. The other 
strategy is to save expenditures in the case of budget shortening. Yet they are dialectically opposed leading to a 
nonlinear dynamic.  
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4.2.2.2.1. Simulation Results  
 
The simulation run starts roughly at the time when archaeological artefacts indicate first settlements. This is calibrated 
at 6000 BC. At this time the number of PTR positions remain a sleeping variable. At 1500 BC, however, the model 
shows a rapid growth of the number of PTR positions. Because of the nonlinear dynamics, this result cannot be 
calculated by means of analytical mathematics, but emerges as the variable changes its attractor. Sociologically, this is 
interpreted as the emergence of the state, containing centralised institutions with a bureaucratic structure. 
 
Hence, with regard to the question of modelling social ontology, a fundamental feature of a social reality is created in 
the model: The emergence of social positions.  
 
4.2.3. Discussion 
 
The EOS model is concerned with the very beginning of the process of the emergence of a ‘social sui generis’, whereas 
the MUE & ERB model covers a very late period in this respect. It is the beginning of a process of social stratification 
that can be observed by the EOS model. The MUE & ERB model, on the other hand, enfolds the capacity of a position-
generating process. “Now the growth motor is established which, presumably, will be active until nowadays” [Müller 
1991, p. 89]. The fact that different periods are under consideration in the two models lead to different but 
complementary explanatory gaps regarding the question of how social positions could emerge in the early prehistory of 
human societies. Implications of modelling technologies, however, also have to be taken into consideration: 
Within the EOS model the emerging hierarchies are not stable and depend on the individual agents that form the group. 
Yet it is criticised that the hierarchy remains an “implicit property of the agents’ social model” [Gilbert 1995, p. 154]. 
Thus, the EOS model takes on a microsociological perspective on the emergence of social stratification. This leads to 
the result that the model is incapable of generating a social sphere of its own that is not reducible to properties of the 
agents. This is due primarily to the agent-based modelling technology. It remains an open question, however, as to 
whether this is a deficit of the model or a correct representation of social reality at around 20 000 BC.  
Within MUE & ERB however no individual actors can be represented since the model is an equation-based model. In 
particular, social institutions are assumed as given and the emergence of the state is resulting out of their internal 
development. Thus, with regard to the question of the emergence of a social ontology, there is an explanatory gap in 
some respect complementary to that of the EOS model. While the EOS model remains on the level of agents, this model 
remains on the level of institutions. Thus, it adopts a macrosociological point of view. Since it is plausible, however, 
that institutions already existed at the time of the emergence of the state, in this case it might also be a correct 
representation of the respective social reality.  
Hence, both models might be a more or less correct representation of their respective target system. With respect to the 
process of an emerging of social ontology, however, there remains an explanatory gap.  
 
5. Conclusion and Perspectives 
 
Since there is more need to argue why archaeological models could contribute to the question of a social ‘sui generis’ 
than is the case in models of structure and agency, the main focus of this survey was on the impacts of archaeological 
modelling to social theory. It has to be emphasised, however, that both accounts are by no means opposing. They can be 
regarded as complementary: While the focus of accounts on structure and agency is a timeless situation that could 
generate social order regardless of its history, the focus of archaeological models is a more concrete social innovation, 
namely the emergence of social stratification that took place in time. But once this took place, social orders have to be 
reproduced over time. Yet the accounts can be seen as models of the process of production of a social ‘sui generis’ on 
the one hand and its reproduction on the other.  
 
The models demonstrate that no metaphysics is necessary to introduce the notion of a social ‘sui generis’. However 
further research is needed in both accounts: At the moment, therefore, conclusions can only be provisional. In the case 
of the archaeological models the question is twofold: First, it can be questioned to what extent the explanatory gap is 
due to modelling techniques, namely to agent-based models on the one hand and equation-based models on the other. 
The impact of the methodology on social theory should be regarded. Hence, further research is needed to investigate the 
interrelation between the level of social structure that might be correctly represented by differential equations and an 
agent-based actor level. This research could investigate how social structure is shaped by person-position relations. In 
particular, the fact that actors can hold multiple positions has to be regarded.  
It might also be the case, however, that the explanatory gap between the models is due to social change between the first 
emergence of social hierarchies in societies of hunters and gatherers and the establishment of a state in agricultural 
societies. In particular, there might be an impact of growing complexity simply by a growing number of actors. 
Research in this direction is currently undertaken by the NewTies project [http//www.new-ties.org]. 
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Interestingly, exactly the complexity problem also arises in the case of the more abstract models of structure and 
agency. Social order emerges only in the dyadic setting but vanishes at least sometimes in the case of a multi-actor 
situation. Hence, in both accounts the problem of scale is of crucial importance. This is a fundamental finding that can 
be identified by the modelling approach to social theory.  
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ABSTRACT 
Spatially explicit Individual Based Models are more and more often used in forest modelling, especially because they take 
into account the influence of the spatial structure on the dynamics. However, they are potentially very sensitive to the initial 
spatial structure used for a simulation, which can be problematic if the initial state is not known, or is simulated in an 
unrealistic way. 

The aim of our paper is to study this sensitivity to initial spatial structure in the case of the Mountain model, an individual 
based model of irregular spruce stands implemented in the Capsis platform. In order to characterise the influence of the initial 
spatial structure on the dynamics of the model, we simulated different initial spatial structures and compared the results of 
long term simulations.  

We showed that the initial spatial structure can highly influence the dynamics of the model, not only during the first cycle of 
the evolution, but also at very long term in the evolution of the next generations. We also illustrated how some disturbances, 
such as a periodic gap opening through storms, can modify both the long term dynamics of the stand and the duration of the 
influence of the initial spatial structure. 

KEYWORDS 
Forest, tree, growth model, simulation, Monte Carlo, Spruce, spatial structure, initial state 

1. Introduction 
Individual Based Models (IBM) are more and more often used in forest modelling (e.g. [Ek Monserud 1979] [Tomé Burkhart 
1989]), especially for complex forest stands with mixed tree species or irregularity in size or age. Because they consider each 
tree individually, individual based models can take into account the high variability of such stands [Spellmann 1992]. This 
was impossible with simpler stand level models, based on mean properties at the stand level such as density or total basal 
area [Houllier et al. 1991]. Different forest growth simulators have been recently developed to integrate both stand level and 
individual based forest models (e.g. [Pretzsch et al. 2002] [de Coligny et al. 2004]), and can be used either as management 
tools or for research purposes. 

Some of these IBM are moreover spatially explicit, which means that they also consider each tree location. With such 
models, it is possible to characterise the local neighbourhood around each tree through competition indices. Many different 
competition indices can be found in the literature, taking into account the number, size and location of neighbouring trees 
[Biging Dobbertin 1995]. One advantage of such models is that they take explicitly into account the influence of the spatial 
structure of an ecosystem on its dynamics. This relation between spatial structure and dynamics is considered as an important 
process in many ecosystems, and has been thoroughly studied (e.g. [Begon et al. 1990] [Dieckmann et al. 2000]). For 
instance in forest stands trees located in aggregates are supposed to grow less than isolated trees, because of the competition 
for light or nutrients. However, spatially explicit models also have the drawback of requiring very detailed initial states, 
including the location of all trees at the beginning of the simulation. Such data are very seldom available for real forests. 
Therefore, most of the time it is necessary to simulate a "virtual" initial state, i.e. a set of numbers representing the species, 
diameter, and location of simulated trees ([Pretzsch 1997] [Goreaud et al. 2004]).   
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Precisely because they take into account the influence of the spatial structure of a forest stand on its dynamics, spatially 
explicit individual based models are likely to be very sensitive to the initial spatial structure used in a simulation. In real 
forest ecosystems, the influence of the spatial structure on the dynamics is usually supposed to be a short term influence, 
because many stochastic events (either natural disturbances such as storms, or human sylvicultural actions such as thinning) 
can modify the spatial structure and thus the growing conditions (e.g. [Pontailler et al. 1997] [Wolf et al. 2003]). However, 
ecological models do not always include as much stochasticity, and can sometime show a long term sensitivity to the initial 
spatial structure ([Dubé et al. 2001] [Goreaud et al. 2002] [Ménard et al. 2002]). This problem is quite general and can be 
encountered in other types of models, for instance cellular automaton or grid based models [Dieckmann et al. 2000]. 

This high sensitivity of individual based models can become a real problem if the spatial structure of the initial state is not 
known, or is simulated in an unrealistic way, because in that case it can lead to unrealistic simulation results. Unfortunately, 
this is often the case. Most of the time, the initial state of a simulation is simulated very simply, using random, clumped or 
regular patterns. Only very few studies propose to really fit a model of spatial structure on real data, or to estimate the realism 
of the spatial structure simulated as initial states for forest growth models ([Rathbun Cressie 1994] [Batista Maguire 1998] 
[Prévosto et al. 2003] [Goreaud et al. 2004]). In order to avoid this problem, some authors prefer not to consider the first part 
of a simulation, supposing it can be unrealistic because of the dependence on the initial state. This method however makes 
the implicit hypotheses (i) that the dynamics of the model will converge toward an equilibrium state independently of the 
initial state, which may not be the case, and also (ii) that the transition period is not too long. 

Therefore, we believe it is important, before using a spatially explicit individual based model, to study how much it is 
sensitive to the initial state, and more precisely to estimate how long this influence can affect its dynamics. 

The aim of our paper is to study this sensitivity to initial spatial structure in the case of the Mountain model, an individual 
based model of irregular spruce stands [Courbaud et al. 2001]. This model (detailed in section 2.1) is implemented in the 
Capsis platform (section 2.2), which facilitates the simulation work [de Coligny et al. 2004].  

In order to characterise the influence of the initial spatial structure on the dynamics of the model, we simulated different 
initial spatial structures (section 2.3), and compared the results of the corresponding long term simulations. We hypothesised 
that significant differences will occur as long as the initial state has some influence on the dynamics. However, as our model 
is stochastic, we could not simply compare the evolution curves between two simulations. We therefore used Monte Carlo 
simulations to represent the variability of the results (section 2.4). We first used a given initial state to assess the intrinsic 
variability of the model (section 3.1). Then we used a set of simulations with an initial spatial structure corresponding to our 
null hypothesis of Complete Spatial Randomness (section 3.2). Then, when using different initial spatial structures (section 
3.3) we considered that any additional variability corresponds to the influence of the initial spatial structure on the dynamics.       

We also wanted to test if potential disturbances, such as storms, could affect the duration of this influence of the initial spatial 
structure on the dynamics. We therefore handled two sets of simulations : A first one without any disturbance (section 3), and 
a second one corresponding to disturbed dynamics with periodic gap opening through storms (section 4).  

We finally discuss the consequences of such sensitivity on the use of the model. 

2. Material & Method 
2.1. The model "Mountain" 
"Mountain" is a spatially explicit, individual based model simulating the dynamics of irregular mountain spruce stands 
[Courbaud et al. 2001]. Figure 1 summarises the different processes included in Mountain. Each tree is represented by its 
spatial co-ordinates, height, diameter at breast height, crown base height and crown base diameter. Competition interactions 
are modelled through the calculation of the radiation intercepted by every tree in the stand taking into account the shading 
effect of its neighbours in three dimensions [Courbaud et al. 2003]. Each year, the model simulates the individual height and 
diameter increments corresponding to a vegetation season, as functions of the initial dimensions of the tree and the amount of 
radiation intercepted. Regeneration is simulated in openings by a probability of installation of new seedlings on every ground 
cell with irradiance higher than a given threshold. Seedling growth depends on the irradiance of their ground cell, until they 
reach a height of 1.30 m. They are then recruited as trees with all the related attributes. Mortality is modelled with two 
processes : a first probability of mortality depending on the radiation intercepted by a tree, simulating competition effects; 
and a second probability of mortality depending on tree height, simulating senescence and disturbance effects.  

The Mountain model has been fitted and validated on data from two experimental plots in the French Alps [Courbaud 1997]. 
It is implemented in the Capsis platform, freely available on the Capsis Project homepage (http://capsis.free.fr). 
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Figure 1 : The chain of processes successively simulated in the model mountain. The initialisation phase downloads or 
creates an initial stand, creates the ground cells and the light rays. During each vegetation season, the model first calculates 
radiation interception, then growth and mortality, and finally regeneration and recruitment. A scenario can alternate periods 
of growth and steps of silvicultural operations. 

2.2. The Capsis platform 
Capsis (Computer-Aided Projection for Strategies In Silviculture) is a generic forest simulator which has been developed by 
French researchers since 1994 ([Dreyfus Bonnet 1997] [de Coligny et al. 2004]). The objective of the Capsis project is to 
build a perennial, open and shared modelling platform (1) to contribute to the development and evaluation of models, (2) to 
share tools and methods, (3) to compare results of different models, (4) to transfer models to forest managers and (5) to serve 
as teaching material. 

The version 4 of Capsis (figure 2) is generic enough to integrate very different kinds of models: stand models, distance 
independent or spatially explicit tree models, individual based or not, wood quality models, seed dispersal models, etc. It 
provides forest management tools to establish and compare different silvicultural scenarios. At the present time, Capsis hosts 
25 models and 5 specific libraries which are all being co-developed by researchers and computer scientists. This shared forest 
modelling platform has already showed many advantages : allowing modellers to re-use sub-models and share specific tools 
and providing to foresters and students an easy-to-use software to compare different management strategies. 

 
Figure 2 - A glance at Capsis4 : Project manager with two scenarios, a stand viewer, and a graphic. 

In this paper, we simulated 1500 stand evolutions, each of them being quite long because of the computation of light rays 
trajectory for each trees (up to 5000 trees in a 1ha stand) at each time step. We therefore used the script pilot of Capsis to run 
the simulations on a cluster of 48 PCs, using approximately a total of 8300 h CPU time. 
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2.3. Simulating different initial spatial structures 
In order to study the influence of the initial spatial structure on the dynamics of the model, we defined different initial states, 
composed of the same trees in terms of age and size, but with different spatial structures. We chose to consider a 1 ha young 
stand, composed of 5000 trees with the same 2cm diameter, and a mean height of 1.5m. Such a stand could correspond to a 
natural regeneration after a clear cutting. For all initial states we used exactly the same trees, and only modified their location. 
We used the classical point process formalism to simulate spatial patterns (e.g. [Diggle 1983] [Tomppo 1986] [Cressie 
1993]), and the corresponding tools of the "spatial library" in Capsis [de Coligny et al. 2004].  

We first ran a set of simulations with the same initial state (section 3.1), in order to characterise the variability corresponding 
to the intrinsic stochasticity of the model. For these simulations, we used one given realisation of a Poisson process as spatial 
pattern for the initial state. The locations of these trees correspond to the map in figure 3a.  

We then used very classically as null hypothesis the Complete Spatial Randomness hypothesis (CSR), corresponding to the 
absence of constraint in the location of trees. This spatial structure is easily simulated by a Poisson process [Diggle 1983], for 
which the co-ordinates of each tree are random numbers. We have considered the variability resulting from this CSR initial 
states as a reference for our comparison work (c.f. section 3.2). 

Finally, in order to simulate other very different spatial patterns, corresponding to highly variable spatial structure, we used a 
generalised Gibbs process with random values of the parameters, as defined in [Goreaud et al. 2002]. Gibbs point processes 
are classically used to simulate complex patterns [Diggle 1983]. The general principle of Gibbs processes is to define a 
pairwise cost function, whose values will lead either to aggregation, or to regularity, at various scales. When using it with 
random values of the parameters, we simulated very highly variable spatial structures, from aggregation to regularity, at 
different scales and intensity. Details of the algorithm can be found in [Goreaud et al. 2002]. Figure 3b and 3c illustrate two 
possible initial states, with the same trees, but very different spatial structures simulated with this Gibbs point process. When 
running a set of simulations with these highly different initial states, we have considered that the additional variability 
corresponds to the influence of the initial spatial structure on the dynamics. 

(a) (b) (c)

 
Figure 3 : Example of three initial states corresponding to the same trees, but to different spatial structure. (a) : Complete 
Spatial Randomness (CSR); (b) & (c) : Complex structures simulated with a Gibbs Process. 

2.4. Long term simulations 
Because we wanted to determine how long the spatial structure of the initial state can influence the dynamics of the Mountain 
model, we ran very long term simulations of 1000 years. The usual life time for trees is over 100 years, so a 1000 years 
period enables to simulate successive generations, and thus to let mortality and regeneration express themselves and modify 
the spatial structure of the stand. Note that such long term simulations are not realistic, and therefore must only be used to 
study the behaviour of a model [Shugart 1984], and not for predictive purposes. 

We defined a few global variables to represent the dynamics of the stand, and followed their evolution during this 1000 years 
period. For each simulation, the model simulates the evolution of each tree, from its birth to its death. This corresponds to a 
huge amount of data. Therefore, we decided to focus on the evolution of some classical mean values at the stand level. In this 
paper, we have more precisely considered the evolution of : (i) N : the total number of trees in the stand; (ii) G : the total 
basal area, which is an indirect measure of the biomass of the ecosystem; (iii) Dg : the mean quadratic diameter, which 
characterises the mean evolution of each individual tree; and (iv) CE : the Clark & Evans index, which characterises the 
spatial structure of the stand (CE is a normalised measure of the distance to nearest neighbour : CE=1 for a random pattern, 
CE<1 for aggregation and CE>1 for regularity [Cressie 1993]). 
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For each set of parameters, we used 100 Monte Carlo simulations to represent the variability of the results. Indeed, the 
Mountain model is intrinsically stochastic, especially because the mortality and regeneration sub-models are probability 
models. For a given set of parameters and a given initial state, each simulation will lead to different choices of dying trees or 
regeneration locations, and thus to somehow different evolutions of the stand. Moreover, as the distribution of these curves 
does not follow a Gaussian distribution, it was not possible to use only the mean and standard deviation. In this simulation 
study, we thus obtained 100 different evolution curves for each variable of the stand, and we characterised the variability of 
these results by considering the max and min values of the simulated variables for each time step (see 3.3).  

The different values for the parameters we used for these simulations are detailed in Table 1. They mostly correspond to the 
values obtained when fitting the model on two experimental plots in the French Alps [Courbaud 1997]. We used the same 
values of the parameters for all simulations, except for the parameters concerning disturbances. In the first set of simulation 
(section 3), those parameters were set to 0 so that no disturbance occur. Then, in section 4 we considered different values to 
assess the impact of disturbances on the dynamics. 

Table 1 : Values of the main parameters of the simulations. 

Main parameters corresponding to : value 

Crown : 

treeLeafAreaDensity 

maxCrownRadius 

 

Leaf area density 

Maximum crown radius 

 

0.8 m2/m3 

5 m 

Growth : 

growthHmax 

growthdHmax 

growthRH2 

growthDmax 

growthdDmax 

growthRD2 

 

Maximum height 

Maximum height increment 

Height radiation threshold : over this value, height growth is maximum 

Maximum diameter 

Maximum diameter increment 

Diameter radiation threshold : over this value, diameter growth is maximum  

 

40 m 

45 cm/year 

40 % 

90 cm 

8 mm/year 

80 % 

Regeneration : 

seedlingStep 

limitEnergyInf 

saplingPotHeightIncrement 

recruitDensity 

 

 

Time between two seeding events 

Sapling minimum radiation : under this value, no regeneration can occur 

Sapling maximum height increment 

Sapling density 

 

10 years 

20 % 

25 cm/year 

0.2 sap./m² 

Mortality : 

deathPmax 

deathLimitdD 

 

Death maximum probability (for a tree with a null diameter increment) 

Minimum diameter increment : under this value there is a risk of mortality  

 

0.5 

0.75 mm/year 

Disturbances : 

gapRadius 

disturbanceStep 

 

Gap radius 

Gap frequency : number of years between 2 successive gap openings  

 

0, 5, 10, 20 m 

5 or 10 years 

 

3. Influence of the spatial structure on the undisturbed dynamics 
In this first step of our study, we characterised the influence of the initial spatial structure of a simulation on the undisturbed 
dynamics of the stand modelled by the Mountain model. We therefore set the values of the parameters so that no disturbance 
occurs (i.e. no natural phenomenon such as storm, and no human actions such as thinning). 
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3.1. Taking into account the intrinsic stochasticity of the model 
We have first considered a set of 100 simulations corresponding to 1000 years evolution of a stand with this undisturbed 
model, using always the same initial state, corresponding to the random pattern presented in figure 3a. At the beginning of 
each simulation the stand was always the same, but then progressively the stochasticity of the model led to different 
evolutions. Figure 4 shows the curves corresponding to the evolution of 4 global variables, that illustrate the evolution of the 
stand for these 100 simulations : the total number of trees, the total basal area, the mean quadratic diameter, and Clark & 
Evans index (see 2.4). 
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Figure 4 : Curves of 1000 years evolution for 100 simulations with the same initial state. (a) Number of trees in the stand, (b) 
total basal area, (c) mean quadratic diameter, (d) Clark & Evans index. 

We can first notice that the simulations followed a rather cyclic evolution pattern, with a cycle of approximately 250 years. 
This cyclic evolution seems to correspond to 4 successive generations of trees, following more or less a regular stand 
dynamics. However, the third cycle does not seem to be very clearly defined. The first cycle is really characteristic to this 
regular stand dynamic, which is not surprising as our initial state corresponded to a very young and regular stand. However, 
we have also obtained similar cyclic evolution patterns with other initial states, and especially with initial states 
corresponding to real irregular experimental plots. Therefore, we believe that this cyclic evolution pattern characterises a 
potentially frequent behaviour of the model.  

In the first cycle, we can identify the 4 main phases of forest dynamics [Oliver Larson 1996] : First the initiation phase (up to 
30 years), corresponding to a progressive closure of the canopy with a fast increase of G (and fluctuations of N) ; then the 
stem exclusion phase (up to 75 years), with a fast decrease of N through competition and mortality (called self-thinning) but 
still an increase of G through the growth of surviving trees ; third the senescence phase (up to 220 years), with a decrease of 
both N and G, corresponding to the death of old and big trees ; and finally the renewal phase (up to 250 years) with a massive 
regeneration inducing an increase of N, whereas the death of the last old trees leads to a decrease of G. [Dubé et al. 2001], 
simulating northern hardwood forest succession over 1000 years, also obtained cyclic behaviour around 200-250 years. 

There is however also a variability around this mean pattern, which is the result of the stochasticity of the model. This 
variability increases with time (which is quite usual with stochastic models) : at the beginning of the evolution the various 
simulated stands remained very similar, but then progressively the stochasticity of the model led to different evolutions. This 
is especially the case at the end of each cycle, when the regeneration process, which is highly stochastic, expressed itself on a 
wide area. As we used here always the same initial state, we have considered that this variability in the evolution curves 
really corresponds to the intrinsic stochasticity of the model, i.e. the use of random numbers when simulating mortality and 
regeneration. 
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3.2. Null hypothesis of Complete Spatial Randomness 
The usual null hypothesis when studying the influence of spatial structure on the dynamics of ecosystems is the hypothesis of 
Complete Spatial Randomness [Cressie 1993]. This null hypothesis is more complex than a given initial state with a precise 
location of individuals, as we used in (3.1). Indeed, this null hypothesis corresponds to one given point process (the Poisson 
process), and thus to an infinite number of potential realisations. In each realisation, that can be used as an initial state, the 
locations of trees are different, but all realisations correspond to the CSR spatial structure. This stochasticity in the location of 
trees for a given spatial structure can bring an additional variability in the simulation results. Therefore, when using the 
model with the null hypothesis of CSR, the global variability of the results is composed of both the intrinsic variability of the 
model and the variability induced by the stochasticity of the CSR initial state.      

In order to characterise this variability, corresponding to our null hypothesis, we have considered another set of 100 
simulations corresponding to 1000 years evolution (with the undisturbed model) of a stand whose initial states all follow a 
completely random initial spatial structure simulated by a Poisson process. Figure 5 shows the curves corresponding to the 
evolution of the same 4 global variables than previously (the total number of trees, the total basal area, the mean quadratic 
diameter, and Clark & Evans index) for these 100 simulations.  
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Figure 5 : Curves of 1000 years evolution for 100 simulations with a CSR initial spatial structure. (a) Number of trees in the 
stand, (b) total basal area, (c) mean quadratic diameter, (d) Clark & Evans index. 

The results of these simulations are quite similar to those obtained previously, except for two details. First, as we expected, 
the evolution curves corresponding to our null hypothesis have a slightly higher variability, especially during the first cycle. 
This is due to the additional stochasticity induced by the different locations of trees in each initial state. Second, the evolution 
curve have a much clearer periodicity : each cycle is more precisely defined than when using the same initial state (cf. 3.1). 
We therefore hypothesised that this cyclic evolution was indeed characteristic of the dynamics of a stand with a CSR initial 
structure, and that the unclear third cycle obtained in (3.1) was only a specificity of the precise locations of trees used in the 
initial pattern. This difference illustrates the interest of using the CSR spatial structure as null hypothesis instead of a given 
initial state.  

We therefore considered this variability, obtained with our CSR null hypothesis initial state, as a reference for our 
comparison work. 

3.3. Long term dynamics with a highly variable initial spatial structure 
We have then considered another set of 100 simulations, still corresponding to 1000 years evolution of a stand with the 
undisturbed model, but this time with very different initial states, corresponding to the same trees (in terms of size and age), 
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but to highly variable spatial structures simulated by a Gibbs process (c.f. 2.3). Figure 6 shows the curves corresponding to 
the evolution of the same 4 global variables (the total number of trees, the total basal area, the mean quadratic diameter, and 
Clark & Evans index) for these 100 simulations. 

These results confirm that the initial spatial structure can highly influence the dynamics of the model. Indeed, these 
simulations followed the same overall evolution pattern than the previous ones corresponding to our null hypothesis (c.f. 3.2), 
but with a much higher variability around this global pattern. This high variability means that the differences in the spatial 
structure of the initial state have led to evolutions significantly different from those obtained under our null hypothesis. It 
seems to be especially true in the first cycle of the evolution, probably because the different initial spatial structures had 
already led to different competition contexts, and thus to some variability in the evolution of the global variables of the stand, 
whereas the simulations beginning with a CSR initial state had a very small variability of the competition context. 
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Figure 6 : Curves of 1000 years evolution for 100 simulations with a highly variable initial spatial structure simulated by a 
Gibbs process. (a) Number of trees in the stand, (b) total basal area, (c) mean quadratic diameter, (d) Clark & Evans index. 

In order to clarify this phenomenon, we focused on the simulations corresponding to the most extreme initial states. Using the 
initial values of the Clark & Evans index, which characterises the spatial structure of the stand, we chose the 5 most 
aggregated (smallest values of CE) and the 5 most regular (highest values of CE) initial states, and compared their simulated 
evolution (figure 7). We obtained very different behaviours up to 1000 years, which confirms that the initial spatial structure 
can influence the dynamics of the model on a very long term.  

We also noticed a very interesting phenomenon of alternative modification of the relative location of these curves. Thus, at 
the beginning of the first cycle, some trees of the most aggregated stands (blue) died rapidly, probably because the 
competition was too harsh in the centre of aggregates. Therefore, the total basal area became and stayed lower during the 
stem exclusion phase (until 75 years). Then, as the competition and the mortality increased, the mean and total basal area 
became lower in the most regular stands (green). We assume that, in aggregated stands the spatial structure had already led to 
an important differentiation, so that only small dominated trees died, whereas a lower differentiation in regular stands 
induced the death of bigger trees. Finally, the regeneration was larger in formerly regular stands, probably because more light 
was available everywhere in the stand. During the next cycles, the relative location of the curves swapped, which could be the 
result of an inversion in the spatial structure of the successive stands, as suggested by the Clark & Evans index. The precise 
interpretation of this phenomenon would however require to identify the different cohorts in the stand. 
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Figure 7 : Curves of 1000 years evolution for the 5 most aggregated (blue) and the 5 most regular (green) initial states. (a) 
Number of trees in the stand, (b) total basal area, (c) mean quadratic diameter, (d) Clark & Evans index.  

3.4. Quantifying the influence of the initial spatial structure 
In order to measure more precisely this increase of variability, we have used a very simple and classical Monte Carlo 
approach, comparing the min and max values of the different variables for both sets of simulations, corresponding either to 
our null hypothesis of CSR, or to highly variable spatial structure (figure 8). In fact, min and max values of a set of N 
simulations can be used to estimate a confidence interval corresponding to a significance level alpha of 1/(N+1). 
Unfortunately, this estimator is not very robust, and can lead to imprecise estimates of the confidence intervals. More precise 
estimates of the confidence intervals can be obtained by using order statistics (see for instance [Cressie 1993]), but this 
requires more simulations. In this paper, we chose to simply use min and max values to characterise the variability of the 
model, and we assumed that large differences of these min and max values are the result of a significant influence of the 
initial spatial structure on the dynamics. 

First, when looking at the first cycle of the simulation (until 250 years), we can notice that there are very large differences of 
the variability of the results at all time step and for all variables. This corresponds to the direct effect of the differences in the 
initial spatial structures, who have led to different competition contexts for the trees of the first generation. We can thus 
conclude that the dynamics of the stand modelled in Mountain, mainly based on the competition for light, has not 
compensated for these different initial spatial structures.     

Then, when looking at the next cycles, we can still point out some large differences of the variability of the results at some 
periods, even after a very long evolution (for instance 800 years). This means that the initial spatial structure can have a very 
long term influence on the dynamics of the model, even on the successive generations. We will discuss the implications of 
this result in section 5. We can also notice that this difference of the variability is larger at certain specific phases of the 
dynamics, and can differ from one variable to another. This is probably due to the fact that the stochasticity is mainly the 
result of the regeneration process, and that the impact of the regeneration is not similar for the different variables. For 
instance, a huge regeneration modifies the number of trees immediately, but as the new trees are small it does not modify the 
total basal area much. 

In real forest stand, the spatial structure is usually not considered to have such a long term influence on the dynamics, and we 
therefore supposed it to be an artefact of the model. Indeed, real stand encounter many disturbances, and we can hypothesise 
that such stochastic events can shorten the influence of the spatial structure on the dynamics. This is what we have tested with 
the additional simulations presented in chapter 4. 
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Figure 8 : Min and max values of the evolution curves for 100 simulations from a CSR initial spatial structure (red), and 100 
simulations from a highly variable initial spatial structure (blue). Purple arrows point out the large differences of the 
variability. (a) Total number of trees in the stand; (b) total basal area; (c) mean quadratic diameter; (d) Clark & Evans index. 

4. Taking disturbances into account 
In this second step of our study, we characterised the influence of the spatial structure of the initial state of a simulation when 
the dynamics of the stand, modelled by the Mountain model, is periodically disturbed by storms. We therefore set the values 
of the parameters so that storms occurred, at different rhythms (every 5 or 10 years), leading to gap openings of different 
radius (5, 10 or 20 m). 

We have first considered a disturbance corresponding to the opening of a 10m radius gap every 5 years, which is already a 
strong disturbance. We ran a new set of 100 simulations, corresponding to 1000 years evolution of a stand with very different 
initial states, with the Mountain model including this specific periodic disturbance. Figure 9 shows the curves corresponding 
to the evolution of the same 4 global variables (the total number of trees, the total basal area, the mean quadratic diameter, 
and Clark & Evans index) for these 100 simulations. 

The simulation of this disturbance has completely modified the shape and the variability of the evolution curves. The 
different variables of the stand did not have cyclic evolution any more. The first 250 years still correspond roughly to the 
beginning of the first cycle simulated by the undisturbed model (see section 3), but then the disturbances have modified the 
stand sufficiently to avoid a new cyclic evolution of the stand, so that the variables converged toward equilibrium values, 
with small stochastic variations.  

The variability of the curves is also smaller, and we have compared it to the corresponding variability when simulating the 
disturbed model with an initial state following CSR (figure 10). We can notice that the variability of the simulations with 
highly different initial spatial structures is slightly higher, but only during the 250 first years. We can therefore conclude that 
the disturbances have lowered the sensitivity of the model to the initial spatial structure, so that the influence of this spatial 
structure lasts less than 250 years in the disturbed model. 

In order to characterise the sensitivity of the model to these disturbances, we have run other sets of simulations, 
corresponding to other values of the disturbance parameters : gap radius of 5, 10 or 20 m for 1 opening every 5 or 10 years. 
Table 2 presents the global behaviour of the simulations with these parameters. These results show that only large and 
frequent openings were able to modify the cyclic dynamics of the stand. We can conclude that small openings did not modify 
the spatial structure of the stand enough to influence its dynamics. 
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Figure 9 : Curves of 1000 years evolution for 100 simulations with a highly variable initial spatial structure simulated by a 
Gibbs process, and periodic openings of 10m radius gaps every 5 years. (a) Number of trees in the stand, (b) total basal area, 
(c) mean quadratic diameter, (d) Clark & Evans index. 
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Figure 10 : Min and max values of the evolution curves for 100 simulations from a CSR initial spatial structure (red), and 100 
simulations from a highly variable initial spatial structure (blue), with periodic openings of 10m radius gaps every 5 years. (a) 
Total number of trees in the stand; (b) total basal area; (c) mean quadratic diameter; (d) Clark & Evans index. 
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Table 2 : Global behaviour of the simulations for various disturbance parameters. 

 Gap radius = 5m Gap radius = 10m Gap radius = 20m 

1 opening every 5 years cyclic evolution pattern convergence fast convergence 

1 opening every 10 years cyclic evolution pattern cyclic evolution pattern cyclic evolution pattern 

without openings cyclic evolution pattern 

 

5. Discussion 
The long term sensitivity of forest models to the initial spatial structure has not been much studied and rises many questions 
([Dubé et al. 2001] [Ménard et al. 2002]). In this paper, we have characterised this sensitivity for the Mountain model. We 
have shown that the initial spatial structure highly influences the dynamics of the undisturbed model, not only during the 
whole first cycle of the evolution (corresponding to the first generation), but also at a very long term at some periods in the 
evolution of the next generations. Such a very long term sensitivity is usually not expected in stochastic models, especially 
because the stochastic sub models (regeneration and mortality) highly modify the spatial structure and growing conditions of 
the stand. In our case, this long term sensitivity may come from the fact that the three biological processes of growth, 
mortality and regeneration are based on the same computation of available light, itself depending on the spatial structure of 
the stand. This potentially very long term sensitivity is an additional argument for not using long term simulation for 
prediction purposes 

The importance of disturbances on the dynamics of forest stands has been more and more studied recently (e.g. [Pontailler et 
al. 1997] [Wolf et al. 2003] [Cordonnier 2004]). In this paper, we have illustrated how the addition of some disturbances in 
the model (such as a periodic gap opening through storms) can modify both the long term dynamics of the stand and the 
duration of the influence of the initial spatial structure. These results are consistent with those obtained by [Dubé et al. 2001], 
and [Ménard et al. 2002] with another forest model. We have also shown that small disturbances are not always sufficient to 
modify the dynamics of the stand or to lower the influence of the initial state. A finer exploration will be necessary to 
determine precisely the threshold values of these parameters. 

These results confirm that long term simulations can be very interesting to study the behaviour of a model, but must not be 
used for predictions. Long term simulations of forest models are usually considered as not realistic at all, for different 
reasons. Firstly, forest stands growth models are usually fitted and validated on very short time periods (classically from 5 to 
20 years). Their extrapolation on longer periods is not validated and can lead to errors accumulation. Secondly, the 
environmental conditions that are supposed to be constant in the model are likely to change during a long period [Dhôte 
Hervé 2000]. Thirdly, mortality and regeneration are very complex processes, that are still not well understood and not very 
precisely modelled. Other processes, such as different sorts of natural disturbances and human actions can not be planned on 
such a long period. In this paper, we pointed out the potential very long term sensitivity of forest models, that appears to be 
another argument for non using long term simulation in prediction purposes. 

The potential sensitivity of forest growth models to the spatial structure of the initial state also questions the relevance of 
using simulated or virtual initial states, even for short term simulations. Indeed, if the model is sensitive to the spatial 
structure of the initial state, using an unrealistic initial spatial structure will lead to unrealistic results of the simulation. 
Unfortunately, the simulation of initial states for individual based models is usually very simply done, and very few authors 
evaluate the realism of these simulated initial stands ([Rathbun Cressie 1994] [Batista Maguire 1998] [Prévosto et al. 2003] 
[Goreaud et al. 2004]). Our results therefore confirm the need to improve the realism of the simulation of initial states for 
individual based models. 

This study also points out the importance of disturbances, regeneration and mortality processes on both the simulated 
dynamics and the sensitivity of the model. These three stochastic processes are still not as well understood as growth, and 
thus the corresponding sub-models are often very simple. However, recent studies have illustrated their importance in the 
dynamics of a forest ecosystem. We therefore believe that a specific effort on the development of these sub-models, and on 
their integration in forest dynamics models could bring real improvement in the quality of the simulations, especially if we 
want to use simulations on longer periods. 

Finally, our results rise some interesting questions on the long term dynamics of forest stands. Of course in this paper we 
obtained only some insights on the behaviour of the model, and not on the real forest ecosystem, as it is always the case with 
simulation studies [Pavé 1994]. This is all especially true because the model we studied has not been validated on its ability 
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to simulate long term dynamics, and such a very long term validation will probably remain impossible because it would 
require very long time measurements. It would however be very interesting to test on real stands the main qualitative results 
of the simulations, and especially the potentially long term influence of the initial spatial structure, and the role of 
disturbances in lowering this influence. Indeed, the influence of the spatial structure is usually considered as a short term 
process, precisely because many stochastic processes can modify the structure and the dynamics of a stand. However, this 
phenomenon has been rarely studied, and could have major implications on forest management. The combined use of real 
measures and simulation may facilitate the research work in this field. 
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ABSTRACT 
The purpose of this research was to explore the impact of the atmospheric CO2 variations on Scots pine (Pinus sylvestris L.) 
dynamics occurring on two French sites : the Plateau de Caussols (Mediterranean bioclimate) and the Chaîne des Puys 
(Mountain-Oceanic bioclimate). To this end, we built a model (AFFORSIMulator) which simulates the extension of Scots 
pine forest on abandoned turf. It is an individual-based model, spatially explicit, which takes into account inter-tree 
competition for shared resources and the light occultation the trees endure from their neighbours. The individual growth is 
based on classical differential equations, weighted by the photosynthetic production calculated from both the atmospheric 
annual CO2 concentration and the light value. Three scenarios simulating the variations of the atmospheric CO2 through time 
were implemented. The results of the model mainly suggest that even if the Pine settlement is faster under Mediterranean 
conditions as opposed to Oceanic ones, stand parameters really depend on the way the atmospheric CO2 will change through 
time. Surprisingly, the wood production may change in the  near future, the Chaîne des Puys site becoming a greater wood 
producer that the Plateau de Caussols site in the context of a rapid variation.  
 
KEYWORDS 
Pinus sylvestris, atmospheric CO2 variations, individual-based modelling, afforestation.  
 
1. Introduction 
The general pastoral abandonment that occurred in France, especially in uplands, during the second half of the 20th century 
resulted in tree colonisation on a large scale. Natural afforestation of former agricultural lands is assumed to be the main 
process responsible for the increase in woodland cover observed during the last decades in this country (about 10,000 to 
40,000 ha per year, [D.E.R.F. 1995]). 
Scots pine (Pinus sylvestris L.) is an abundant component of natural afforestation, especially in uplands and Mediterranean 
areas in southern France. For instance, the colonised areas in the Provence - Alpes Côte d'Azur region increased from 30,000 
ha in 1878 to 250,000 ha in 1999 [Quézel Médail 2003]. Also, P. sylvestris is by far the most widespread species colonising 
abandoned turf or heathlands on flat areas and gentle slopes of the southern part of the French Massif Central. 
The colonisation of former pastoral or agricultural lands on a large scale by Scots pines can rapidly lead to the closure of 
landscapes, to a drastic loss of biodiversity through extinction of resident species [Curt et al. 2003], [Higgins et al.1999] and 
to a greater risk of large fires. 
The ecological and socio-economic implications of Scots pine colonisation in France raises the question of natural 
afforestation forecasting [Richardson 2000] in a context of environmental changes, such as atmospheric CO2 increase. For 
this purpose, a forest dynamics model is an appropriate scientific tool. A modelling approach using the discrete event 
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simulation concept (AFFORSIMulator) has already been proposed by [Prévosto et al. 2003]. This is a spatially explicit 
individual-based model (IBM) that simulates the behaviour of each tree according to its local conditions, which depend on its 
neighbourhood. The competition process was based on differences in height between trees of the virtual stand. These 
competitive interactions were quantified with a geometric distance-dependent index (VASA) based on elevation angle sums. 
However, in the stands studied, some ecological factors (climate and soil parameters) were assumed to be constant. In 
addition, the afforestation process operated on a time scale short enough (decades) to assume that variations in atmospheric 
CO2 concentration were of no consequence. The VASA index thus succeeded in representing the competition process driving 
the afforestation dynamics in these specific ecological and time scale conditions. However, for the purpose of exploring the 
consequences of atmospheric CO2 variations on forest dynamics, VASA is no longer suitable since it is a highly lumped 
approach that does not allow any accurate integration of environmental variables, such as the amount of light a tree receives. 
The present work is expected to gain insight into the mechanism of intraspecific competition of P. sylvestris. It aims at 
integrating a new parameter –called Light Relative Intercept (LRI) – in order to improve the biological realism of 
AFFORSIMulator, so that it could take into account certain environmental changes, while conserving its efficiency for the 
prediction of the internal dynamics of forest stands.  
 
2. Materials and methods 
2.1. AFFORSIMulator description 
AFFORSIMUlator is based on the discrete event simulation concept (microsimulation). It is an individual tree-based model 
(IBM), spatially explicit and discrete in time (time step = 1 year). The kernel is clock guided and is of three-phase type 
([Balci 1988]). Simulations start with stand characteristics corresponding to the state of simulated landscapes before grazing 
abandonment, i. e. some isolated trees accurately located in space and with their age and dimensions (initial conditions) 
 
2.1.1 Stand attributes 
Simulated forest stands are monospecific (P. sylvestris). This implies that all trees represented in the simulator are driven by 
the same dynamical processes, according to the theoretical knowledge of the biology and ecology of the species they belong 
to. 
Stand attributes controlled by the model concern its density and basal area, but also the estimation of the colonised area it 
reaches through time. Simulations are running on a total area of 9 ha (300m*300m).  
 
2.1.2 Tree attributes 
For each simulated tree, social status is identified according to tree density in a neighbourhood radius of 5m around each 
subject tree. If no neighbours are located around the subject tree, the latter is considered as an isolated one, otherwise it is 
considered as within-stand tree and can undergo competition for resources. 
Dimensions through time (trunk height, trunk circumference and crown diameter) as well as exact spatial locations (x, y and z 
coordinates) of each tree are known. 
 
2.1.3 Dynamic processes 
Regeneration, tree growth and tree mortality processes are computed each time step by functions classically used in IBM 
approaches applied to forest dynamics modelling. 
Mortality process is managed thorough the computation of a probability of death for each tree which depends on age and the 
competition pressure it endures (intensity of VASA index, see the description hereafter). Recruitment process results from 
tree fertility, seed dispersion and seed survival processes: see [Prévosto et al. 2003] for description. Growth process concerns 
stem girth, stem height and crown diameter variation through time. 
At each time step t VASA was computed as follows: 
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where  is the positive vertical angle between the horizontal plane and the line from the top of the subject tree j to the top of 
its neighbour i, h

iθ

i and hj are the heights of the tress i and j, Lij the distance between the trees i and j. iε =1 if tree i is taller than 
tree j, and = -1 otherwise. Each neighbour i is localised in a 5m radius around the subject tree j. Therefore, VASA is the 
sum of positive and negative values depending on the relative competitive status of the subject tree and of each of its 
neighbours [Tomé & Burkhart89].  

iε

VASA was then integrated into the derivative form of the girth growth function (Eq. 2) [Prévosto et al.  2003]. 
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where is the asymptotic girth ( ) and  the growth rate. VASA
2 2e βα maxG VASA

1 1eβα
Stem height and crown diameter growth partially depend on stem girth growth. 
 
2.2. Model calibration and hypotheses 
Data used to parameterise dynamic functions were recorded on two sites representative of two upland areas of France 
characterised by different bioclimates: the Chaîne des Puys (volcanic massif of the French Massif Central, mean altitude 
900 m) and the Plateau de Caussols (southern part of the French Alps, mean altitude 1100 m). 
Differences between site conditions are illustrated in the simulator through growth process: depending on thesite considered 
(Chaîne des Puys or Plateau de Caussols) tree growth does not exhibit the same sensitivity towards competition pressure, that 
is why growth function shape and parameters differ between site, according to observed growth patterns ([Prévosto et al. 
2003], for the Chaîne des Puys site and for the Plateau de Caussols site). 
Because of the lack of data concerning recruitment and mortality, we assumed that these processes exhibit the same 
modalities and parameters on both sites. 
Site conditions are either considered constant or variable. As a matter of fact, atmospheric CO2 concentration and soil water 
content vary through time whereas the other limiting factors (Nitrate availability (NO3) and temperature) remain constant. 
 
2.3. Environmental changes implementation 
Atmospheric CO2 concentration ([CO2]atm) is the main factor conditioning the amount of photosynthetic production a single 
individual is able to realise. In optimal conditions the photosynthetic production associated to a given [CO2]atm (PPpot) can be 
estimated as described in figure 1.  
 

130 000 Lux : PPpot=3,25(1-exp-9,8.10-4.[CO2]atm) 
Caussols :      PPpot=3,49(1-exp-9,4.10-4.[CO2]atm) 
Ch. Puys  :     PPpot=2,77(1-exp-11,2.10-4.[CO2]atm) 
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Figure 1: influence of the atmospheric [CO2] ([CO2]atm) on the net photosynthetic production (PPpot) . The graph shows 
relationship for a mean illumination of 130 000 Lux (illumination corresponding to Mediterranean areas), and relationships 
computed for the mean illumination characterising each study site (respectively 110 988 Lux for the Chaîne des Puys and 139 446 
lux for the Plateau de Caussols). Whatever the conditions of illumination are, the relationship between PPpot and [CO2]atm is first 
approximated by a linear relation (PPpot=19,15.10-4.[CO2]atm-0,1716). 
 
We can then estimate the optimal variation of photosynthetic production (∆PPpot) associated to a given [CO2]atm in 
comparison to the photosynthetic production associated to the actual [CO2]atm (PPref) as follows : 

efPrP
efPrPPPpotPPpot −=∆ , (Eq. 3) 

Light is the main limiting factor of photosynthesis process which conditions the fixation CO2 by chlorophyll pigments. To 
illustrate the light occultation a tree suffers from its closest neighbours we built an index (LRI : Light Relative Intercept) 
which allows the estimation of the shadow produced, per unit area, by each neighbour located in a half-circle of 5m radius, 
centred on the subject tree and oriented to the south exposition. The shadowed area of each subject tree produced by a given 
neighbour (figure 2) depends on the solar elevation that can be deduced from the azimuth of the neighbour with respect to 
south exposure. 
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Figure 2. Light intercept between two neighbouring trees. From [Ung et al. 1997] after modifications. 
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LRI thus gives an approximation of the exact direct light occultation endured by each tree, and is calculated at each time step 
as follows: 

 = ∑
≠
=

j
n

ji
1i

ij CA/ 'sh LRI ,  (Eq. 4) 

with )2( cos . l'² .  sh' iii α−πβ= , (Eq. 5) 
and , (Eq. 6) )tan(.dlH  l' ij,iji,ji α−+∆=

where  is the area of the crown of the subject tree j shadowed by a neighbour i, j  is the crown area of tree j (conical 

area),  is the length of the projected shadow produced by the i
i'sh CA

i'l
th tree on the crown of tree j [Ung et al. 1997],  is the 

length of crown of the j tree,  is the height difference between respectively tree j and tree i,  is the distance between 

trees i and j,  is the mean solar elevation deduced from the azimuth of tree i towards tree j according to south exposure, 
and computed from monthly data covering the tree growing season, 

jl

i,jH∆ j,id

iα
β  is a constant estimated as 0.291 in the Chaîne des Puys 

site and 0.306 in the Caussols site (see [Ung et al. 1997] for more details), n is the total number of competitors, located within 
the south-exposed half-circle – 5m radius – centred on the subject tree. The term )2( cos iα−π  represents the variation of 
energy flux due to the incident angle of light on a flat surface. 
An effective variation of the photosynthetic production (∆PPeff) can be computed as: 
∆PPeff=∆PPpot×SW, (Eq. 7) 
where SW ([0;1]) is a coefficient depending on LRI value. We assumed that SW obeys a negative saturation law. The fit of 
SW on data gave: 

26,3LRIexpSW −
= , (Eq. 8) 

If a tree is free from any shadow (SW=1) its growth is dependent onthe [CO2]atm value, and is maximal. On the contrary, if a 
tree is completely shadowed (SW=0) its growth is minimal whatever the [CO2]atm is. In intermediary situations, the growth 
depends on both competition index (VASA) , the light it receives (LRI), and the [CO2]atm. 
The growth increment trees achieve at each time step in the simulator is then weighted as follows (example of growth 
parameterisation from "Chaîne des Puys" site conditions): 
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3. Materials and methods 
In order to explore the effect of the increase of [CO2]atm on the dynamics of forest colonisation (forest growth and 
colonisation speed) during the next century, three scenarios were implemented with the simulator. 
Scenario 1 (Sc1): constancy of [CO2]atm through time to 325 ppm (actual concentration). 
Scenario 2 (Sc2): linear increase of [CO2]atm through time of +1,5 ppm/year (mean annual increase observed from 1750 till 
now). 
 
Scenario 3 (Sc3): exponential increase of [CO2]atm through time such as it reaches 940 ppm in 2100 (worst situation predicted 
by presentclimatic models). 
We present here few results using single replicates, but representative enough of the behaviour of variables. In such 
conditions, the statistical aspect of simulations are not exposed in this paper. 
 
3.1. Forest growth under Sc1 
 
Results of simulation obtained with Sc1 allowed the comparison of model behaviour between the two bioclimatic situations 
(Ch. des Puys site and Pl. de Caussols site) since the only source of variation concerned the parameters used in individual 
growth functions. 
 
Stand density simulated for each bioclimatic condition (figure 3) first increased till a maximum was reached. This phase 
illustrates the time that young trees need to colonise the available space. Stand density then decreased, the self-thinning 
process eliminating the less competitive trees. Stand density was always greater under Mediterranean bioclimate conditions 
than under Oceanic bioclimate conditions. Indeed, the maximum density was 1953 trees.ha-1 and 1500 trees.ha-1 100 years 
later using the parameters estimated on the Pl. de Caussols site, whereas the maximum density was 1813 trees.ha-1 and 1225 
trees.ha-1 at the end of the simulation using the parameters estimated on the Ch. des Puys site. These differences result from a 
greater competition pressure between trees under Oceanic conditions than Mediterranean ones. 
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Figure 3 Stand density simulated by the model between 2000 et 2100 for each site conditions if no variation of atmospheric [CO2] 
occurs through time (Sc1). 
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Figure 4 Colonisation speed (illustrated by the linear progression of trees from an initial line starting on the edge of the simulated 
area) simulated by the model between years 2000 et 2100 for each site conditions if no variation of atmospheric [CO2] occurs 
through time (Sc1). 
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Figure 5 Wood biovolume simulated by the model for the Plateau de Caussols site between years 2000 et 2100 according to the 
three scenarios of atmospheric [CO2] variation through time. 
. 
The speed of forest expansion simulated by the model (figure 4) was always greaterunder Mediterranean climatic conditions 
than under Oceanic ones. Indeed available space is totally colonised after 60 years of simulation using Pl. de Caussols 
parameters, and after 70 years of simulation using Ch. des Puys parameters. 
These results showed that a Mediterannean climate would be more favourable to the extension of Scots pine forests in a mid-
term time scale, even if trees would suffer fromsummer drought. 

 
3.2. Effect of the increase of [CO2]atm on tree growth 
 
Wood volume increased through time whatever the bioclimatic conditions were, but the speeds differed according to the 
scenario simulated, especially after 30 years of simulation. Compared to biovolume produced after 100 years of simulation 
under Sc1, wood biovolume produced under Sc2 was almost doubled, and was 4 to 5 time greater under Sc3. The figure 5 
exemplifies the Plateau de Caussols site.  
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3.3. Comparison between site (wood volume) 
 
If no [CO2]atm variation occurs (Sc1), wood volume remains greater under Mediterranean than Oceanic climate (figure 6a). 
However, when [CO2]atm increases through time, whereas virtual stand tended to produce similar wood quantity after one 
century for Sc2 (figure 6 b), Sc3 shows an inversion after about 60 years : the wood production under Oceanic climate 
became greater than under Mediterranean climate (figure 6c). 
 
4. Conclusion 
The IBM spatially explicit approach aims at representing the impact of the heterogeneity of local conditions on tree growth 
through inter-tree interactions, and allows the simulation of the competition process for resource sharing. Concerning 
temperate stands, spatial competition indices were initially proposed to predict the wood production of even-aged pure stands 
[Mitchell 1969,1975] and later for uneven-aged pure or mixed stands [Ek Monserud 1975]. Thereafter, they were integrated 
into forest dynamics models for naturally regenerated stands, presenting more complex structures and more heterogeneous 
specific and/or size composition (see the review by [Porté Bartelink 2002]). By simulating the afforestation process we add a 
further source of complexity, i.e. the variation of structures (age structure, vertical and horizontal structures) over time. In the 
present case, this variation not only depends on the competition but also on nutrient availability we introduced through light 
index and [CO2]atm variation. 
 
The results of the model mainly suggest than even if the colonisation dynamics is faster under Mediterranean conditions than 
Oceanic ones, stand parameters really depend on the way the [CO2]atm will change through time. These preliminary results 
showed that [CO2]atm variation would induce major modifications either in wood production or stand density. Surprisingly the 
wood production may change in the near future, the Chaîne des Puys site becoming a greater wood producer than the Plateau 
de Caussols site in the context of Sc3. However, not only [CO2]atm might be taken into account but also water and nitrate 
resources in the simulations. These aspects, considered as major by most biologists, could be the subject of further research. 
We can consider AFFORSIMulator model as a scientific tool since it succeeds in reproducing the colonisation dynamics of 
Scots pine forests at landscape scale, and allows the apprehension of the effect of environmental changes. We also expect to 
use AFFORSIMulator as a tool for forest management since it will be able to forecast changes of landscape quality and 
helpful for wood harvesting with respect to the level of biodiversity. 
 
 

a) Sc1 : constancy of  [CO2]atm through time 
 
 

Wood biovolume (m².Ha-1)

0

100

200

300

400

500

2000 2020 2040 2060 2080 2100
Year

Ch. des Puys
Pl. de Caussols

 
 

 Blaise Pascal University, France 237 © OICMS 2005



b) Sc2 : constant increase of [CO2]atm through time 
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c) Sc3 : exponential increase of [CO2]atm through time 
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Figure 6 Wood biovolume simulated for each site by the model between 2000 et 2100,and according to the three scenarios of 
atmospheric [CO2] variation through time. (a) scenario 1 ; (b) scenario 2 ; (c) scenario 3. 
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ABSTRACT 
In this paper we discuss how the rapid creation of model prototypes at the first stage of the modelling process can improve 
the creation and validation process of individually based, socially explicit biological models. In particular, we suggest that 
use of a modelling environment like Netlogo can increase the likelihood that model parameters will be set based on empirical 
data. We begin the paper by reviewing current modelling practices with a focus on how researchers currently set their model 
parameters. Having established that modellers do not use prototypes currently, we go on to discuss the merits of the Netlogo 
modelling environment as a tool for rapid model prototyping. We then discuss our own use of a Netlogo based prototype and 
describe how it has been useful in planning our data gathering and modelling methods for a model of caribou (Rangifer 
tarandus) herd behaviour. In particular we describe how we used the Netlogo prototype as a stand-in for actually observing 
caribou in the field and then tested our field data plan by observing and gathering data on the prototype as we might observe 
and gather data on the actual caribou. 
 
KEYWORDS 
Individual-based, spatially explicit models, model creation and validation, rapid prototyping, Netlogo 
 
 
1. Introduction 

Rapid prototyping has been used for some time in computer science and engineering as a means of acquiring an initial idea of 
the resources and technology necessary for the creation of a computer system or piece of software. In this paper we suggest 
that rapid model prototyping could play a similarly beneficial role in the construction and validation of individually based, 
spatially explicit models (IBSEMs). In particular we believe that the use of prototype models will noticeably increase the 
ability of modellers to create appropriately detailed models with physically meaningful parameters that can be clearly 
validated and supported by empirical data. 
 
Model validation is an important aspect of model construction. In the case of individually based, spatially explicit models, 
however, model validation is challenging [Wiegand 2004]. One source of difficulty is the numbers of parameters required by 
even the most simple IBSEM and the corresponding need to validate the settings for as many of these parameters as is 
possible [Letchet 1998]. Adding to this difficulty is the fact that each IBSEM has significantly different parameter 
requirements. Consequently, even for experienced researchers it can be difficult to anticipate what these parameters will be 
and how to go about collecting data that can be used to set them and/or verify the model once they are set. 
 
Currently, researchers try to avoid or mitigate this problem by undertaking a planning phase before data gathering. We wish 
to go one step further and propose that IBSEM modellers formally make rapid model prototyping a regular and integral phase 
of their modelling process- where, by rapid prototyping, we do not simply mean the creation of a rudimentary or first pass 
model prior to data gathering but instead the creation and rigorous analysis of a model prototype using methods which will be 
further discussed in the rest of the paper.  
 
The process of creating and analysing such a prototype has two principal benefits. The first benefit is that the construction of 
the prototype gives researchers the opportunity to evaluate which parameters will need to be included in the finished model 
and how the values for these parameters will be set. The second, and, we believe, larger benefit is that, once the prototype has 
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been created it can be used as a rudimentary stand-in for the natural phenomenon itself, allowing modellers to test their field 
data plans by gathering data from the prototype under different scenarios and then test their data analysis plan on the 
prototype data. They may then use the results of this prototype data analysis to judge whether or not their planned field 
research will be sufficient to obtain the data that they need to create an empirically substantiated model. It is this second use 
of the prototype that we believe is particularly novel and which will be of greatest benefit to researchers. 
 
We will begin this paper by briefly reviewing existing individually based, spatially explicit models (IBSEMS), with a focus 
on the unique data requirements of IBSEMS and the current methods used to set model parameters.  Once this analysis of 
existing models has been completed we will go on to discuss how the use of rapid prototyping may benefit modellers in this 
area. To illustrate this we will describe how we are using a prototype model to determine the data collection requirements for 
a model of caribou herd behaviour. 
 
2. Current Model Generation Methods for IBSEMs 

IBSEMS are models that involve multiple, often heterogeneous organisms and which situate these organisms (hereafter 
referred to as agents) in an explicitly spatial modelling environment. Relevant variables in the model are individual, rather 
than global in nature. For example, rather than considering average population density as a basic model variable, an IBSEM 
would provide individual representations of organisms with spatial coordinates and then derive population density values 
based on the locations of these agents in the model.  
 
Because of their focus on individual organisms, these models are well equipped to answer questions about how the properties 
of individuals affect, and are affected by, their environment and the behaviour of other individuals. Because they are also, by 
their nature, highly detailed models, IBSEMs are particularly useful for making predictions about scenarios that do not 
necessarily occur currently in nature- for example, predictions about the possible effect of putting a roadway through an 
existing valley- and for studying environments that are too complex or large scale to be studied in a laboratory setting [Turner 
1994]. As a result they are most widely used in areas of biology like ecology, where the subject of study often does not lend 
itself to controlled settings or laboratories, and where changes made to the environment are not easily, if at all, reversible. 
 
When biologists began to use IBSEMS as a research tool, a number of papers were quick to criticize IBSEMS for not being 
adequately data driven (see [Grimm 1999], [Reynolds 1999] for some discussion of this and [Weigand 2004] for a contrasting 
viewpoint). As a result of this early criticism, empirical support for and validation of model parameter settings is currently a 
key component of the current modelling process. However, the relatively large number of variables necessarily incorporated 
into IBSEMs makes this a challenging task. 
 
Based on the literature, different modellers have taken different approaches to parameter setting. In some cases, model 
parameters may be largely set based on empirical data gathered for the purpose of model generation. Frankenhausen and 
Enggist’s model of alpine chamois habitat use [Frankenhausen 2004], for example, sets movement parameters of the chamois 
like velocity and turning angles based on field data gathered for the purpose of creating the model. Similarly, probability of 
transitions between a number of observed behaviours (lying, ruminating, standing, walking, feeding and running), are based 
on an analysis of transitions between behaviours observed in the field. Seymour et al, in their model of red fox predation 
[Seymour 2004] also set movement rates and movement patterns based on observations of red fox behaviour in the Lower 
Derwent valley in England although, in their case, searching ability and behaviour was determined by a combination of 
stochastic and data driven parameters. 
 
In other cases, modellers set model parameters based on values available in the literature. For example, the model of roe deer 
behaviour in fragmented forest by Jepsen et al, sets parameters relating to reproduction, development, spatial behaviour, 
mortality and energy use using information taken from the existing literature [Jepsen 2004], Finally, in some cases model 
parameters are not set based on either field data or data from the literature, but instead are set solely by the researchers 
themselves, usually because the model is intended to be generalizable over multiple species of animals. In Zollner and Lima’s 
model of animal dispersment [Zollner 2005], model parameters were completely set by the researchers. In an interesting 
variant on this, Turner et al’s model of general ungulate behaviour [Turner 1993] has several parameters set without reference 
to empirical data and other model parameters set based on data gathered on ungulates and ungulate environments, but with 
approximate values only, so as not to reflect any particular ungulate. 
 
Although the data driven methods for model creation discussed above are a clear improvement over earlier, more ad hoc 
methods, there are still challenges associated with constructing IBSEMs in this way. Most notably, it is difficult, in advance, 
to anticipate all of the aspects of the IBSEM that will need to have empirically supported parameters and also unlikely that 
information on every required variable will be readily available in the literature. As a result, researchers who are dedicated to 
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creating an empirically valid model may find themselves returning to the field again and again, in order to obtain the data 
they need to create a fully validated model.  
 
While this is not in principle a problem, it may become a practical problem if it leads the researchers to exceed the available 
resources, in terms of both time and money, for a particular research project.   Consequently, it is important for researchers, 
as much as possible, to anticipate data requirements in advance of doing field research. We suggest that the creation of a 
model prototype, and appropriate use of this prototype (as described in the following section) can greatly assist in this key 
research step.  

 
3. Case Study: Use of a prototype for planning a model of caribou herd behaviour 

We are currently using a rapid model prototyping to assist in the planning stages of a model of caribou herd behaviour. By a 
rapid model prototype we mean a simulation that has multiple agents with individual properties that are roughly analogous to 
the properties of the organisms of interest, and that displays global properties of interest to the researchers as a result of 
interactions between the agents. The simulation is not intended to become a model of the phenomenon, but instead is 
intended to be used to assist in the determination of the data collection and analysis required for eventual construct of an 
empirically based model of the phenomenon. Because of its limited role, the simulation does not need to meet the constraints 
that a model would need to meet and, as a result, can be created relatively quickly. At the same time the simulation is similar 
enough to an actual model that it can be a useful tool for planning data collection and analysis. 
 
For the purposes of our own research, we have used the Netlogo modelling environment [Netlogo 2005] as a tool for 
prototype creation. Although there may be other pre-fabricated modelling environments available for use in this context, in 
our experience Netlogo has a number of features that make it particularly suited for rapid model prototype creation. In 
particular, it is very easy in Netlogo to create simulations that exhibit emergent behaviour as a result of interactions between 
agents [Resnick 1994]. This is a result of Netlogo’s built in   support for the creation of multiple heterogeneous agents, 
which, once created, are immediately set up to act simultaneously with each other and their environment.  Also because of 
this support, only a few lines of code are required to create a fully operational multi-agent simulation. 
 

 
 

Figure 1: Two uses for the prototype 
 
Currently, we are using our prototype model in two ways (see figure 1). The first is to investigate what sort of data will be 
required to provide empirically based values for the parameters of the actual model. The second is as a tool to test both the 
data collection plan and the methodology we intend to use to construct the final model based on the field data we have 
gathered. Although the first is perhaps a more obvious use of the prototype model, in this section we would particularly like 
to highlight the second use of the prototype as a stand-in for the natural phenomenon itself. This second use of the prototype 
has proven to be very useful for us, with respect to our ability to make a comprehensive data collection plan for the field data 
collection phase of the caribou herd model. 
 
3.1 Creation of prototype 
 
We created our netlogo prototype by assigning properties and actions to Netlogo agents based on ungulate properties that 
were frequently mentioned in the literature. In particular, we wanted our prototype to replicate the tendency for groups of 
ungulates to move as a cohesive group- reacting as a group to predators [Scotter 1995], fleeing as a group from predators, or 
disturbances [Harrington 1991] [Horejsi 1981] and moving as a group when grazing or travelling [Smith 1985].  
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Table 1- A sample of ungulon variables, actions and action rules 
 
Ungulon Variables Ungulon Actions  Ungulon Action Rules 
Color wave_tail 
Speed Get_root_smell_info 

If a root is in eating range and 
uncovered, eat the root 

smell_range Walk 
is_walking  Turn 
tail_is_waving Dig_up_root 

If there are any ungulons in visual range 
with their tails waving, turn towards 
them and wave tail. 

 
Since the prototype was intended to be a tool for planning data collection and analysis, rather than a preliminary version of 
the final model, we named the agents in the model ungulons, to indicate that they were generally inspired by actual ungulates, 
but not meant to represent any particular ungulate species. We also included two more agent types in our simple prototype- 
predons (which were analogous to predators) and roots, which acted as a generic food source. It should be clear from this 
description that our prototype was both extremely simple and not overly connected to actual caribou herd properties and 
behaviours (see Table 1 for a description of some ungulon properties and behaviours). As stressed above, the prototype was 
intended to be used to help plan data collection for the actual model, and not to be used as a version of the model itself.  

 
 

 
 

Figure 2: The ungulon prototype. Ungulons (pink and red triangles at bottom centre of screen) are orienting towards a predon 
(green triangle slightly top-right of screen), which is among the roots (grey circles in the top right quadrant). 
 
The resulting prototype displayed, in a qualitative way, some of the group behaviours exhibited by caribou and other 
ungulates. In the absence of food or predators, the ungulons remained in a slightly moving group in the middle of their 
environment. In the presence of a field of roots they moved as a group towards this field and then moved about the field 
eating the roots. In the presence of predons, they stopped, and oriented towards the predons. Each ungulon had some 
probability of fleeing in the presence of the predons, which could in turn cause a stampede in the herd of ungulons (see 
Figure 2). 
 
3.2 Parameter setting 
 
To determine the data that would be required for the eventual model, we used the prototype to generate a record of the 
parameters that we anticipate will need to be set empirically in the final model (see Table 2). We did this by assuming that 
parameters similar to the ones required to generate appropriate behaviours in the prototype would at some point need to be 
set, based on empirical data, in the actual model. We went on to consider how these parameters might relate to actual real 
world properties and variables and planned our data collection requirements accordingly. 
 
A point we would like to emphasize about parameter setting is that it is quite possible to generate fully functioning computer 
simulations by simply assigning a convenient value to the required parameters during creation of the simulation. Ultimately, 
however, for the simulation to become a model of a particular phenomenon, these parameters will need, as much as possible, 
to be set based on empirical data.  
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In our case, because we do not intend to use the netlogo prototype as a basis for the ultimate model, but instead plan to create 
the actual model in a programming environment with greater processing power and support for physically realistic 
interactions (for example, the Breve modelling environment [Klein 2002]), we will be able to set the parameters of the actual 
model based on our field data. By separating the prototype and the model construction stages we will be less likely to 
overlook variables that have been set initially in ad-hoc way for the convenience of initial testing of a preliminary model, or 
prototype. 

 
Table 2: Parameters and information required 

 
 
Environmental Parameters: 
 
Size of environment/scale of model 
 
Agent Physical Parameters: 
 
Location vector (x and y co-ordinates) 
Direction vector (heading) 
Agent appearance (e.g. colour, other visual cues) 
 
Agent Behavioural and Cognitive Parameters: 
 
Types of behaviours: walking, running, turning, grazing, stampeding. 
Internal cognition used to determine behaviour 
 
Agent Action Parameters: 
 
Walking velocity 
Running velocity 
Turning range 
 
Agent Perception Parameters:  
 
Smell range 
Sight range 
Environmental information acquired through each of these senses 

 
 

3.3 Planning for data collection and model generation 
 
We began the test of our data analysis plan by treating the graphic output of the netlogo prototype as a stand-in for 
observation of actual caribou in the wild. We gathering data and generated hypothesis from the prototype in a manner 
analogous to the way we planned to gather data and generate hypotheses while observing caribou. Once we had obtained the 
data from the prototype, we tested our data analysis plan on this prototype data to determine both what sorts of data and what 
sorts of data analysis techniques were required to create an adequate model of the prototype and, by extension an adequate 
model of actual caribou herd behaviour (see figure 3).  
 
In order to ensure that knowledge of the prototype structure did not excessively interfere with the test, two researchers 
participated in this aspect of the project. One researcher set up a version of the rapid model prototype with precise parameter 
values, object properties and some aspects of the ungulon behaviour rules known only by that researcher. A second researcher 
then requested videos and data from the first researcher, thereby ensuring that the second researcher had no knowledge of the 
actual parameter settings for the prototype. The second researcher used the proposed field data collection plan, in conjunction 
with the videos and data to create a ‘model’ of the prototype (referred to as the prototype-model).  
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Figure 3: Testing our data collection and analysis plan, using the prototype 

 
To give a more concrete example of the process followed by the second researcher, initial videotapes showed that ungulons 
had the capacity to change colour and might be one of three colours at any particular time- red, fuchsia and white. Videotapes 
also revealed that ungulons only turned fuchsia in the presence of predons. This led the researcher to hypothesise that this 
colour change was a reaction to perceived danger and that the reaction itself might also be perceived and used as a signal by 
other ungulons. Consequently, data was requested about colour of ungulons, location of ungulons and predons, orientation of 
ungulons to other ungulons and distance between ungulons, predons and other ungulons at each time step of the prototype 
run, both in the presence and in the absence of the predons. Data was obtained from the prototype by the first researcher and 
then supplied to second researcher, thus maintaining the integrity of the prototype.  
 
As is the case when actually modelling, the second researcher was able to return to the first researcher if the currently 
available videos or data proved inadequate to test the hypotheses required to obtain the parameter settings, and the second 
researcher did in fact make further requests on several occasions. This was considered analogous to returning to the field to 
gather more data or doing a further literature review to determine if that data were available in the literature. Several 
iterations of this were required before the second researcher was able to begin generating a prototype-model. 
 
As a result of this process we have now realized that we will need to put more emphasis on recording spatial variables than 
we had originally planned, during data collection, and as a result, will need to use a video analysis program like Tracker 3D 
[Grunbaum 2004] to obtain the spatial data required to construct a convincing model.  Given the large amounts of data 
generated during the prototype modelling, and given that similar amounts and type of data would be generated by the video 
analysis, we further realized, during the data analysis phase, that storing the data in a customized database and performing 
some basic calculations on the data while it was being entered into the database would be to our advantage during data 
analysis.  

 
As a result, during the data analysis test, we designed a MySQL database that would accommodate the required data. Placing 
the data in a database also allowed us to use SQL queries to test our hypotheses about the working of the prototype. Generally 
speaking, two main types of SQL queries were required. The first were queries that considered a behaviour or model of 
property of interest and then provided information about the conditions of the model one time step prior to these properties or 
behaviours. This sort of query was useful for seeking out possible patterns or causes of a particular behaviour or property of 
interest. The second were queries that tested hypotheses about causes by considering a particular property or behaviour and 
then providing information about the conditions of the model one time step after the property or behaviour was present, to 
determine if this property or behaviour consistently caused a second property or behaviour of the model in the time step after 
it was present. 
 
As a result of the prototype testing, we plan to use our now established MySQL database, along with its supplementary Perl 
programs, to analyse the actual data for our caribou model. Based on our prototype data analysis experience we are further 
considering the use of genetic algorithms to assist in the data analysis which will allow us to better extract non-obvious 
patterns from the large amounts of data we expect to gather. We plan to first test the use of these genetic algorithms on the 
prototype data to determine how useful they will be in analysis of the actual data.  
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4. Conclusion 

Use of IBSEMs as a tool for explaining biological phenomena has had a somewhat varied history. After the initial excitement 
felt by biological modellers at the introduction of IBSEMs began to diminish, biologists began to realize that there were 
unique challenges as well as unique benefits associated with using IBSEMs to model aspects of nature. Now, diverse efforts 
are being made to find ways to meet these challenges and overcome them, thus allowing IBSEMs to continue their 
contribution to biology.  
In this paper, we have suggested that it is appropriate to confront model complexities as soon as the modelling project begins. 
We suggest that rapid model prototypes can act as an important guide through these model complexities, when modellers are 
determining what their data and modelling requirements will be. We have also tried to demonstrate in this paper that effort 
required for the creation of such prototypes, and their use, is minimal when compared to the need to gather more field data or 
redesign the model at the end of the modelling process. Because of this, we believe that the adoption of rapid model 
prototyping as a general practice will lead to significantly better models in this field.  
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ABSTRACT 
Several concepts for describing water and solute movement in the unsaturated soil zone are reviewed. The addressed models 
are mostly extensions of the classical convection-dispersion equation. Solute transport modelling is a prerequisite for risk 
assessments, in order to account for relevant processes determining the fate of hazardous substances to groundwater. 
Moreover, it is a necessary tool concerning prediction of water and nutrient availability for plants. Emphasis is on 
nonequilibrium concepts being able to predict accelerated migration of solutes through soil. 

KEYWORDS 
Water flow and solute transport, unsaturated soil zone, nonequilibrium models. 

1. Introduction 
Solute transport processes in soils are determined by various interactions of physical, chemical and biological phenomena. 
Modelling of water and solute movement through the unsaturated soil zone is necessary to estimate risks such as groundwater 
contamination, and to evaluate extents of contaminated surface soils with regard to their function as plant habitat. Numerous 
concepts have been developed to describe migration processes based on the convection-dispersion equation (CDE), and 
including diverse terms accounting for e.g. sorption, decay, fixation of solutes, or sink and source terms. This paper solely 
deals with “physical” concepts for solute transport, that often lead to nonequilibrium (NE) phenomena, i.e. processes that 
cannot be explained with the simple convection-dispersion equation leading to uniform flow. Processes with regard to 
sorption are not considered, since discussed extensively in numerous papers.  

The complexity of real soils can only be accounted for by considering an (almost) continuous manifold flow regimes, caused 
by heterogeneous geometric soil properties (e.g. particle/pore size distributions) and physico-chemical properties (clay 
content, hydrophobic regions etc…). In reality, the complexity may only be described by probability distribution functions, 
leading to a stochastic model of the soil system. The concepts discussed here can be interpreted as reduction of stochastic 
descriptions to deterministic models, for example by dividing a continuous distribution of pore sizes into two discrete modes 
representing two pore regions. However, stochastic concepts are also out of the scope of this review. 

For physical concepts “preferential” flow is an important issue and therefore treated extensively. Preferential flow denotes 
rapid movement of water and solutes in the soil, bypassing the soil matrix. Thus residence time of solutes is lower than that 
predicted by the CDE. It can result in reduced availability of water and nutrients to plants, and also in accelerated transport of 
pollutants to the groundwater. It occurs due to nonuniform flow fields with widely different velocities. Preferential flow paths 
may persist over years/decades and soil organic carbon be enriched in them (stemming from larger input of root-derived C 
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and illuviation of dissolved organic carbon). Causes for preferential flow can be e.g. root channels, channels produced by the 
soil fauna, non-capillary sized macropores due to shrinking and cracking of soils, structured field soils, tillage operations, 
flow instabilities due to entrapped air or transport from fine to coarse textured soil layers. It also might appear at seemingly 
homogeneous course-textured soils (e.g. [Gerke van Genuchten 1993]). Besides macropore flow, gravity driven unstable flow 
generally occurs in context with sandy textures. The wetting front breaks into discrete fingers, thus getting unstable, when 
either the saturated hydraulic conductivity increases with depth, soil is water repellent, or air pressure builds up at the wetting 
front of infiltrating water [Nieber et al. 1999]. A good review of gravity fingering is also given by [Glass & Nicholl96]. 
Generally, heterogeneity appears at macroscopic scale (above the representative-element-volume(REV)-scale), e.g. for soils 
with spatially variable hydraulic parameters, but also at a scale smaller than the REV, e.g. in aggregated or textured soils 
[Gerke Vogel 1994]. To account for preferential flow, numerous concepts have been developed during the last decades. 
Concepts for multiple pore water velocity regions, models considering swelling and shrinking processes, calculation of 
vertical flow along macropore walls by kinematic wave equations assuming gravity flow, boundary layer flow theory 
implementing viscous flow, application of Poiseuille’s equation, Green and Ampt or Philip infiltration models, or the Chezy-
Manning equation for turbulent flow, are examples applied to explain flow in macropores. The concepts described in the 
following chapters cover two-region-, and gravity flow-models (chapter 2), and extended concepts for water content, pressure 
head and hydraulic conductivity in chapter 3, including theories regarding influence of surface active substances and 
temperature on surface tension of water and hydraulic conductivity. Concepts for modelling swelling/shrinking behaviour of 
soils, including pore scale- and empirical considerations, are discussed in the last chapter. 

2. Multi-Region Models 
2.1. Two-Region Models (CDE-Type Preferential Flow) 
A widely used model to account for physical “non-ideal” behaviour represents the two-region approach. This model concept 
is also useful for aquifers with varying hydraulic conductivity K (e.g. low (immobile region) and high (mobile) K layers). 
The division into two regimes – in comparison to a one-region model representing an average regime – is responsible for 
nonideality in breakthrough curves BTCs (early initial breakthrough and “tailing”) in many cases. The processes in the two-
domain model can be divided into: advective-dispersive transport from the bulk solution to the boundary layer; film diffusion 
(diffusive transport across the adsorbed water, initially controls solute uptake); and intra-aggregate diffusion (pore- and/or 
surface-diffusion in the immobile domain, responsible for solute uptake for the majority of the reaction period - whereas 
“solid” diffusion, besides chemical NE reaction, is defined to cause sorption nonequilibrium). TNE can be described by 
[Brusseau Rao 1990] 

(a) a lumped (effective) dispersion coefficient replacing the hydrodynamic dispersion coefficient in the transport equation 
(b) an empirical first-order mass transfer equation: knowledge of the porous medium’s structure is not necessary when a 
kinetic approach for diffusive transfer (two region model) is used. The medium then is divided into two domains with low 
and higher permeability, respectively. Physical NE is often modelled by such a two-region (dual-porosity) type formulation 
[van Genuchten Wierenga 1976]. Water flow can be described in both domains and exchange of water and solutes is 
calculated by a coupling term in the CDEs. The mobile-immobile approach is one example of these models where water flow 
in the region with low permeability is neglected; and  
(c) diffusive transfer via Fick’s law: in diffusion models film diffusion and diffusion within the aggregate account for solute 
transfer. The geometric description of the medium is important (concerning the impact of film diffusion of e.g. inorganic ions 
it is cited in [Sparks 1989] that – in experiments – energetic mixing reduces or eliminates this effect. Film diffusion may be 
rate-limiting for the initial fast sorption but probably not important in long-term phenomena [Pignatello Xing 1996]). 

For example, [Gerke van Genuchten 1993] used a dual porosity-model to calculate preferential flow for a given pore size 
distribution. Since many models are limited to conditions when flow and storage are negligible in one of the pore systems or 
when a simplified matrix block geometry (which is rarely available) has to be assumed, Gerke and van Genuchten distributed 
the medium of their dual-porosity model into two subregions – a macropore or fracture network and a less permeable pore 
system of aggregates or rock matrix blocks. In both pore systems calculation of water flow and solute transport is possible. 
Water and solute transfer between the two domains is given by quasi-empirical first-order rate equations. Thus the porous 
medium, from a macroscopic point of view, employs two flow velocities, pressure heads, water contents and solutions. 
Furthermore, two water retention functions and three hydraulic conductivity functions are presumed to characterise the dual-
porosity system: Kf(hf), Km(hm) as hydraulic conductivities of “fracture network” and matrix system, respectively 
(h…pressure head), and Ka(h) as effective hydraulic conductivity for the exchange of water between the two pore systems 
(f...fracture-, m...matrix-pore region). One-dimensional vertical water flow in the fracture and matrix pore systems of a dual-
porosity system is given by 
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where t = time, Cf,m = specific soil water capacity (
h
SSSC w

sw
∂
∂

ε+= , with Ss = specific storage coefficient and Sw = degree of 

fluid saturation), Γw = space- and time-dependent exchange term for water transfer (subscript w) between the two pore 
systems,  wf = volumetric weighting factor (=Vt,f Vt

-1; Vt,f = total volume of fracture pore system, Vt = total volume), αw = 
first order transfer coefficient for water, Ka = function of the “average” pressure head at interface between the two regions, β* 
= factor representing the geometry of the aggregates, a = distance from the centre of a fictitious matrix block to the fracture 
boundary, γw = empirical coefficient, and Sf,m = sink term for root water extraction. Geometrically based parameters will 
mostly be difficult to identify, and β, a and γw could be lumped into an effective hydraulic conductivity. Γw can also be 
expressed proportional to the difference of effective water contents in the fracture and matrix region, respectively, instead of 
pressure heads (and thus not requiring retention functions for the nonlinear pressure head/water content-relations in both 
regions) [Simunek et al. 2003]. 
 
Accordingly solute transport including linear adsorption and first-order decay in a dual-porosity medium leads to the 
following equations: 
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where cf,m = solute concentration, Df,m = dispersion coefficient, µf,m = first order decay coefficient in the fracture and matrix 
region, respectively, Γs = solute (subscript s) mass transfer term, and Rf,m = the dimensionless retardation factors given as Rf 
= 1 + fρbk/θf , Rm = 1 + (1-f)ρbk/θm ;  ρb = bulk density, k = adsorption coefficient, f = fraction of sorption sites in contact 
with fractions, or mobile water (the factor f does not appear in the original paper of [Gerke van Genuchten 1993], apparently 
it has been lumped into the adsorption coefficient k). Γs is assumed to be influenced by convection as well as 
diffusion/dispersion (the latter being represented by the third term on the right-hand side of the next equation): 
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= dimensionless coefficient determining the direction of flow between the two pore systems, Φf,m = dimensionless 
coefficients relating the solute concentrations of the fracture and matrix pore system to the unit solute mass of the bulk soil, 
αs = solute transfer coefficient, Da = effective ionic or molecular diffusion coefficient of the matrix block near the interface. 

The widely used “mobile-immobile” model calculates flow only in the mobile pore region and is thus a simplification of the 
equations shown above. For this concept, advective flow is negligible in the immobile domain, whereas in the mobile one 
solute transport is determined by advection and dispersion (diffusion). Within the scope of this two region model, a 
physically based estimate for the mass transfer coefficient α was presented by [Rao et al. 1980a,b], eliminating the 
disadvantage of the model, where this parameter otherwise can only be determined by curve fitting.  [Rao et al. 1980b] found 
that tailing in BTCs through curves increased with increasing aggregate size and/or pore-water velocity for a given column 
length. Aggregate size determines mean diffusion path length and pore-water velocity, and column length determines time 
available for solute transfer between inter- and intra-aggregate pore-water regions. Based on the above equations, [Selim et 

al. 1999] computed the mass transfer coefficient as 
²l

)F1(D6.2 e θ−⋅
⋅Γ=α  where Γ = a time-dependent variable that was 

estimated from [Rao et al. 1980a,b], F = fraction of mobile water content (=θm/θ), and l = width of cubic aggregates. 
[Brusseau Rao 1990] discuss in their review extensions of models such as the one by [Rao et al. 1980b] with e.g. terms 
accounting for film-transfer resistance (diffusion through a boundary “film” around the particle), treatment of non-spherical 
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geometries, or representation of aggregate size distributions by “equivalent aggregates”. Regarding the impact of aggregate 
size distribution it can be stated that an increased number of smaller than average size aggregates (higher external surface 
area) cause a delay of BTC, whereas an increased number of larger than average size aggregates (higher individual volumes) 
lead to increased tailing. 

A good comparison of dual porosity/permeability models and also the various descriptions the mass transfer factors is 
presented in [Simunek et al. 2003]. [Zurmühl Durner 1996] combined bimodal functions for hydraulic properties with a 
dynamic treatment of the factor f* (fraction of water filled pore space) in the mobile-immobile model. In doing so they were 
able to qualitatively recalculate results of a preferential transport experiment (from literature) in structured soils. In this case 
f* is responsible for a constant ratio of total hydraulic conductivity and dependent on both total water content and shape of 
the K(θ)-function. The variable immobile water content is hereby defined by K(θim)/ K(θ) = ε (a constant to be determined by 
a steady-state calibration experiment).  [Flühler et al. 1996] discussed various concepts of lateral mass exchange between two 
discrete regions (as in the case of the two-region or double porosity models discussed before) and also multiple flow regions. 
The authors outlined the improvement of prediction of vertical solute distribution by incorporation of advective and diffusive 
water and solute exchange in the horizontal plane. For multiple flow regions, mass transfer is for example modelled by 
introducing velocity-coordinates, or pore class velocities and a phenomenological coefficient lumping the stochastic 
distribution of lateral average distances of pore clusters with different flow velocities, but also by a structural coordinate 
linking flow regions of different longitudinal average velocities. Also a mixing cell model subdividing soil into multiple flow 
regions representing various pore-size classes is noted, along with a generalised concept for arbitrary number of pore classes 
[Durner Flühler 1996]. With the latter concept the domains are arranged on a virtual one-dimensional structural coordinate ξ 
(without geometric interpretation) orthogonal to the direction of mean water flow. Flow velocity distribution over the pore 
domains is represented by the derivative of the macroscopic conductivity function, and thus bypass flow in macropores can 
be modelled if water redistribution along ξ is considered to be a slow process. Transport in flow direction within each domain 
was modelled by convection and diffusion, and solute mixing between the domains by convective-dispersive transport along 
ξ. Transport equation and macroscopic solute flux are given by (integration is over all water filled pores from zero to the 
volumetric water content θ(x)) 
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where w = convective water flux in structural axis, αξ = domain interaction coefficient, and where v, c and w are functions of 
spatial and structural position. One-dimensional numerical modelling of transport of a solute pulse through soil columns 
under unit-gradient conditions revealed gradual change from convection-dominated to convective-dispersive transport, being 
slow for a wide pore-size distribution, small intensity of lateral mixing, and high water saturation. As noted by [Flühler et al. 
1996], a disadvantage of these “interacting flow region” models is the problem of parameter identification, although they are 
capable of reproducing nearly any shapes of breakthrough curves or depth distributions of solute concentration. 

When enhanced tailing by breakthrough curves occurs, a three-region model – or dual intra aggregate porosity model – may 
be more advantageous than a two-domain model. It considers an additional diffusive transfer between mesopores and 
micropores, since the aggregate itself is assumed to consist of two porosity regions. Nevertheless such multiple-region model 
require even more parameters which can hardly be measured in field soils. Moreover, other concepts might be required than 
those based solely on the CDE in order to account for accelerated flow in macropores which will be discussed in the 
following paragraphs. 

2.2. Gravity Flow in Macropores 
A concept implemented in the one-dimensional model MACRO [Jarvis 1991], [Jarvis 1994] is based on division of the 
simulated region into two flow domains: a high-conductivity/low porosity macropore domain coupled to a low-
conductivity/high porosity domain for the soil matrix (CDE-type). Although this approach is also a two-region model, flow in 
macropores is treated differently. Since in this domain water retention curves are usually not known with sufficient precision, 
water movement is modelled by gravity flow. The hydraulic conductivity function is described by a simple power law 
expression of the degree of saturation in the macropores Sma (the numerical equivalent of the analytical kinematic wave 
approach [Germann 1985]; total porosity in each soil layer is partitioned into micropores (mi) and macropores (ma) at a given 
water content (θb) and potential, characterised by a ‘boundary’ hydraulic conductivity Kb): 

*m
ma)ma(sma SKK =                                  (8) 

with Kma = macropore hydraulic conductivity, Ks(ma) = saturated hydraulic conductivity in macropores, Sma = θma/εma, θma = 
macropore water content, εma = macroporosity equivalent to the saturated water content θs minus θb, and m* = empirical 
exponent. Thus a scaled macropore water content is used in the above equation, as opposed to the original model by [Germann 
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1985] where flux density q was given by q = bθma
m* and kinematic wave velocity by C = ∂q/∂θf (as cited in [Simunek et al. 

2003]. 
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introduced to account for incomplete wetted contact area between the two pore domains), and γw = scaling factor introduced to 
match approximate and exact solutions to the diffusion problem. Water exchange is driven by the difference between water 
content at the boundary micro-/macropores (saturated water content of the micropores), when the latter conduct water, and the 
average water content of micropores. In contrast, water exchange in the former described dual porosity model was based on 
pressure head differences (see equation 3) which might be numerically more unstable due to multiplication of nonlinear terms 
[Simunek et al. 2003]. The mass transfer term (Ue) of solutes between micropores and macropores is given by the following 
combined diffusion and mass flow formula  

( ) cS + c - c 
d

 D 3
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)m(mie
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⎠
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⎜⎜
⎝

⎛ θ
.                                 (9) 

Depending on the direction of water flow Sw the prime notation indicates either macro-pore or ‘accessible water’ in micropores 
(i.e. c’ = cma if water flows from macropores to micropores), and De is an effective diffusion coefficient (De = D0⋅f*⋅Sma, f* = 
impedance factor). The respective solute amounts stored in macropores and micropores, Ama and Ami are  

sfcA mamama ′ρ+θ=                               (10) 
( ) sf1cA )m(mimimi ′ρ−+θ=                                 (11) 

where f = mass fraction of solid material in contact with water in macropore domain and ρ = bulk density; a detailed definition 
of the model besides numerical techniques can be found in the technical description of MACRO. 

Flow in macropores (such as cracks and root channels) principally depends upon surface boundary conditions, but not on 
water content unless the soil is close to saturation [Chen Wagenet 1992]. These authors described hydraulic conductivities of 
saturated macroporosity and of partially saturated macroporosity regions based on hydraulics of flow in tubes and channels. 
Within the defined range of macroporosity of 15 to 2500 µm the Reynolds number (Re) might increase for a liquid filled tube 
(the definition of Re = U⋅d/νk is used, with U = average flow velocity, d = equivalent diameter of the macropore analogous to 
a tube and the kinematic viscosity of water νk = νd/ρw , with νd = dynamic viscosity of water and ρw = density of water). This 
indicates change from laminar (for Re below 1-10) to non-laminar (non-linear laminar and turbulent) flow behaviour. 
Applying the Hagen-Poiseuille equation for average velocity and taking Re = 3 as approximate upper limit for laminar flow a 
criteria radius (100 µm) between laminar and non-laminar flow was obtained by the authors. Above this radius the Hagen-
Poiseuille equation cannot be applied. They suggest that for Re->-3 the Chezy-Manning equation approximately describes 
flow velocity in the tube. For modelling horizontal water movement from macropores into the soil matrix the Philip 
infiltration formula can be used. 

Remark: [Germann 1990] presented a boundary layer infiltration model based on the kinematic theory, decoupling 
hydrodynamic dispersion of soil moisture from that of capillary potential. A “cubic” law for laminar flow of a thin water film 
along the walls of a fissure was presented and compared to hydraulic conductivity appearing in Darcy’s law, for unit gradient 
flow conditions, assuming that seepage is dominated by flow in the widest pores. Viscosity is the only force counteracting 
flow-driven gradients (capillarity) in this model. Regarding applicability of laminar shear flow in porous media, [Germann 
1990] also noted that at a critical waterfilm thickness Fcrit can be expected above which turbulent flow might occur. The 
estimated Re (> 1000) corresponds to a Fcrit of 1 mm. Nevertheless he added that roughness at the liquid-solid interface and 
tortuosity had been neglected in his study (note that [Chen Wagenet 1992] as cited above, wrote about a Re number three 
orders lower to define an approximate upper limit for laminar flow). Moreover it was noted that „a priori“ no geometrical 
descriptions of preferred flow paths and no minimum fissure width were needed for the development of boundary layer 
approach to infiltration, and that extent and continuity in direction of flow seem to be as important as such a minimum width. 
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3. Extended Concepts Regarding Water Content, Pressure Head and Hydraulic Conductivity 
3.1. Decoupling of Water Content and Pressure Head 
Usually instantaneous equilibrium between water content (θ) and pressure head (h), represented by a “water retention 
function” θ(h), is assumed to exist while solving the Richard’s equation for water flow through unsaturated media. [Ross 
Smettem 2000] presented a simple approach (“kinetic water content equilibration model“) to account for nonequilibrium 
between the actual water content and the water content of the retention curve – a phenomenon resulting in deeper penetration 
of infiltrating water than compared to classical infiltration-theory-predictions. They combined Richard’s equation with a first-
order time constant equilibration model of infiltration into a hypothetical structured soil, requiring only one additional 
parameter. Due to this formulation, θ is decoupled from h. In order to account for macroporosity an exponential K(h) 
function was added to the hydraulic conductivity function. Defining θe(h) as (equilibrium) soil water retention, the change of 
actual water content θ with time (f(θ,θe)) is modelled as (k = discrete time step, τ = equilibration time, and ∆t = tk+1-tk) 

( ) ( )
τ
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=∆

1k

k

1k
e,f

dt    leads to                      

([ τ∆−−⋅θ−θ+θ=θ ++ texp1)( k1k
e

k1k )].              (12) 
[Ross Smettem 2000] successfully applied this model for downward flow through cores of a structured field soil. [Simunek et 
al. 2003] also note a disadvantage of this concept that the level of preferential flow is independent of the current θ. 

3.2. Extensions of θ(h) / K(h) Relations 
Interaction of all pores in the porous medium is assumed with the most common functions for hydraulic conductivity (e.g.  
van Genuchten-Mualem equations). Thus independent composite hydraulic distributions can be used to describe preferential 
water flow where some parts of the pore space is bypassed. Nevertheless for solute preferential flow it is necessary that 
additionally at least two different porous domains are regarded for, otherwise again a uniform flow regime will result 
(because in a one-region model average pore water velocity is determined by total water content). [Ross Smettem 1993] 
calculated soil hydraulic properties by summing over several overlapping pore-size distributions. They added exponential 
functions to water retention curves and hydraulic conductivity functions to model macropore contribution to water flow (as 
compared to [Ross Smettem 2000] where only for the latter one such a term was added). Another example for multi-modal 
pore systems, assuming van Genuchten-, Mualem-type relations for water retention and hydraulic conductivity was presented 
by [Durner et al. 1999] (cited in [Simunek et al. 2003], where also the respective equations are given).  

Bimodal retention curves had been used by [Mohanty et al. 1997]. The concept has been developed for calculation of NE-
water flow and solute transport in macroporous soils for situations near saturation, where gravity flow dominates. The 
equations for non-capillary hydraulic conductivity function above a critical pressure head h* (where flow changes from 
capillary dominated to gravity driven) are computed as  

( )( )
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1exp*K*K)h(K *hh
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−+= δ−

                and                  
( )( )

0h
1exp*K*K)h(K *h
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−+= δ−

        (13)  

where δ = fitting parameter representing effective macroporosity or other structural features contributing to non-capillary 
dominated flow, Knc = hydraulic conductivity for non-capillary dominated flow domain, and K* = hydraulic conductivity 
corresponding to h*. For h ≤ h* the original van Genuchten retention and conductivity functions are employed.  

A simple but useful model for enhanced unsaturated hydraulic conductivity at conditions near saturation, as employed in the 
simulation model CATFLOW [Maurer 1997], is briefly shown. Soil macropores are very important for the whole migration 
process through the soil profile, and thus also infiltration is influenced by these pores to a great extent. A big problem is that 
their exact geometry can hardly be defined. Nevertheless, alternative models for calculating infiltration processes into 
macropores have been proposed (e.g. [Beven Germann 1981], [Bronstert 1994], [Germann Beven 1985]). When an 
infiltration surplus exists, a macropore-soil water content (in assumed vertical tubes) is adjusted, which moves into depth. A 
part of the macropore water content is adsorbed by the walls of the soil matrix. The models of [Beven Germann 1981] were 
compared to a more simple model of enlarged saturated hydraulic conductivity (Ks) in the macroporous zone by [Merz 1996]. 
Only slight differences between the model of [Beven Germann 1981] and calculation of an enhanced Ks could be 
investigated. In CATFLOW the following concept is used:  

Ks* = Ks·{1 + (FKS - 1) · (θ - θ0) /(θs - θ0)}              (θ0 < θ < θs)                     (14) 
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where Ks* = enhanced saturated hydraulic conductivity, θ0 = limiting value of water content, and FKS = macroporosity factor 
(to be defined at each knot of the simulated region). 

3.3. Impact of Surfactants and Temperature on Surface Tension of Water 
One very important effect is treated in the following paragraphs: the reduction of surface tension due to certain solutes. This 
effect is often neglected in standard literature and simulation tools. Nevertheless it can considerably influence water flow and 
also solute transport characteristics in unsaturated soil. 

Surfactants (surface-active agents) used for remediation purposes but also many organic contaminants can decrease the 
surface tension of water and in turn also soil water retention curves. [Tschapek et al. 1978] estimated the surface tension σ of 
pure water as compared to that of soil solution. They investigated that σ of soils lacking organic matter (OM; subsoil and 
ignited surface soils) is similar to σ of pure water, whereas the investigated significant decrease of σ in surface soils might 
stem from the nature of OM. Reduction of σ due to humic (HA) and fulvic acids (FA) dissolved in water was also measured 
by [Chen Schnitzer 1978]. Furthermore a σ−decrease of the HA and FA solutions with increasing pH was investigated 
(explained by increased dissociation of acidic functional groups at higher pH resulting in formation of anionic hydrophilic 
groups), besides significant linear and inverse correlation between total HA/FA-acidity and σ. The authors suggested that at 
higher pHs presence of FA and HA improved soil wettability, but that at acidic and neutral pH and HA being predominant, 
water repellence was enhanced, and if FA occurred in sufficient amounts it could dissolve in water and improve wettability. 
A lowered σ due to soil surface active substances (SAS; in part soil humus and humic acid) considerably affects flow and 
solute transport in unsaturated porous media. Spreading of SAS is determined by its own properties and that of the underlying 
liquid [Tschapek Boggio 1981]. They review that a tangential force exerted by migrating SAS on the liquid influences flow 
behaviour of the underlying liquid, but is restricted to interfacial regions and should not affect bulk flow. Driving force for 
the spreading process is hypothesised as the gradient of the film disjoining pressure. Generally a non-uniform distributed 
surfactant monolayer on the free surface of a liquid (on an interface separating two non-miscible liquids) leads to gradients in 
surface tension creating shear stresses. Flow in the underlying liquid due to σ-gradients originating from concentration 
gradients is commonly known as Marangoni flow, see e.g. [Molenkamp98], whereas thermocapillarity denotes flow due to σ-
gradients originating from temperature gradients. A counteracting process is the so-called Plateau-Marangoni-Gibbs effect, 
because when SAS are moved with the enhanced flow, a concentration gradient occurs, again resulting in a σ-gradient 
contrary to the movement. 

[Henry et al. 1999] used a soluble and an insoluble surfactant (myristyl alcohol and butanol, respectively) to study the 
solubility effects on flow by a series of horizontal column experiments. They showed that myristyl alcohol induced σ-
reduction was mainly limited to the original source zone and that a monolayer coverage is needed for significant σ-reduction. 
In contrast, butanol could depress σ significantly also at low concentrations, therefore the zone of depressed σ extended 
farther into the initially solute-free zone than in the case of myristyl as solute. Thus they demonstrated that surfactants need 
not form a condensed solid film at equilibrium spreading pressure πe to be effective water movers. 

[Renshaw et al. 1997] studied the effect that efficiency of surfactant enhanced remediation is limited by induced changes in 
physical characteristics of porous media due to sorption of the surfactant, leading to reduced permeability and altering the 
retardation of organic contaminants. The impact of surfactants depends on the concentration: below the critical micelle 
concentration (CMC) they exist as monomers with minimal effects on solubility of most organic compounds, whereas in the 
order of CMC lipophilic moieties of the monomers form micelles consisting of a hydrophobic nonpolar interior (thus 
attractive for nonpolar molecules and enhance apparent solubility of e.g. NAPLs) surrounded by a hydrophilic mantle. 
Furthermore, above CMC, the mobility of NAPLs can also be increased due to a reduced σ between organic and aqueous 
phases. The effect of σ-reduction can be counterintuitive in that pressure head can increase substantially while water content 
decreases due to presence of a surface tension depressing compound, as shown by [Smith Gillham 1999] for their sand 
column experiments (length: 2 m, boundary conditions: constant flux at top surface, water table 5 cm above column base). 
After butanol solution was applied and in order to keep constant flow, water content θ increases to provide enough flow to 
offset effects of higher υ, i.e. flow resistance. The authors argue that due to the higher viscosity of the solution, hydraulic 
conductivity K is lower than K of water at the same θ. [Smith Gillham 1994] earlier investigated by numerical modelling two 
effects when surfactants are present: a depressed capillary fringe due to lower σ (the air-entry pressure is smaller in this case) 
and large unsaturated flow perturbation associated with σ-changes within the solute front (see also [Henry Smith 2002]). In 
their numerical model, [Smith Gillham 1999] implied a pressure head scaled by relative surface tension: 

( ) ( )
( ) ( )c,h
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c,h 00
0

* θ
σ

σ
=θ                                              (15) 

where h = measured pressure head at θ and concentration c, and h* = calculated scaled pressure head at the same θ and 
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reference concentration c0, σ = surface tension at concentration c and σ0 = surface tension at the reference concentration. 
They used the following relationships for surface tension: 
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with a, b = compound specific constants, and for kinematic viscosity: 
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where υ = kinematic viscosity at concentration c, υ0 = kinematic viscosity at the reference concentration, and d, e = empirical 
(fitting) constants (in [Smith Gillham 1994] the effect of concentration-dependent υ was not regarded for). 

The unsaturated hydraulic conductivity was scaled by the ratio of the concentration dependent relative viscosity: 
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=θ   .                                 (18) 

[Smith Gillham 1999]  investigated that lower σ has no obvious impact on residual θ or rewetted saturated θ, but causes a 
shift in the retention curve (volumetric θ versus pressure head relation) along the pressure head axis. Experimental and 
modelling results concerning the impact of dissolved organic carbon (DOC) on σ as function of concentration and weathering 
of the DOC extract was presented by [Totsche 2001], applying the previous equations for rescaling pressure head by σ and 
the relationship used by [Smith Gillham 1999]. [Totsche 2002] described the representation of surface activity of dissolved 
and colloidal phase organic carbon (DCOC) by a scaling factor within the water retention characteristics. The effect of 
DCOC on water flow and transport of nutrients and contaminants was shown. 

In conclusion surfactants may considerably effect water flow and solute transport in porous media due to influence on flow 
driven by hydraulic head gradients, solute hydrodynamic dispersion, dependence of hydraulic conductivity on moisture 
content and viscosity, the hysteretic nature of moisture characteristic curves, dependence of capillary pressure on σ and 
concentration-dependent surfactant effects on σ [Henry Smith 2002].  

Surface tension is not only a function of surface-active agents but also of temperature T and pH. [Philip de Vries 1957] 
studied pressure head as function of σ-changes associated with changes in temperature T. [Hopmans Dane 1986] investigated 
hydraulic properties under nonisothermal conditions. The above mentioned shift in retention curves can also be caused by 
changes in temperature. At increasing T hydraulic conductivity decreases since water amount at a given pressure head 
decreases. Counteracting, hydraulic conductivity increases because viscosity of liquids decreases due to decreasing cohesion 
(i.e. the force of attraction between two similar materials, which predominates in liquids; for explanation adhesion is the force 
of attraction between two unlike materials - the first molecular water layer in the soil is held by strong adhesive forces). More 
insight into the respective theory is given by e.g. [Hopmans Dane 1986], [Schubert 1982], [Karkare Fort 2002], [Grant 2000] 
or [Grant Bachmann 2002]. 

4. Modelling of Swelling Soils 
The classical CDE might also not be a sufficient description of water and solute movement for soils exhibiting pronounced 
swelling/shrinking behaviour, e.g. due to high clay content. One cause of shrinkage may be generation of cracks, leading to 
preferential flow. Some physically based but also empirical concepts accounting for this effect are listed below. 

4.1. Pore Scale Considerations 
Lamellar swelling, or the interactions between charged clay surfaces and aqueous solutions can also be described by the 
disjoining pressure (interfacial force per unit area) formalism (DLVO; e.g. [Derjaguin Landau 1941], [Verwey Overbeek 
1948]. Within this theory the equilibrium potential µ is defined to be a function of water film thickness and consists of three 
components, attractive short-range van der Waals forces besides repulsive short-range hydration- and long-range 
electrostatic-forces. [Tuller Or 2003] propose a modelling framework for upscaling pore scale processes to constitutive 
hydraulic properties in swelling soils. The authors demonstrate that their approach can be generalised to capture evolution of 
pore space as function of hydration state, solution composition, soil texture and clay type. Basis is the description of the 
additive disjoining pressure as being in equilibrium with the chemical potential of the bulk water phase (ρ = density of water, 
and h = equilibrium interlamellar spacing):  µ = ρ-1⋅[Πe(h) +  Πm(h) + Πh(h)],  Πe, m, h = potentials due to electrostatic 
repulsion between adjacent diffuse double layers (DDL), due to van der Waal’s attractive forces, and due to hydration forces, 
respectively (the latter being a repulsive force preventing collapse of the diffuse double layer at short separation distances);  
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Πe(h) = 64n0kTγ²e-κh ,  Πm(h) = Assl/6πh³  ,  Πh(h) = Khe-h/λ (empirically), with k = Boltzmann constant, γ = tanh(-zeψ0/4kT) 
(z = ion valence, e = elementary charge, ψ0 = surface electrostatic potential), κ = inverse Debye screening length (dependent 
on electrolyte properties) representing effective thickness of the DDL; Assl = Hamaker constant; Kh = interaction energy 
parameter, and λ = characteristic length. 

Silt and sand textural constituents were represented by rigid spheres, interspaced by the clay “fabric”, leading to two basic 
configurations: reductive (mesopore volume decreases with increasing µ) and expansive (clay fabric expansion increases 
mesopore size) unit cells. Unit cell water saturation as function of bulk chemical potential was calculated by investigating 
liquid configurations in mesopores. Saturated and unsaturated functions for hydraulic conductivity have also been derived, by 
assuming individual contributions of flow in ducts, liquid films and corners bound by liquid-vapor interfaces. For upscaling 
to sample- and profile scales the authors plan to consider statistical representations of mesopores and grain sizes; spatial 
distributions of clay domains; sample position in soil profile to account for overburden and confining stress; and also the 
behaviour of the near surface layer with formation of crack networks, based on the work of [Chertkov 2000]. 

4.2. Hybrid Mixture Theory 
Regarding modelling of swelling soils some other sophisticated theories have been developed, for example a theory by 
[Murad et al. 1995], and [Murad Cushman 1996] , [Murad Cushman 2000]. They used a hybrid mixture theory to upscale the 
colloids with vicinal water to form mesoscale swelling particles. An asymptotic expansion technique was applied to 
homogenise mesoscale particles and bulk phase water. In this way the macroscale solid phase was represented by a porous 
matrix consisting of swelling porous particles. Transport processes in clay soils, as opposed to non-swelling soils (silts and 
sands), are determined by water-mineral interactions to a high extent. Hydrated clusters of clay platelets form a bulk of 
platelets and vicinal adsorbed water, swelling under hydration and shrinking under desiccation. The properties of vicinal 
water vary with distance from the mineral surface since modified by hydration forces in the interlamellar spaces (e.g. [Grim 
1968]). In the multiscale models with connected and disconnected bulk phase water [Murad Cushman 1996], clay minerals, 
vicinal water and bulk water were treated as separate phases to enable modelling of swelling. 

4.3. Coordinate Transformation 
[Garnier et al. 1997] modelled three-dimensional deformation and one-dimensional water flow in swelling/shrinking soils by 
applying a coordinate transformation in order to calculate different extents of deformation in vertical and lateral direction. When 
using a coordinate transformation, Richards equation is also applicable in swelling soils, as reviewed in their article (a coordinate 
frame fixed relative to the soil phase is used for the generalised water flow equation with such a transformation). Starting from 
the Richards equation 
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where ρw = water density, θw = volumetric water content, = hydraulic conductivity tensor and Φ = total water potential, 
description of the water flow in swelling soils in a coordinate frame (“Lagrangian”) associated with the solid phase leads to 
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where ρd = dry bulk density, = hydraulic conductivity tensor relative to the solid phase, subscript s indicates spatial 
derivatives with respect to Lagrangian coordinates, Φ = total water potential but with an overburden potential Ω included (Φ = h 
− z + Ω), and F

s/wK

s = transformation gradient tensor with the components Fs,ij = ∂xi/∂Xj (with xi, Xj = spatial and material 
coordinate, respectively). With the relations ϑ = θw⋅(ρs/ρd) and e = ρs/ρd − 1 (with ρs = specific density of soil solids), the water 
flow equation can be expressed by 
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An elementary soil volume dV (=dXdYdZ) undergoing a deformation to dv (= dxdydz), yields dVe1
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changes in the spatial coordinates x, y, z are proposed by [Garnier et al. 1997], assuming isotropic soil deformation in directions 

Blaise Pascal University, France 257 © OICMS 2005



perpendicular to the z-axis, but anisotropic otherwise: 
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corresponding to Fs,11, Fs,22, Fs,33, respectively (the non-diagonal elements of Fs are equal to zero), and X, Y, Z = material 
coordinates. For the one-dimensional water flow simulations the swelling curve was calculated by the model of Braudeau. This 
model accounts for the three types of deformations generally investigated in swelling soils: residual, principal and structural 
deformation regimes (cited in [Garnier et al. 1997], where also the parametric formulas for the different deformation regimes are 
listed). It could be shown that the value of rs controls the height of the soil surface, furthermore that it has significant effect on 
the distribution of water and on the total volume of water in the soil samples. 

4.4. Empirical Relationships 
Various models for the description of the so-called soil shrinkage characteristic curve (SSCC; relationship between specific 
volume and gravimetric water content) have been developed in the last decades, as e.g. stated in [Crescimanno Provenzano 
1999]. Among these models is the “three straight lines” model, which defines three shrinkage zones, and having parameters with 
physical interpretation (which is a big advantage as compared to other functions for the SSCC using solely empirical 
parameters). 

Regarding numerical simulations, models are useful that can be easily incorporated into existing software. Simple relationships 
for swelling and shrinkage are for example implemented in the model MACRO, accounting for changes in εma and Kma (see 
equation 8): 
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where p = slope of shrinkage characteristic, εs = minimum macroporosity given by θs - θb, θmi = micropore water content, 
Ks(min) = minimum saturated hydraulic conductivity of a swelling soil attained when εma = εs (in a fully swollen soil; total porosity 
in any layer is held constant since the soil is assumed to be macroscopically rigid). A model concept to simulate water flow in 
cracked clay soils by employing a shrinkage characteristic was also implemented into SWAP (Soil-Water-Atmosphere-Plant; 
[van Dam 2000]; a brief description of these programs is given in Appendix 4). In this program an exponential relationship is 
used to describe the residual shrinkage stage: , where e = void ratio (=Vνγ+α= νβ−

shsh
shee p/Vs, Vp = total pore volume, 

Vs = solid volume), ν = moisture ratio (=Vw/Vs, Vw = water volume), and αsh, βsh, γsh = dimensionless, empirical parameters. 

Remarks: 
− Swelling might be promoted by leaching with solutions containing Mg as proposed by [Zhang Norton 2002]. Thus 
saturated hydraulic conductivity can be reduced, where Mg2+ could also promote disaggregation and clay dispersion. The 
authors concluded that the greater hydration energy and larger hydration shell of Mg as compared to Ca causes these effects 
on soil aggregate stability and hydraulic conductivity. 

− Swelling of soils could probably also be approximated by making use of the dual permeability model. Water content in the 
“slower” (matrix) region θm might be assumed to depend on a factor proportional to the volume of clay fraction, ξclay, and to 
the total water content. Looking at the mass transfer term in the two-region concept, this factor will be influenced by 
swelling, too, in addition to the dispersion factor and tortuosity. 

5. Summary 
Utmost exact definition of occurring physical and chemical properties of the soil itself and of the solutes investigated is 
needed, in order to be able to identify all relevant migration processes in the unsaturated soil zone. Models apart from the 
classical well known convection-dispersion equation are discussed as extension of the review by [Simunek et al. 2003]. Not 
addressed are sorption processes being also of high impact on the fate of solutes, such as mobile adsorbents, sorption kinetics, 
or dual mode sorption. In the last decades, prediction of solute translocation by mathematical modelling proofed to be a 
valuable tool in the field of soil science. However, the underlying concepts need to be understood clearly and simulation 
results have to be interpreted critically, because any model at most will remain only a simplification of reality. 
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ABSTRACT 
Selection of the best irrigation method for given field conditions is a multicriteria decision-making problem. It is commonly 
influenced by two types of factors: (i) objective factors such as crop density, growing conditions, water quality or 
topography, and (ii) subjective factors such as motivation or willingness of a decision maker to participate in decision 
process. In this paper the analytic hierarchy process is used to simulate a real life decision-making process influenced by both 
types of factors. The results are critically compared with the results obtained by two traditional techniques based on equal and 
weighted importance schemes of the decision factors. AHP demonstrated certain advantages by enabling the decision maker 
to simultaneously look at various diagrams and to semantically compare decision elements only two at a time, while 
controlling his level of consistency to remain under tolerant limit. The other two methods analyzed do not posses such 
capability. An illustrative example is given for four decision alternatives (irrigation methods: border, furrow, sprinkler and 
trickle) that are assessed across seven typical evaluating criteria (crop density, sensibility to diseases, growing conditions, 
slope, infiltration rate, water quality and skills of labor). 

KEYWORDS 
Irrigation method, decision making, analytic hierarchy process, multiplicative weighting methods 

1. Introduction 
The problem of choosing among different irrigation methods seems to be equally difficult to solve in either of two cases: 
farm is currently irrigated, or irrigation should be introduced as a new practice on a farm. For example, if furrow irrigation 
has already been implemented on farm, it may happen that new analyses indicate sprinkler irrigation as more advantageous 
method due to actual or foreseen changes in farm organization, modified objectives or anticipated prices changes on market. 
To make the decision is not easy, but to arrive to that point may be even harder if all relevant issues are included into analysis 
of alternatives. Selection of 'the most appropriate' irrigation method for given field conditions usually mean to perform some 
analytical procedure based on certain criteria and elements related to or influenced by water supply, soil, topography, crop, 
climate, energy and labor. [Holzapfel et al. 1985] suggested a procedure consisting of two steps: 1. analytical-technical, and 
2. technical-economical. Following their work, only the first one is considered here to frame a discussion. The term 'given 
field conditions' can be understood as a data set describing parameters and phenomena for given field and anticipated 
irrigation strategy. Unfortunately, numerical data in many cases are not available or must be derived from primarily non-
technical sources. Rigorous quantification of descriptive data is therefore necessary prior to an analytical procedure, which 
furthermore implies that experience gained through experimental work on different fields will be used. Dealing with 
categories of data such as crop density or infiltration rate is paradigm of this situation. As described in [Holzapfel et al. 
1985], [Hamilton et al. 1953], [Srdjevic 1997], and [Todorovic and Steduto 2003], there are some possibilities to resolve 
afore mentioned problems successfully. 

[Holzapfel et al. 1985] introduced an evaluating technique for selecting irrigation method that can be denoted as the 
multiplicative equal importance method (MEIM). It was used to find the best amongst four possible irrigation methods for 
given field conditions and crop pattern of corn and maize. Speaking in multicriteria analysis terms, field conditions 
correspond to evaluating criteria and irrigation methods to alternatives. Evaluation model in the MEIM is in a way analogous 
to product utility functions used in some standard multicriteria decision-making methods. Later on, it was argued by 
[Srdjevic 1997] that in practice the additive weighted importance method (AWIM) better supports robust decision-making; 
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the AWIM method has been introduced by [Hashimoto 1980], and successfully applied in risk-related water resources 
systems planning [Hashimoto et al. 1982]. 

Selection of most desired irrigation method is influenced by different factors but primarily by investments, production 
expenses, cost of irrigation system maintenance and irrigation system efficiency [Srdjevic 1997]. Important for making the 
decision are also real field conditions such as characteristics of the crop(s), water availability and quality, terrain topology, 
soil characteristics, labor skills etc. Some factors are qualitative and some are quantitative. Formulating the evaluation 
criterions is a problem itself, because they should reflect more or less conflict farmer’s interests such as increasing net return, 
reducing total cost of agricultural production, improving soil quality, reducing prices of agricultural products, improving 
usage of human resources and machines, optimising water allocation etc. In other words, it is essential to include relevant 
decision factors, adopt proper evaluating methodology, and preserve consistency of the decision-making process at all its 
stages. The major issue is how to relate a variety of factors and determine dominance of one factor over another by 
investigating certain dominant/weak structures. 

Different weighting methods has been used recently to manipulate objectives in related multicriteria decision-making 
problems, i.e. to simulate cognitive process of the decision maker while he is investigating possible alternative courses in 
irrigation, performing cost and benefit analyses or planning how to effectively allocate labor and equipment. The analytic 
hierarchy process (AHP) is one of these methods. It is considered as an efficient tool in supporting a part of these activities, 
namely selection of irrigation method, primarily because of its robustness and simplicity of use. AHP is a multicriteria 
decision-making method applicable to well-structured decision problems, that is to problems represented by the hierarchy, 
each level of it consisting of a finite number of elements. AHP search for the priorities representing the relative importance of 
the decision elements at each particular level. By additive aggregation it finally computes the priorities of the elements at the 
bottom level of the hierarchy, usually known as the alternatives. Their priorities are interpreted with respect to overall goal at 
the top of the hierarchy, and elements at upper levels such as criteria, sub-criteria, etc. are used to mediate comparison 
process. Theoretical foundation of the method is given in seminal Saaty’s book [Saaty 1980]. Only basic properties of the 
method will be presented in section 3, necessary for understanding its applicability and comparative advantages in specific 
decision-making contexts such as the selection of an irrigation method. 

This paper focuses on the valuation of results obtained by three different models applicable to irrigation method selection.  It 
presents brief overview of relevant literature sources in subject area, and then expands the set of approaches for selecting 
most desired agricultural irrigation method. Finally, it presents the results obtained in case study application of two other 
(multiplicative and additive) methods and AHP under the same conditions. 

2. The problem and solution methodologies – literature review 
The acceptability of different irrigation methods is commonly evaluated by identifying an appropriate parameter set and 
computing on-field performance indices for irrigation methods within possible parameters' changes. 

In [Holzapfel et al. 1985], 9 typical indices are defined to express acceptability or adaptability of any irrigation method to 
particular field conditions: 

 Crop density index (I1) - technical adaptability to crop density and type of sowing or planting. 

 Canopy disease index (I2) - susceptibility to disease of irrigated crops. 

 Stem and root disease index (I3) - susceptibility to disease of stem and root system of irrigated crops. 

 Growth index (I4) - adaptability to the growth habit of the crop. 

 Slope index (I5) - acceptability to field slope. 

 Infiltration index (I6) - adaptability to the infiltration characteristics of irrigated soil. 

 Labor skill index (I7) - adaptability to the skill level of available labor. 

 Salt concentration index (I8) - susceptibility to relative salt concentration in irrigation water. 

 Suspended material index (I9) - susceptibility to relative suspended material in irrigation water. 

By assumption, indices can be scaled to range between 0 (irrigation method is not acceptable/adaptable) and 100 (irrigation 
method perfectly fits to certain field conditions). Parameters related to field conditions can be defined as relative, that is 
empirically normalized to fall within interval [0, 1]; for example, relative crop sensitivity to disease of value 0 should 
indicate that crop is tolerant, while value 1 should express situation when crop is very susceptible to disease. 
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Conceptually, functional relationship between any of afore mentioned indices and any normalized field parameter may be 
established for any irrigation method. The Fig. 1 illustrates assumed linear type of these relationships for four typical 
irrigation methods.  

The following relation has been proposed for computing acceptability value of particular irrigation method: 
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VIM is the relative global acceptability value of irrigation method, Ii is the index of its acceptability/adaptability related to i-
th field parameter, and j denotes the irrigation method itself. N is the number of indices used. Superscript m stands to simply 
indicate multiplicative type of relation (1). For example, (I1)2 stands for Crop density index I1 and border irrigation method 
indexed as 2 (clarify Fig. 1). N is equal to 9 since all indices are used for evaluation. Obviously, VIM may range from 0 to 1; 
zero final value of VIM means that particular irrigation method is not suitable for specified field conditions; the opposite 
conclusion stands if VIM is equal 1. 

Relation (1) is a core part of proposed procedure for ranking different irrigation methods for the same field conditions. It can 
be considered as an equal importance multiplicative approach with no preferences allowed for indices I1 through IN.  

The alternative approach in computing VIM is proposed in [Srdjevic 1997]. It’s starting point is the assumption that indices a 
priori may not have the same mutual (relative) importance. Having this in mind, while analyzing particular crop, field, labor 
and other conditions and constraints, it may be opportune to rank indices, and weight them appropriately, before 
multiplication (1) is performed. In this way one may define preferences among indices and build in so-called intentional 
strategy in the decision-making process. 
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Figure 1. Crop density index vs. relative crop density (1). 

Possible way to prepare weighting coefficient scheme is to set the preference list of indices with associated priority numbers 
z. For example, priority number z = 1 may declare the highest priority (most important) index, and z = N the lowest priority 
(least significant) one. Corresponding weighting coefficients may simply be defined as reciprocal values: w1=1/z1, ..., 
wN=1/zN. 

The weighted relative value of the j-th irrigation method is defined by relation (2): 
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where superscript w stands to indicate ‘weighting type’ of relation, and wi is the weighting coefficient for i-th index; other 
symbols have the same meanings as before. 

For equal importance scheme, relation (2) becomes: 
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Superscript a stands to indicate ‘the averaging’ in defined computation. 

3. AHP in agricultural assessments 
An assessment and selection of the most suitable irrigation method for given field conditions belong to the class of 
multicriteria decision-making practices. Within multicriteria analysis framework one may expect that different techniques 
might yield different rankings of decision elements. If irrigation methods are considered as the alternatives to be compared 
and ranked with respect to a set of criterions closely related to field conditions, a consequence is that two multicriteria models 
can produce different results – final selection of suitable irrigation method. As it was reported in [Srdjevic 1997], even simple 
models such as (1) – (3) can lead to a different final choice of the irrigation method. It is no strange that controversy 
constantly exists related to uncertainties about what method should be used, and whether a particular technique is better 
suited to certain situations than others [Hajkowicz and Prato 1998]. 

Reported successful stories on applications of the method in diverse areas of agriculture qualify this method as an efficient 
supporter of various decision practices in irrigation management (see for example [Mainuddin et al. 1997], [Raju and Pillai 
1999], [Srdjevic et al. 2002], or [Koralov and Srdjevic 2004]). 

3.1. A brief review of AHP 
The essence of the analytic hierarchy process is decomposition of a complex problem into a hierarchy with goal (objective) at 
the top of the hierarchy, criterions and sub-criterions at levels and sub-levels of the hierarchy, and decision alternatives at the 
bottom level. After decomposing the problem, elements at given hierarchy level are compared in pairs to assess their relative 
preference with respect to each of the elements at the next higher level. The verbal terms of the fundamental Saaty’s scale 
presented in Table 1 are used to assess the intensity of preference between two elements. The ratio scale and the use of verbal 
comparisons facilitate the weighting of quantifiable and non-quantifiable elements. Once the verbal judgments are made, they 
are translated into numbers by means of the fundamental scale 1 to 9. This procedure is repeated for elements at each level in 
downward direction.  

Table 1. The fundamental Saaty’s scale for the comparative judgments. 

Numerical 
values  

Verbal terms  Explanation 

1 Equally important Two elements have equal importance regarding the element in higher level 

3 Moderately more important Experience or judgement slightly favours one element 

5 Strongly more important Experience or judgement strongly favours one element 

7 Very strongly more important Dominance of one element proved in practise 

9 Extremely more important  The highest order dominance of one element over another  

2, 4, 6, 8 Intermediate values Compromise is needed. 

 

The AHP is simple mathematical method based on elementary operations with matrices. Its strong background is, however, 
in rational treatment of hierarchical relations between different criterions (objectives) and alternatives which all may be 
understood as decision variables. By creating appropriate hierarchies, and by performing particular step-by-step procedure 
while creating comparison matrices at different hierarchical levels, AHP computes and aggregates their eigenvectors in 
straightforward manner until the composite final vector of weight coefficients for alternatives is computed. The entries of 
final weight coefficients vector reflect the relative importance (value) of each alternative with respect to the goal stated at the 
top of hierarchy. 

AHP additionally calculates inconsistency index as a ratio of the decision maker’s inconsistency and randomly generated 
index. This index is important to assure the decision maker that his judgements were consistent and that final decision is 
made well. Inconsistency index less than 0.10 is assumed acceptable. Although higher value of inconsistency index requires 
re-evaluation of pair wise comparisons, decisions obtained in certain cases could also be taken as ‘the best alternative’ 
[Karlsson 1998]. 
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4. Selecting irrigation method by different methods - An example 
The two methods described in section 2 and the AHP method are used to solve the same problem: evaluation of four 
irrigation methods and select the most suitable one. To provide equal comparison framework, irrigation methods used here as 
the decision alternatives are the same as used in [Holzapfel et al. 1985] and [Srdjevic 1997]. In these earlier works, 
(respectively) 9 and 7 indices of acceptability/adaptability are used to evaluate global performance of irrigation methods 
across given set of field parameters. 

For illustration purpose, herein a set of 7 field parameters is used as criteria set, the same crop (olive) pattern is assumed as 
well as the same field conditions. It is supposed that irrigated area is an olive field with slope of 1%. Soil of the field is sandy 
clay, with low infiltration rate. Quality of water that will be used for irrigation is good, and the labor skills are also 
considered good. The criteria selected for evaluating possible irrigation methods are: crop density (cropden), sensibility to 
diseases (disease), growing conditions (growcon), slope (slope), infiltration rate (infrate), water quality (watqual) and skills 
of labor (labskil). Decision alternatives are irrigating methods: border, furrow, sprinkler and trickle. 

The decision hierarchy is given in Fig. 2. At the top of the hierarchy is a goal – the best irrigation method, criteria are set at 
the first level and the alternatives are at the second. 

 The best 
irrigation method

growcon disease cropden slope infrate watqual labskil 

furrowborder sprinkler trickle
 

Figure 2. Hierarchy for the decision problem. 

The AHP methodology says that weighting and prioritizing the criterions should be done firstly. By using Table 1 and by 
performing pair wise comparisons of criterions with respect to goal, the following matrix may eventually be created: 
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⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

1
5
5
4
6
3/1

6

labskil

5/1
1

2/1
2
4
4/1

4

watqual

5/1
2
1
3
3
4/1

3

rateinf

4/1
2/1
3/1

1
2
5/1

2

slope

6/1
4/1
3/1
2/1

1
5/1

1

growcon

3
4
4
5
5
1
5

disease

6/1
4/1
3/1
2/1

1
5/1

1

cropden

labskil
watqual

rateinf
slope

growcon
disease
cropden

 

with corresponding set of criteria weights: cropden–0.272, disease–0.032, growcon–0.272, slope–0.171, infrate–
0.097,watqual–0.115, and labskil–0.042. Note that sum of all weights is equal to 1. 

The next step is to compare alternatives with respect to each criterion. For example, with respect to crop density, the 
following matrix of pair wise comparisons of alternatives can be created: 
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⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
=

1
9
3
4

trickle

9/1
1
7/1
5/1

sprinkler

3/1
7
1
3

furrow

4/1
5
3/1

1

border

trickle
sprinkler
furrow
border

.  (for cropden criterion) 

Corresponding set of weights for alternatives is: border–0.195, furrow–0.097, sprinkler–0.660, and trickle–0.049, and 
again weights sum up to 1. 

After similar comparisons of alternatives with respect to all criterions are completed, related weights are used as column-
entries to create the following matrix: 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
=

492.0
306.0
125.0
078.0

labskil

354.0
161.0
131.0
354.0

watqual

577.0
077.0
222.0
125.0

rateinf

467.0
277.0
160.0
095.0

slope

395.0
047.0
395.0
163.0

growcon

368.0
054.0
368.0
211.0

disease

049.0
660.0
097.0
195.0

cropden

trickle
sprinkler
furrow
border

    (4) 

The final step consists of creating a linear combination of products of criteria weights and corresponding columns in (4): 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

+

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

+

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

+

+

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

+

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

+

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

+

⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎥
⎥
⎥
⎥

⎦

⎤

=

492.0
306.0
125.0
078.0

042.0

354.0
161.0
131.0
354.0

115.0

577.0
077.0
222.0
125.0

097.0

467.0
277.0
160.0
095.0

171.0

395.0
047.0
395.0
163.0

272.0

368.0
054.0
368.0
211.0

032.0

049.0
660.0
097.0
195.0

272.0

trickle
sprinkler
furrow
border

 

and computing so-called composite weight vector for alternatives: 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

351.0
235.0
231.0
182.0

trickle
sprinkler
furrow
border

 

The decision alternative with the highest composite weight coefficient is trickle – 0.351, so this one should be chosen as the 
best irrigation method for given field conditions. Computed the overall inconsistency index of 0.05 is acceptable and 
selection process is completed. 

Table 2 summarizes the main results obtained by AHP and by two other models, MEIM and AWIM. It comes out that the 
two ‘weighting’ methods – AWIM (represented by relation (2)) and AHP – identify trickle as the best irrigation method for 
given field and crop conditions. Equal importance model MEIM (represented by relation (1)) puts a furrow method at the top 
and trickle method to the second place. 
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Table 2. Final ranking of irrigation methods. 

Irrigation method 
VIM m

Rel. (1) 

VIM w

Rel. (2) 

AHP 

 

Sprinkler 0.183  (3) 0.637  (4) 0.235  (2) 

Border 0.168  (4) 0.721  (3) 0.182  (4) 

Furrow 0.265  (1) 0.812  (2) 0.231  (3) 

Trickle 0.215  (2) 0.953  (1) 0.352  (1) 

 

The AWIM model puts furrow irrigation to the second place, while AHP ranks it as the third, and sprinkler irrigation 
validates as the second best method (after trickle). Notice that weights of sprinkler and furrow obtained by AHP are very 
close and indicate that even small inconsistency may revert expectable and logical ranking (furrow is better irrigation method 
than sprinkler in this particular case). 

Notice also that in case of models that perform VIM computations, normalization to 1 for values obtained by relations (1) and 
(2) is not allowed due to underlying concepts of MEIM and AWIM. 

5. Conclusion 
Analytic hierarchy process is recognized as an efficient decision-making tool. Its major advantage is that it formalizes and 
renders systematic what is largely a subjective decision process, and as a result facilitates ‘accurate’ judgments, that weights 
of criteria are also provided to decision maker, and that sensitivity analysis is easy to conduct by using computer 
[Narasimhan 1983]. AHP also provides to the decision maker the measure of his inconsistency while reasoning and 
comparing elements within the hierarchy of a problem. This appears to be more and more significant in solving real 
multicriteria and multiattribute problems when justification of the decision made is necessary to quantify and verify. 

The AHP’s advantages are recognized in various decision-making applications. In this paper it is demonstrated how to use 
AHP for selecting the best irrigation method for given field conditions and with respect to 7 selected criterions (crop density, 
sensibility to diseases, growing conditions, slope, infiltration rate, water quality and skills of labor). Four alternative 
irrigation methods (furrow, border, trickle and sprinkler) were evaluated and ranked. Assuming that olives are planted, AHP 
identified the trickle method as most suitable for irrigating given field. 

In a competitive environment with the two more traditional evaluating methods introduced in earlier research, the results 
derived by AHP method appear to be trustworthy regarding both (1) the ‘quality’ of the final solution obtained in presence of 
conflict multiple criteria, and (2) attained high overall consistency index during the decision process. Additionally, AHP has 
certain advantages over the other two methods analysed in this paper because it enables decision maker to simultaneously 
look at various diagrams such as this in Fig. 1 and semantically compare decision elements contained in the hierarchy in Fig. 
2. The rest will be done by the AHP in straightforward manner. Authors of this article do have very good experience with 
end-users in using this method such as walnut experts in evaluating walnut varieties, or water resources managers in 
prioritizing operational strategies for control of regional hydrosystems. In all cases the tool was well perceived. 
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1. Introduction 
The Discrete EVent System Specification (DEVS) is a mathematical formalism for describing discrete event systems.  DEVS 
is grounded in general systems theory. Within DEVS, discrete event systems are described by two kinds of structures.  
Atomic models describe the behavior of non-decomposable units via event-driven state transition functions. Each atomic 
model has a clearly defined set of inputs and outputs, and its state space is completely encapsulated. More complex models 
can be constructed from networks of atomic components. These network models, in turn, have well defined inputs and 
outputs, and they can be used as components within new network models. This allows for the modular and hierarchical 
construction of very large discrete event systems. 

The hierarchical and modular structure of a DEVS model is reflected in the classical specification of the DEVS simulators 
[Zeigler et al., 2000]. Each atomic model is associated with a simulator object. The simulator is controlled by sending it 
messages such as “compute next state” and “compute next output”, and it makes requests such as “get time of next event”. A 
coordinator object is associated with each network model, and the coordinator can respond to the same types of messages as 
the simulator objects. The coordinator, as its name suggests, coordinates the execution of its component coordinators and 
simulators. 

A direct implementation of the classical specification can be inefficient for simulating models that are comprised of 
numerous interacting subsystems [Muzy et al., 2002]. Memory inefficiencies result from using an excessive number of 
coordinator and simulator objects. Simulators are needed only for active components, whereas the standard description of the 
DEVS simulation algorithms calls for a simulator for every atomic model.  Similarly, it is possible to replace the plethora of 
coordinator objects with a single coordinator object.  This new coordinator uses recursion to manage the model hierarchy. 

Time inefficiencies stem from the use of ensemble methods to determine the next event time and to route events through the 
model network (see, e.g., [Zeigler 2000]). This can be remedied by the use of more sophisticated event scheduling and event 
routing algorithms. 

The efficiency of DEVS simulator implementations is beginning to receive significant attention [Hu and Zeigler, 2004; Lee 
and Kim, 2003; Wainer and Giambiasi, 2001]. Concerning cellular models, [Wainer and Giambiasi, 2001] shows that the 
simulation of cellular models can be improved by “flattening” the hierarchy of coordinator objects. In this flattened 
simulator, one coordinator manages all of the model’s atomic components.  This can significantly reduce the cost of event 
routing, and it eliminates the need for multiple coordinator objects. [Lee and Kim, 2003] describe a similar solution that 
computes and stores possible event routes at compile time.  [Hu and Zeigler, 2004] describe an improved scheduling 
algorithm for cellular models that are simulated using a hierarchy of coordinators and simulators. 

We propose a new approach for implementing simulators for DEVS models [Zeigler et al., 2000] and Parallel Dynamic 
Structure Discrete Event (DSDEVS) models [Barros, 1997]. The simulation architecture and communication protocol have 
been designed to improve efficiency through: 

• eliminating unnecessary simulator and coordinator objects, 

• speeding up event scheduling by only storing references to active models, 

• eliminating unnecessary internal synchronization messages (i.e., *-messages and d-messages [Zeigler et al., 
2000]), and 
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• avoiding unnecessary event routing messages (i.e., y-messages and x-messages). 

The algorithms described in this paper have been implemented in the adevs simulation engine [Nutaro, 1999], and they have 
been applied successfully to several large scale simulation problems (see, e.g., [Nutaro, 2003], [Jammalamadaka, 2003], 
[Muzy, 2004]). 

2. Background 
A DEVS atomic model is described by a structure [Zeigler et al., 2000] < X, S, Y, δint, δext, δconf, λ, ta >.  X is the set of input 
events, S is the state set, Y is the set of output events, δint is the internal transition function, δext is the external transition 
function, δconf is the confluent transition function, λ is the output function, and ta is the time advance function. The transition 
functions are triggered by events, and they operated on bags of inputs (denoted by Xb) and the state of the system when an 
event occurs. 
A DSDEVS network is described by a structure [Barros, 1997] >< χχ MYX DSDEVSDSDEVS ,,, .  is the set network of 

input events,  is the set of network output events, 
DSDEVSX

DSDEVSY χ  is the name of a special atomic model called the executive 
model, and  is the executive model. The executive model is a special atomic model described by 

.  and  are the input and output sets of the executive model, 

 is the set of states,  is the structure function, 

χM

>Σ< χλχχδχδχδγχχχ ,,,,int,,,,*,,,, taconfextSYX χX χY

χS *S: Σγ χ → *Σ  is the set of network structures, and χδ ,ext , χδ int,  and 

χδ ,conf  are the executive model’s external, internal, and confluent transition functions.  taχ and λχ are the executive model’s 
time advance and output functions. In effect, the state of the executive model describes the network structure. Structure 
changes can occur when the executive model changes its state. 

3. Algorithms 
Algorithm 1 describes a Root Coordinator (Root) that is used to drive a Simulator. The simulation starts by initializing the 
root coordinator’s only child (i.e., the Simulator). The Root executes the main three functions of the Simulator until there are 
not more active models or the final simulation time  is reached. The first function, network-compute-and-route-output(), 
computes the output function of the imminent atomic models at the time of next event, , and then routes any component 
output events. The second function, atomic-model-delta-functions(), computes the state transition function of the atomic 
models that are active (i.e., imminent or have received input) at . The third function, executive-delta-functions(), computes 
the next states of the executive models that are active at .  

endt

nt

nt

nt

variables: 
 t    // total simulation time end

 child // the Simulator 
 
compute the initializations() function of the child 
While (  of the childnt  < tend) 

compute the compute-and-route-output() function of the child 
compute the atomic-model-delta-functions() function of the child 
compute the network-executive-delta-functions() function of the child 

endWhile 

 

Algorithm 1. Root 

Algorithm 2 sets out the main variables used in the Simulator to implement the compute-and-route-output(), atomic-model-
delta-functions(), and network-executive-delta-functions() functions. A description of each variable is included in the 
algorithm as a comment.  Subscripts are used to denote a version of the variable associated with a specific component model 
(e.g., D1 indicates the set of current component models for executive model number 1). 
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Variables: 
 parent    // parent coupled model reference 
 q    // model state 
 tn     // time of next event 
 t     // time of last event l

 scheduler    // priority queue of pairs (d,t ) n,d

 total-imminent-set   // set of imminent executive and atomic models 
 receiver-set-temp   // set of intermediate event receivers 
 receiver-set    // set of final event receivers (executive models and atomic models) 
 executive-imminent-set  // set of imminent executive models 
 D     // set of current component models 
 D’    // set of new atomic models 
 D’- D     // set of added atomic models 
 D - D’    // set of removed atomic models 
 D ∩ D’    // set of atomic models that have migrated from one network to another 
    // set of all atomic models N21 D...DD ∪∪
 

Algorithm 2. Simulator variables 

Algorithm 3 presents the function that sets up the initial states, simulation times, and model structures. The function 
initializations() initializes atomic model and network executive model states. Models with non-infinite next event times are 
then added to the scheduler. A similar function, called structure-initializations(), is used to initialize models that are added as 
the result of structure changes occurring during a simulation run. 
 
Function initializations() 
   tl  0 
   For each d ∈  Do N21 D...DD ∪∪
      qd  q0,d
      t  ta (q ) n,d d d

      If(t < ∞) Then n,d 

         add (d,tnext,d) to the scheduler 
      endIf 
   endFor 
endFunction initializations 
 
Function structure-initializations() 
   For each d ∈ (D’- D) – (D ∩ D’) Do 
      qd  q0,d
      t  ta (q )+tn,d d d l

      If(t < ∞) Then n,d 

         add (d,tn,d) to the scheduler 
      endIf 
   endFor 
endFunction structure-initializations() 
 

Algorithm 3.  Simulator: initialisations 

The procedure for computing a next state of all active atomic components is shown as Algorithm 4. First, all of the models in 
the total-imminent-set are scanned. If the model is an executive model, then it is added to the executive-imminent-set. 
Otherwise, the model’s state transition is computed. 

Function atomicModelDeltaFunctions() 
   For each d* of the total-imminent-set Do  
      if d* is an executive model then add d* to the executive-imminent-set 
      else compute the delta functions of d*  
   endFor 
endFunction atomicModelDeltaFunctions() 
 

Algorithm 4. Simulator: Transition functions of atomic models 

Algorithm 5 describes the function compute-and-route-output(). It begins by selecting the time  of the first imminent 
model in the scheduler. This model is removed from the scheduler and added to the total-imminent-set. Next, all models 
having the same next event time are added to the total-imminent-set and removed from the scheduler. Then the output 

d,nt
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function of every model of the total-imminent-set is computed. The result is stored in the model’s output bag yb. The contents 
of the output bags are routed and stored in one or more destination input bags xb. The event routing algorithm is realized by 
the route() function, which is described in the next section. Finally, models that receive input events are added to the 
receiver-set and total-imminent-set. 

Execution of state transition functions for models in the total-imminent-set is presented in Algorithm 6. If the input bag xb for 
a model is not empty and that model is scheduled for an internal transition, then the confluent transition function δconf,d*() will 
be computed. If the input bag xb for a model is empty and that model is scheduled for an internal transition, then the internal 
transition function δint,d*() will be computed. Otherwise, the elapsed time ed* is updated and the external transition function 
δext,d*() is computed. Finally, the last transition time  is updated. If the next transition time t*d,lt n,d*  is less than infinity, then 
the model reference and its next event time  are added to the scheduler. *d,nt

Since state changes for executive models can result in structural changes, they must be handled differently. Computation of 
the state transition functions for network executive models is showed in Algorithm 7. It begins by ordering the executive-
imminent-set by depth in the model hierarchy.  The state transitions are then computed in the sorted order.  The computation 
starts by recording the set of component models for the network managed by the executive model. The state transition 
function of the executive model is then computed as in the preceding paragraph. Every model that is in the old component set 
and not in the new component set is removed from the scheduler and deleted.  Every model that is in the new component set 
but not in the old component set is initialised and scheduled via the structure-initializations() function. 

 

Function compute-and-route-output() 
   tn  min{ tn,d / d ∈  } N21 D...DD ∪∪

 

   While(tn,d n

      d*  first (scheduler) 
(scheduler) == t ) 

      add d* to the total-imminent-set 
      remove (d*,tn,d*) from the scheduler 
   endWhile 
   For each d* of the total-imminent-set Do 
      yb  λ (q ) d* d*

      For each output event ev  of yb Do    j

         add ev  to xj

         // see the route method in section 5 for the implementation 

b of all receivers (atomic and executive models) 

         add the receiving models to the receiver-set 
      endFor 
   endFor 
   total-imminent-set  total-imminent-set U  receiver-set 
endFunction compute-and-route-output() 
 

Algorithm 5. Simulator: compute and route events 

 
Function compute_delta_functions() 

   If( ≠ ∅ and tb
dx * n,d* = tn) Then 

      δconf,d* ( ) b
*dx

   Else If( = ∅ and tb
dx * n,d* = tn) Then 

      
*d'q   δint,d* (qd*) 

   Else 
      ed*  tn – tl,d*

        δ
*d

   endIf 
'q ext,d* (qd*, ed*, ) 

b
dx *

   tl,d*  tn
   If(t ,  < ∞) Then n d* 

      insert (d*,tn,d*) in the scheduler 
   endIF 
endFunction compute_delta_functions() 
 

Algorithm 6. Simulator: compute and route events 
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Function networkExecutiveDeltaFunctions() 
   D  ∅ 
   D’  ∅ 
   For each n* of the executive-imminent-set Do  
      D  D U  n* component model set 
      compute the delta functions of n* 
      D’  D’ U  n* component model set  
   endFor 
   remove all d ∈ (D - D’) – (D ∩ D’) from the scheduler 
   structureInitializations() 
endFunction networkExecutiveDeltaFunctions() 
 

Algorithm 7. Simulator: transition functions of network executive models 

The performance of these algorithms in practice depends critically on the implementation of the supporting data structures. 
The essential data structures and their operations are 

• set element insertion, element removal, containment tests, and iteration, and 

• inserting, removing, and rescheduling items in the scheduler. 

The set implementation used in adevs is based on a dynamic array that is backed by a hashtable for retrieval of specific items.  
Elements are inserted into a set by adding them to the end of the array and entering them into the hashtable.  Items are 
removed by deleting them from the hashtable, removing them from the array. Holes in the array are filled by moving the item 
at the end of the array to the recently vacated position. Iteration is handled by simply looking at each array index in order. 
The scheduler in adevs is implemented using a binary heap. A hashtable that maps items in the heap to their indexes in the 
underlying array is used to support fast rescheduling. The data structures themselves have been chosen for their time 
complexity [Weiss 1993].  The C++ implementations have been carefully optimized ([Abrash 1997] provides an excellent 
series of essays on practical code optimization). 

4. Recursive event routing 
Event routing is achieved without a hierarchy of coordinators by employing recursion. Every model includes a reference to 
its parent model, except for the model at the top of the hierarchy. Every executive model contains a routing method that 
describes how events are routed within a single network model. Event routing begins when a model (atomic or network) 
generates an output or an input arrives to a network model. The immediate destinations for the event are determined using the 
network executive model’s route method. If the destination is another atomic model within the same network, then the 
routing is finished. If the destination is a network model within the same network, then this procedure is repeated using the 
executive of that network model. If the destination is an output port of the current network model, then this procedure is 
repeated using the executive model of the current model’s parent. 

function route(parent,src,ev) 
   compute the set of receivers for event ev using the parent’s executive model 
   For each model m in the receiver set 
      if m is an atomic model or executive model 
         add ev to the input bag xb for model m 
         add m to receiver-set 
      else if m = parent 
         route(parent of m,m,ev) 
      else 
         route(m,m,ev); 
      end 
   endFor 
endFunction route() 
 

Algorithm 8. Recursive event routing 
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To illustrate this recursive procedure, an example of a hierarchical model is presented in Figure 2. A coupled model CM_2 
contains two coupled models CM_1 and CM_3. The coupled model CM_1 contains an atomic model AM_1. The coupled 
model CM_3 contains an atomic model AM_2. The atomic model AM_1 is coupled to the atomic model AM_2 through the 
three coupled models CM_1, CM_2 and CM_3. 

1 

1

1

1

1

AM_2

Root

AM_1

CM_2

CM_1

1

1 

1

1

1

CM_3
1 
1 

SimulatorCM_2 

CM_1 

 

CM_3 

AM_1 AM_2

 

Figure 2. Models and associated simulator 

Figure 3 depicts the event route that is computed using the recursive routing procedure. Here, the atomic model AM_1 
produces an output that should be consumed by model AM_2. Denoting the output of model AM_1 by ev, the route() function 
is called recursively as follows: (1) route(CM_1,AM_1,ev), (2) route(CM_2,CM_1,ev), and (3) route(CM_3,CM_3,ev). The 
last call discovers the receiving model AM_2. The event ev is then added to AM_2’s input bag and AM_2 is added to the 
receiverSet. 

parent = NULL
ensembleEnfants = {MC_1,MC_3}

CM_2 = root

parent = racine
childSet= {MA_1}

parent = MC_1

parent = root
childSet= {MA_3}

parent = CM_3

CM_1 CM_3

AM_2AM_1

 
Figure 3. Implicit link tree 

5. Conclusion 
The simulation algorithms described here have been implemented in the adevs simulation library [Nutaro, 1999]. The 
performance of the simulation library has to be improved over its lifetime in three different ways. The first, and most 
significant, is via the application of the algorithms described here.  

Secondly, the underlying data structures, and the set and scheduler implementations in particular, have been optimized for 
use in a simulation application. The use of dynamic arrays in particular takes advantage of the fact that most simulation 
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applications contain a fixed set of models. While dynamic structure modeling is supported, structure changes are relatively 
rare. 

Thirdly, the liberal use of a performance profiling tool allowed for targeted optimization of the data structure 
implementations.  One example of this is the choice of a closed hashing scheme for the hashtable implementation (see [Weiss 
1993]).  This choice was dictated by performance data obtained in a comparative study of different hashing schemes to solve 
some benchmark simulation problems. 

The optimization of discrete event simulation software requires a balance between performance and ease of use. The design 
and implementation of adevs has evolved to support the best performance possible without exposing optimization tricks to 
the end user. One example of this is the computationally expensive use of a set difference operation to detect changes in a 
network’s component set. An alternative implementation could allow for explicit add and remove operations within the 
executive model’s transition functions. However, this would damage the abstraction of structure change being intrinsic to an 
executive model’s change of state. 
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ABSTRACT 
In this article, we study the different ways to develop a multi-paradigm model of a hybrid system. VLE (Virtual Laboratory 
Environment) offers two ways: the DEVS mapping and the DEVS wrapping in order to manage existing models in VLE 
framework. We deal with the wrapping technique which consists in connecting existing simulators models to DEVS 
compliant simulators. Our approach is illustrated with several simple examples: an ordinary differential equations system in 
the case of wrapping and a spatial differential equations system in the case of mapping. The second aim of this article is to 
propose an approach to develop a multimodel of hybrid system in the formal and efficient application programming interface 
of VLE. 

KEYWORDS 
DEVS, Wrapping, Mapping, ODE, PDE, Quantized System, Cell-DEVS 

1. Introduction 
Nowadays, it is recognized that multimodelling is a powerful concept for modelling and simulation of large complex 
systems. At the end of 80's, P.A. Fishwick and B.P. Zeigler [Fishwick 1992] introduced the multimodelling basis concepts. 
One can define multi-models as large models which are composed of different types of models (i.e. different paradigms) 
[Fishwick 1995]. Concepts like refinement and hierarchical composition are basis of multimodelling. The first describes the 
decomposition of one model into several other ones in order to refine the behaviour of the composed model. The last defines 
the opposite process: it is say models aggregation. In this context, a major issue is how to deal with the coupling of 
heterogeneous models. Several works deal with the coupling of heterogeneous models. For a review of concepts and 
techniques, see the book of B.P. Zeigler et al. [Zeigler et al. 2000]. With DEVS, Discrete Event System Specification 
[Zeigler 1976], B.P. Zeigler has provided formal basis for coupled model construction in a network or graph manner. If 
models we want to couple are specified in a unique formalism, it does not appear unsolvable problems, whereas the coupling 
of models which are formally different can lead to several coupling strategies. 

The work presented here takes place in the field of formally heterogeneous models coupling. To tackle this issue, we briefly 
recall concepts like mapping and wrapping. Then we give example of “formal” wrapping and show the feasibility with a 
particular and very simple application. 

1.1. Heterogeneous Models Coupling 
In their book, B.P. Zeigler et al. give formal basis for the specification of multi-formalism models. In the same way, H. 
Vangheluwe proposes a framework for multi-paradigm modelling and simulation [Vangheluwe et al. 2002]. In all those 
works, the DEVS formalism appears as the common denominator for the integration of heterogeneous models. DEVS 
provides two ways for integration of non-DEVS models into DEVS simulator: Mapping and Wrapping: 

Mapping: Mapping concept means to find a total equivalence between an existing formalism and DEVS. We can find an 
example in Jacques and Wainer's works for the mapping of Petri nets into DEVS [Jacques 2002]. 

Wrapping: Wrapping means to build an algorithm that is compatible with DEVS abstract simulators i.e. to develop a 
functional interface between a particular model and a DEVS simulator. 

In this paper, we propose to deal with wrapping. As we have applications in ecology [Duboz 2003], we need to address 
systems complexity. Wrapping seems to be a powerful mean to achieve it. We develop a free and open source platform: VLE, 
available on sourceforge.net website. Initially, VLE only deals with agent based modelling. This platform is now oriented 
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toward the integration of heterogeneous models. Actually, VLE uses the DEVS formalism and abstract simulators [Zeigler et 
al. 2000] for coupling models by integrating the concept of DEVS-Bus [Kim 1996]. VLE provides a framework for 
heterogeneous simulators coupling. Furthermore, VLE integrates XML applications to describe experiments and model 
coupling [Duboz 2002]. VLE is oriented toward the managing of existing models. Figure 2 shows the DEVS-Bus framework 
in the context of VLE.  

We distinguish two layers: the top layer which is in concern with the formal integration and the simulation layer which is in 
concern with abstract simulators integration into DEVS-Bus.  

 

Spatial differential 
equations 

Differential 
equations 

DEVS model Modelling layer 

DEVS 
Wrapper

 

In this article, we discuss the articulation between the modelling and the simulation layer (Figure 2). It means that we address 
the issue of the wrapping of different pre-defined formal models into the VLE framework in order to simulate them.  

In such a wrapping, the main difficulty is in concern with the connection of continuous time models or non timed models 
within the DEVS-Bus framework. Indeed, DEVS specifies discrete events based simulations. It may be difficult to connect 
simulators with another time scheduling or without explicit representation of what is an event. In this paper, we take an 
example with the coupling of a DEVS model with a Petri net and an ordinary differential equations system to illustrate this 
issue. Before presenting our example, we briefly present the formal basis of our works. 

1.2. DEVS and VLE 
A DEVS atomic model is defined as a structure: 

taSYXM ext ,,,,,, int λδδ=  

Where: 

( ){ }pXvInPortspvpX ∈∈= ,, , is the set of input ports and values. 

( ){ }pYvOutPortspvpY ∈∈= ,, , is the set of output ports and values. 

S , is the set of sequential states. 
SS →:intδ , is the internal transition function. 

SXQext →×:δ , is the external transition function. 

YS →:λ , is the output function. 
+ℜ→ 0: Sta , is the time advance function. 

( ){ })(0,, staeSsesQ ≤<∈= ,  

 is the set of total states, Q
  e is the time elapsed since last transition. 

DEVS BUS

DEVS COORDINATOR 

Cell-DEVS + QSS 
Simulation layer 

Figure 2: The use of DEVS-Bus for operational and formal coupling in VLE. 
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A DEVS coupled model defines how to couple atomic models in order to build a new model. The property of closure under 
coupling guaranties that a DEVS coupled model is equivalent to an atomic one in an upper hierarchical level. Hierarchical 
decomposition and modularity are fundamental in the DEVS formalism [Zeigler and al. 2000]. In VLE, as in DEVS, we 
consider that intδ , extδ ¸ λ and  are functions which encapsulate the dynamic and the behaviour of a model. We are 
particularly interested in formalism wrapping. Two questions are addressed: 

ta

1. “How to translate input and output event notions?” 

2. “How to translate, intδ , extδ ¸ λ and ?”. ta

Indeed, if we are able to specify those functions considering a particular formalism, we can connect the associated simulators. 
Into the framework VLE, interaction between simulators and coordinators is given by the five “classical” DEVS functions 
[Zeigler and al. 2000]. 

EventList getOutputFunction(Time currentTime) 

Time getTimeAdvance() 

void init() 

void processInternalEvent(InternalEvent event) 

void processExternalEvent(ExternalEvent event) 

 

1.3. Wrapping 
Input and output events for non-DEVS formalism: If the designed formalism is based on the discrete events concept, it does 
not appear major problems. We just have to check that exchanged events are compatible in term of data type and semantics. 
If there is no notion of input and/or output event in the formalism we want to couple with a DEVS simulator, we need to find 
equivalence for those notions. We can propose various strategies for each formalisms, lets us give an example. What does an 
input or output event “means” for an Ordinary Differential Equation (ODE). In this case, input event can be seen as a 
perturbation on a particular variable of the ODE system. Therefore, the ODE model must incorporate the adequate behaviour 
in order to react in a good manner. For instance, the perturbation can be viewed as the definition of new initial conditions. As 
a consequence, the wrapper has to specify the type of input and output events it can accept. Then, some rules of translation 
(analogy) explicit how the data of the input events are interpreted in the target formalism. 

In a more general way, the exchanged data related to events belong to a mathematical domain (For instance: or ). 
When using a wrapper, this domain is constrained by the formalism encapsulated in the wrapper. If we consider a Coloured 
Petri nets (CPN) [Jensen 1997], we can imagine that attributes of coloured tokens take there values from information shared 
by input events. For outputs events, the wrapper of CPN must translate the arrival of a coloured token in a particular format 
to generate an output event. The rules of translation depend on the context of coupling, i.e. the models which are coupled 
with the wrapper [Quesnel 2005]. 

3ℜ ℜ×ℵ2

DEVS transition functions for non-DEVS formalisms: Transition functions specify the dynamic of state changes. These 
changes are triggered by two functions: the external transition function and the time advance function. Considering non-
DEVS formalism, these functions we want to incorporate in a DEVS model must find an equivalent in the targeted 
formalism. In the case of the external transition function, we have to specify which functions are activated if an external 
event occurs. As the concept of state is specific to formalism, the state changes are described by the formalism. In other 
words, there are no major difficulties. In the case of time advance function, it can be more difficult. Indeed, we are facing the 
definition of time in formalisms. Time can be continuous, discrete or simply missing. In the latter case, the definition of time 
is given in the context of model coupling. The answer is then given by the context of model coupling. 

2. Wrapping and mapping in VLE 
In this section, we describe the shift from classical formalisms to a wrapper based on two examples: an ordinary differential 
equations system and a spatial differential equations system. 
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2.1. ODE Wrapper 
In this section, we develop a wrapper to encapsulate an Ordinary Differential Equation system. The ODE system is resolved 
by the classical 4th order Runge-Kutta integration. This method is used in this paper in order to simplify the presentation. We 
can use any integration method. In VLE, we can deal with any ODE system following the form: 

( )nii
i xxxf

dt
dx ,...,,...,0=  

Where equations are composed with different elements: variables, parameters, functions with parameters, operators (+, −, × 
or ÷) and real constants. The Runge-Kutta integration method can be change by another integration method like quantized 
methods QSS1 or QSS2 [Kofman 2001]. These last methods have the advantage to express with DEVS abstract simulator. 

In the following sections, we discuss on wrapper signification for an ODE system, we define formally ODE Wrapper and we 
show an example. 

2.1.1 Presentation 
First, the equation parameters are initialised at time tmin and they don't change during the system resolution. This parameters 
are useful for us to perform some experiences with just modify their values. 

The system variables can be modified at any moment. These modifications are named perturbation. In this wrapper, we 
define two types of perturbation: additive and reset. The aim of this property is to apply change on current state of model to 
manage incoming events. On each perturbation, the resolution algorithm is restarted (i.e. the perturbation defines new initial 
conditions). 

Considering output event, we borrow an example from combined discrete and continuous formalism DEV&DESS [Zeigler et 
al. 2000]. We consider that output events are generated on thresholds. We distinguish three types of thresholds: a threshold 
on a value, on first derivative and on second derivate. Furthermore, we consider that an output event is generated at each time 
step of resolution of the integration method. 

In the case of output events are generated when a threshold is reached, they are associated with a set of data which are built 
starting from the state of the system. The data types attached with event are specified by the modeller and they can depend on 
others models which are connected with the ODE wrapper. 

After the translation of input and output events, we must define the transition functions. The internal transition function and 
the time advance function are related to the integration time step. At each time step, the state of system changes according to 
a numerical scheme. 

According with the DEVS formalism, the output function is computed just before the internal transition function. In our 
example, the output function must generate an event if a threshold is reached. This computation is made possible thanks to an 
on line estimation of the derivatives. One can formalise this operation using a DEVS model. 

2.1.2 Formal description 
In this part, we formally define the ODE Wrapper: 

OtaSYXM extode ,,,,,,,, int Ω= λδδ  

The set of states S, is define like: 

( )TXXXS ,,,
r
&&

r
&

r
=  

Where: 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

nx

x
X

&

M

&r
&

1

 

With Ω∈ω  set of definitions of thresholds, T  a set of reached thresholds, number of reached 

threshold. 

ℵ∈Ω⊂∈ pTT p ,,ω
( vi ,,, )σαω =  defines of threshold with:  index of variable, i α  type of threshold (constant, derive1 and 
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derive2), { } 0, U−+∈σ . σ represents the direction of variation and  value of variable. v ({ )}ω,pO =  defines the set of 
output port and threshold couple. 

The internal transition is defined: 

( ) ( )TXXXXXX ,,,0,,,int ′′′=/
r
&&

r
&

rr
&&

r
&

r
δ  

Where X
r

′ , X
r
& ′ , X ′

r
&& are estimated variable at next time. We use Range-Kutta integration method to build estimated variables 

from X
r

to X
r

′ , X
r
&  to X

r
& ′  and X

r
&& to X ′

r
&& . But all other integration method can be use. 

( ) ∅=/0,,, XXX
r
&&

r
&

r
λ  

( )( ) ∆=/0,,, XXXta
r
&&

r
&

r
 

With is the integration step. ℜ∈∆
The previous functions show the integration of ODE. The following functions allow the management of events on the 
thresholds i.e. when  ∅≠T

( ) ( )0,,,,,,int /= XXXTXXX
r
&&

r
&

rr
&&

r
&

r
δ  

( ) ( )( ){ }XiithresholdpTXXX ,,,,, =
r
&&

r
&

r
λ  

( )( ) 0,,, =TXXXta
r
&&

r
&

r
 

Where such as i ( ) Tvi ∈= ,,, σαω and ( ) Op ∈ω, . In this article, we generalise the  function if integration 
method don’t use a synchronous method (for instance QSS2 [Kofman 2001]). If we use only a Range-Kutta integration, we 
can produce output events and next state of system in same time. In this case, 

)(Sta

( )( ) ∆=TXXXta ,,,
r
&&

r
&

r
 

The external transition function is: 

( )( ) ( )( )( ) ( )( )
( )( )⎪⎩

⎪
⎨
⎧

=

=+=
resetifTXXXvX
additiveifTXXXvXXvipeTXXXXX

n

ni
niext

α
ααδ

,,,,,,,
,,,,,,,,,,,,,,,,,,,

0

0
0 r

&&
r
&KK

r
&&

r
&KKr

&&
r
&KK  

( )( ) eTXXXta −= σ,,,
r
&&

r
&

r
 

Such as: 

( )( ){ } InPortspvipX ∈= ,,,, α . 

Where X ′
r
&  and X ′

r
&&  are re-initialised. If ∅≠T  then conflict between internal and external event. The modeller must 

determine priority management between internal and external events. σ is the time that rest in current state. This method 
allows system to advance if the wrapper receive external event between two steps. 

2.1.3 Algorithms 
In this part, we describe algorithms written into the ODE Wrapper of VLE framework. For the processInternalEvent 
function, we present only the detection of constant and positive threshold. The others cases are similar. 
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processInternalEvent(internalEvent : Event) 

If T = ∅ Then 
 S’ = S 
 ODE.solveSystem() 

 For each ( ) Ω∈= vi ,,, σαω  Loop 

  If iiii XXS,XSX <<′∈′∈′=+= νασ ,,constant'',  Then { }ω∪= TT  

  ... 
 End Loop 
Else T = ∅ 

∆=σ  
End If 

Two cases for advance time function: the transient state for the generation of output (ta is null) and the state of numerical 
integration. The variable σ is equal to ∆, the integration step, in the majority of case. If an external event occurs then σ is 
decrease with the time elapsed since last transition (e). 

Time getTimeAdvance() 

If T = ∅ Then Return σ  
Else Return 0 
End If 

The output function is active when the set of reached thresholds isn’t empty. The outputs of the model are building from the 
set of threshold and are also only discrete. Contrary to HFS (Heterogeneous Flow Systems – [Barros 2002]) or FSPN (Fluid 
Stochastic Petri Nets – [Kulkarni 1993] [Horton 1998] [Tuffin 2001]), our ODE wrapper didn’t process continuous outputs 
and continuous inputs. The aim of this paper is to show how to build a DEVS wrapper in VLE framework. HFS and FSPN 
are more efficient methods for modelling and simulation of hybrid systems. Our ODE wrapper is more similar to 
DTSS/DESS (Discrete Time System Specification / Differential Equation System Specification [Zeigler 2000]). 

EventList getOutputFunction(currentTime : Time) 

Y = ∅ 
If T ≠ ∅ Then 

 For each ( ) Tvi ∈= ,,, σαω  Loop 

  Y = Y ∪ ( ) ( ){ }OpXp i ∈ω,,  

 End Loop 
End If 
Return Y 

When an external event occurs on a variable of the differential equations system, a discontinuity appears. The derivative and 
the second derivative are undefined. The numerical integration method is reset. 

processExternalEvent(externalEvent : Event) 

Let ( )( )α,,, vipxXx =∈  

If α = additive Then 

 ν+= ii XX  

Else If α = reset Then 

 ν=iX  

End If 

 are undefined ii XX &&& ∀∀ ,
e−= σσ  
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2.1.4 Example 
In this section, we develop an example of model for using ODE wrapper. We construct a toy model simulating the regulation 
of prey and predator population dynamic by an external intervention. All unit and parameters values are arbitrary. 

We just want an illustration of our approach. We first consider a the prey-predator model defined by Lotka-Volterra [Lotka 
1925]: 

dxycy
dt
dY

bxyax
dt
dX

+−=

−=
 

With X the concentration of preys and Y the concentration of predators. Parameters a=0.2, b=0.2, c=0.5 and d=0.5 are 
arbitrary. We use these values in order to obtain a stable equilibrium between preys and predatory. Initial condition are X=1 
and Y=0.1. 

 

⎪
⎩

⎪
⎨

⎧

+−=

−=

dxycy
dt
dY

bxyax
dt
dX

Y 

 

X 

 

The ODE wrapper can receives disturbances from connected model on its input ports. This model send external event to the 
wrapper to decrease X variable by a constant: 1.2. ODE wrapper sends external events when Y variable reaches a constant 
threshold with value 3. The connected model who receives this events, wait 3 events and send an event to decrease X 
variable. 

 

 
Figure 3: This figure shows a discontinuity in the predator concentration evolution. It corresponds to an event of predator 

uptake. At the same date, we can see another discontinuity in the evolution of prey concentration. 
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Figure 4: Oscillation of preys and predator concentration over time. Predator are taking off (-1.2 predators) if the 

concentration reach 3 times the arbitrary units of 3 predators. Taking predator introduce instabilities in the evolution of 
populations. 

2.2. CellQSS mapping in VLE : Spatial Differential Equations 
Another class of differential equations is partial differential equation. For this class, it’s possible to use the previous tool, the 
ODE wrapper but, in this section, we propose another approach: the mapping technique in VLE framework. We will show 
that it is possible to generalize the use of DEVS formalism, Cell-DEVS and QSS with the partial differential equations with 
the derivative. 

In the first part, we present the concept of quantification integrator and an extension of DEVS for cellular automaton. The 
first permits to propose a method to solve an ordinary differential equation. The mainly property of this method is to be 
express into DEVS framework. The second formalism is an extension of DEVS and proposes formalism for spatial process. 
In our case, the partial differential equation, we limit ourselves to the partial derivatives according to the time and the space. 

2.2.1 Brief presentation of quantification integrators 
Parallel to the traditional methods appeared new techniques of numerical resolution of differential equations based on the 
quantification of the output values rather than on the discretization of time. Thus, Kofman proposes in [Kofman 2001] 
[Kofman 2002] through QSS1 and QSS2 two methods of numerical resolution of first order differential equations. For the 
presentation of these two methods, let us consider the following system: 

( ) ( ) ( )( )

( ) ( ) ( )( )⎪
⎩

⎪
⎨

⎧

=

=

txtxftx

txtxftx
S

nnn

ni

,,

,,

1

11

K&

M

K&

 

The global idea is to approximate the functions xi(t) by constant piecewise functions (for QSS1) or of the affine piecewise 
functions (for QSS2) then to encapsulate each xi in an atomic DEVS model. At an instant denoted t, each model has like state 
variable a constant for QSS1 or an affine function for QSS2. Lastly, it's appropriate for the models to compute an internal 
transition when their states move away too much the theoretical curve to integrate. 

2.2.2 Another extension of DEVS: Cell-DEVS 

 

The extension named Cell-DEVS was born from the following observation: many models use discrete spaces and use 
formalisms such as the cellular automata. Wainer and Giambiasi in [Wainer 01] developed Cell-DEVS. This extension must 
be able to describe and simulate models as a multidimensional cellular automata and discrete events. The dynamics of the 
cells is time-lag i.e. that the state of cell will be modified according to the state of its neighbour cells, but it will be known by 
neighbour cells after a certain time. The basic idea is to provide a simple mechanism of definition of the synchronization of 
the cells. As for any proposal for an extension, the authors offer at the same time the extension of the formalism which is 
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summarized with the addition of variables and their semantics, and the abstract simulator. In this paper, we propose a 
simplified structure according to the coupling with QSS formalisms. 

Our Cell-DEVS atomic model is defined as a structure: 

NdtaSIYXM ext ,,,,,,,,,, int σλδδ=  

Where 

X is the set of external input events; 
Y is the set of external output events; 
I is the interface of cell (list of neighbours); 

( ){ IsN iii ∈= }ηη ,  is the state of neighbourhood (it’s a simplification compared to the original version); 
S is the state variables used in each cell without the state of neighbourhood; 
d ∈ R0

+ is the diffusion delay of the state; 
SS →:intδ is the internal transition function; 

SXQext →×:δ  is the external transition function, where Q is the state values defined as: 

( ) ( )[ ]{ }staOedSsesQ ,,, ∈×∈=  
λ: S → Y is the output function; 
ta: S x d → R0

+ ∪ ∞, is the state's duration function. 
 

2.2.3 Integration of QSS into Cell-DEVS 
By applying directly the principle of discretization of space and the transformation into linear system of order 1, it is already 
possible to integrate this kind of equation: 

⎟
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p xxT ∂∂∂ K1  is 

possible. 

Let us show this assertion: let  the discretization of ( )tf i p
p xxT ∂∂∂ K1  then  will depend on 

 and will not depend on differential. Let us 

( )tf i

( ) ( ) K,,,, hxtTxtT − ( ) ( ) 1

1

11 ,,
−

−

− ∂
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=
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n
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and it’s possible to transform to a system: 
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Only ordinary differential equations are defined. Each equation depends on several ODE. In the case of spatial differential 
equation, if the space is discretized then these equations depend on neighbourhood. 

2.2.4 Algorithms 
In this part, we describe algorithms written with VLE framework. Before the description of algorithms, we define some 
variables of DEVS abstract simulator: 

 t : the current time 

 tL : the time of last event 

 tN : the time of next event (tN = tL + ta(S)) 

 e : the time elapsed since last transition 

 σ : the time remaining in the current state (σ = t – tN = ta(S) - e) 

Each variable is indexed by the number of differential equation and by the index of cell. In the following, we omit to indicate 
the index of cell in order to simplify algorithms. 

The internal transition function is identical to that of QSS. Indeed, if no event occurs before σi then the threshold qi is reached 
and the gradient must be revalued. 

processInternalEvent(internalEvent : Event) 

Let i the current differential equation (i. e. 0=iσ ) 

If  Then  Else 0>ix& 1+= ii qq 1−= ii qq  

 

 

qqx ii ∆=
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The advanced time function is very simple. The duration of state without external perturbation is equal to the minimal of time 
to reach a threshold qi. 

Time getTimeAdvance() 

Return minσ  

When the gradient of one or more equations is modified by internal event (i.e. the state is modified), the values of variables 
of the system are posted to neighbour cells from the output function. Each cell has only one output port for the propagation of 
state of cell. 

EventList getOutputFunction(currentTime : Time) 

Y = ∅ 
If state is modified Then 
 V = ∅ 

 For all differential equation fi Loop V = V ∪ { }iX  End Loop 

 Y = Y ∪  
Return Y 

( ){ }Vout,

Two kinds of external event can occurs: one of neighbour cell have changed its state or another model coupled to CellQSS 
model makes a perturbation. In these two cases, the gradient of each function can be modified. So, one must to compute the 
state of system when external event occurs and the gradient function is compute too in order to estimate the new σi. 

processExternalEvent(externalEvent : Event) 

If externalEvent is a change of state of neighbour Then 

 Let , the name of neighbour 
 Let v, the new state of current neighbour 

  where 

Ip ∈

vs p = ( ) Nsp p ∈,  

Else processPerturbation 
For all differential equation fi Loop 

 Let  

 If Then  

  

 If 
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End Loop 

tT
iL =

In case of external perturbation, the gradient of each function is reset and the quantum is updated. 
processPerturbation(externalEvent : Event) 

For all differential equation fi Loop 
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 0=iσ  

End Loop 

0=σ  
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2.2.5 Example 

Let us consider the example of the equation of diffusion of heat on a bar [Fletcher 2000] for illustration of QSS and Cell-
DEVS: 

( ) ( )
2

2 ,,
x

xtTK
t

xtT
∂

∂
=

∂
∂

 

where K is the coefficient of diffusion. 

We make an approximation of T(t,x) by its values in various points of the bar after having chosen a space step x∂ . Denoted 
 these values, the previous equation becomes: ( )tTi

( ) ( )
( )2

11 )(2)(
x

tTtTtTK
t
tT iiii

∆
+−

=
∂

∂ +−  

for all i from 1 to N, using, by example, an approximation of the second derivative in three points.  

One of the traditional approaches (the explicit method, for instance) would now consist to approximating ( ) ttTi ∂∂  by 

( ) ( )( ) ttTttT ii ∆−∆+ . But the equations form at this level a system of first order differential equations in ( )tTi . It is thus 
possible to solve them using a QSS method. 

L L L L 

 

 

3. Discussion and Perspectives 
The first question in this article is how to bring making of VLE wrapper from existing models. Several stages are necessary. 
The first part, we must find in study model, elements like time, states, events etc. Some models like Petri net can make 
problems because time does not exist in basic Petri net structure however time is a principal element of DEVS formalism. In 
this case, time must be recreated in the formalism in order to satisfy DEVS functions [Quesnel 2005]. 

Second stage is to define state of model. State  is an important element. The state can be accompanied of DEVS formalism 
elements. After state, we must define an internal transition function 

S
intδ who allows changing state. An external transition 

function extδ can be defined to manage external events. We must attach each element to its DEVS function. Lastly, we must 
find in the model how an input event could come to disturb the current state. 

This paper is a first step toward the integration of complex model such as multi-paradigm systems. If we consider pre-
existing models which are not formalised, Wrapping techniques can be very useful to permits there reusability 

In section 2, we defined two DEVS models used in VLE framework to model continuous systems. First, we use wrapping 
technique to develop a wrapper to an ODE formalism based on Runge Kutta integration method. Second, we develop a model 
based on mapping method to perform coupling between a cell automata, CellDEVS, and an ODE system, QSS, to build 
spatialized equation systems. 

With these models, we offer to model continuous and discrete models. However, is VLE framework providing tools and 
models to build hybrid systems? 

Hybrid systems are defined as systems using both continuous and discrete behaviour. Differential equations are used for 
representing continuous system, discrete event for discontinuities. There is some works on this type of systems like the Fluid 
Stochastic Petri Nets (FSPNs) defined by V.G. Kulkarni and K.S Trivedi [Horton Kulkarni 1998]. In this type of Petri net, 
some features are different from traditional Petri net. 

• The tokens transport continuous variables. 

out 
R 

out 
R 

out out out 
R R 

Blaise Pascal University, France 292 © OICMS 2005



• Two type of transition exist: 

o Stochastic: Transitions are fired after a random timed. 

o Classical but with condition: Transitions are fired fallow some conditions. The Conditions are function of 
continuous variables on tokens. 

In next section, we study the implementation possibilities, in VLE framework, of hybrid system. We explain the 
Heterogeneous Flow System Specification (HFSS) defined by F.J. Barros [Barros 2002] and its potential integration in VLE. 

The HFSS is a paradigm for simulating hybrid systems. HFSS is based on DEVS formalism and provides discrete and 
continuous input and output ports, a set of states, a transition function which depends on discrete and continuous inputs.  

HFFS is defined by: 

( )λδτρ ,,,,,,,, 0 cqSYXHFSS Λ=  

Where: 

dc XXX ×= is the of input flow values, the set of continuous input flow values, the set of discrete input 
flow values. 

cX dX

dc YYY ×= is the of output flow values, the set of continuous output flow values, the set of discrete output 
flow values. 

cY dY

S is the set of partial states. 

+ℜ→ 0: Sρ is the time to input function. 
+ℜ→ 0: Sτ is the time to output function. 

( ) Qesq ∈= 000 , is the initial state, with e is the time to transition function. 

( ) SXXQ dc →×× /0:δ is the transition function 

HFSS entries are continuous or discrete. Continuous input ports, using sampling, have an influence on continuous system. 
Discrete inputs can change the state of HFSS model. HFSS uses threshold to build discrete outputs and continuous output 
ports. The fundamental idea of HFSS paradigm is the discrete entries cause change of state on system and thus cause change 
between differential functions. 

HFSS seems to be a technique to develop efficient hybrid systems in speed building and simulation. HFSS uses optimisation 
in simulator to increase simulation. However, the main critical remark for us is the incompatibility with DEVS formalism 
used in VLE framework. In DEVS we need two transition functions: an internal and an external to make models compliant 
with DEVS abstract simulator. 

An alternative to HFSS i.e., to allow creation of hybrid systems and to create an equivalent to HFSS, is to use the GDEVS 
(Generalized Discrete Event Specification formalism [Giambiasi et al. 2000]). It’s a compliant DEVS models that uses 
polynomials of arbitrary degree to represent the piecewise input-output trajectories of a discrete event model instead of 
DEVS who approximates the input, output, and state trajectories through piecewise constant segments. The input ports can 
change a coefficient to change state of continuous variables. A coefficient event is considered as an instantaneous event. The 
GDEVS model provides to VLE framework new methods to develop hybrid systems and a good replacement to HFSS. 
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ABSTRACT 
The creation of a simulation model, like the creation of any software product, is guided by principles and procedures that 
have been reasonably well established within the software engineering community. In the context of a simulation, we need to 
be able to characterize the dynamic behavior of the system, and such characterization should be expressed in a format that is 
as clear and unambiguous as possible. Wherever feasible, formal approaches should be used. One of these formal techniques, 
the DEVS formalism, has gained popularity in recent years. Although some efforts have been dedicated to the Validation and 
Verification (V&V) of DEVS models, this is an open research area with interesting opportunities for application of advanced 
software engineering techniques. Indeed, it appears that thanks to the characteristics of DEVS models and the fact that DEVS 
models can be executed (e.g., the CD++ toolkit allows the use of DEVS and Cell-DEVS formalisms) well-known software 
testing techniques are worth investigating for the V&V of DEVS models. In this article, we show these similarities and 
discuss open research paths in the field of DEVS modeling Verification and Validation by means of testing. 

KEYWORDS 
DEVS, Cell-DEVS, CD++, Verification & Validation, Testing 

1. Introduction 
In recent years, several efforts have been devoted to define modeling paradigms, improving the analysis of complex dynamic 
systems through simulation. The creation of a simulation model, like the creation of any software product, is guided by 
principles and procedures that have been reasonably well established within the software engineering community. A key 
prerequisite is the specification of a set of requirements, which, in a simulation context, means the characterization of the 
dynamic behavior of the System of Interest (SoI). It is essential that this characterization be expressed in a format that is as 
clear and unambiguous as possible. Wherever feasible, formal approaches should be used: e.g., Petri nets, Bond Graphs, 
Partial/Ordinary Differential Equations, etc. A formalism that gained popularity in recent years is called DEVS (Discrete 
Event systems Specification). It allows modular description of models that can be integrated using a hierarchical approach 
[Zeigler et al. 2000]. Different environments have been built to support modeling and simulation of discrete-event systems 
using DEVS, and a current effort is trying to standardize modeling environments [DEVSTD 2004]. One of them, the CD++ 
toolkit [Wainer 2002], allows the use of DEVS and Cell-DEVS [Wainer and Giambiasi 2001] formalisms. CD++ provides 
both graphical and programmatic (C++) ways of building simulation models [Christen et al. 2004]. 

 

Specification of the SoI:
Requirements

Conceptual Model:
Description of the SoI’s behavior

(e.g., with DEVS)

Simulation Model
(e.g., with CD++)refinement

 
Figure 1 Deriving a simulation model: Life cycle  

 

These activities can be organized in a life cycle (Figure 1), which begins with the definition of the requirements and follows 
with the definition of the conceptual and simulation models. As any software life cycle, this process is cyclic, allowing 
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refinement. Reasons for refinement include but are not limited to: changes to the level of granularity of the model to better 
address the goals of the simulation, modification and maintenance of the model(s) to fix defects.  

Validation and Verification (V&V) of these different steps has already been identified as paramount for users of such 
technology [Sargent 2000]. A simulation model can be useful and effective only to the extent that there is enough confidence 
in the results which it generates. Validation is concerned with the fundamental issue of whether or not the simulation model 
is an acceptable representation of the SoI, when viewed from the perspective of the stated goals of the intended simulation 
study. Typically, the question to be answered is: “Are we simulating, or have we simulated, the right system?” As the 
simulation model is an evolution of the conceptual model (together with aspects of the requirements specification), it follows 
that the validation process needs to focus on the conceptual model. On the other hand, Verification is concerned with the 
transformation of the conceptual model into a simulation model. Here, the question one tries to answer is: “Are we 
simulating, or have we simulated, the system right?”  

V&V activities do not constitute a particular phase of the life cycle, but are an integral part of it, and Validation and 
Verification (V&V) techniques have to be used throughout this life cycle. V&V activities must be as systematic as possible 
and must be documented correctly to increase our confidence into simulation results.  

Testing, that is the execution of a system with actual values (as opposed to symbolic execution) is one well known technique, 
among others, that has been used to verify and validate software systems. Given that simulation models such as DEVS 
models have the interesting property of being “executable” (thanks to environments such as CD++) we are interested in using 
(possibly adapting) traditional software testing techniques to perform V&V of discrete-event models based on the DEVS 
formalism.  

A first attempt at adding V&V capabilities to CD++ by means of testing was described in [Wainer et al. 2002], where a 
specific infrastructure for the execution of test cases on DEVS models is described. Specifically, test case data provided by 
the tester is translated into a DEVS model (a DEVS Generator model) that represents a component of an Experimental 
Framework created for testing purposes, and it is connected to the model under test to generate test input(s). Another DEVS 
model (called the Transducer) is created to collect the output(s) of the model under test and verify whether they correspond 
to the expected ones, i.e., whether there is a failure. Experiments did show that such infrastructure could indeed help the 
designer to find defects in the model(s).  

Although these facilities provide basic infrastructure to carry out the tests, a systematic approach for the derivation of test 
cases is required: we want to trust the simulation models. Shortcomings uncovered during the execution of the simulation 
model imply either shortcomings in the requirements specification or shortcomings in the verification process. In order to 
ensure trust, we need to address different issues: How has this been achieved? What was the testing strategy followed? (if 
any) Are the results simply empirical evidence? Are there any measures of code coverage when executing a set of models 
(benchmarks?).  

In this article, we address some of these questions, and provide general ideas on how to solve them in the long term, showing 
some open research questions and possible solution paths. Very recent efforts [Traoré and Zeigler, 2004] tried to formalize 
the concepts of Experimental Frameworks and their relationship with DEVS models. A discussion about the relation between 
these two efforts is outside the scope of this paper, and it could be addressed in future work. In our particular case, we are not 
focused on the formalization of the Experimental Framework concept, nor in the meta-modeling methods involved. Instead, 
we want to explore new techniques to incorporate automated testing facilities that are well-known in the Software 
Engineering community to the testing framework based on Experimental Framework originally presented in [Wainer et al. 
2002]. 

In the following sections, we shortly describe the DEVS formalism and discuss some basic facilities already built into the 
CD++ toolkit (Section  2), and introduce some software testing terminology (Section  3). We then discuss how traditional 
software testing techniques pertain to the V&V of simulation models described in DEVS (Section  4). Conclusions are drawn 
in Section  5. 

2. The DEVS formalism and CD++ 
The DEVS formalism was originally defined in the '70s as a discrete-event modeling specification mechanism. It is a systems 
theoretical approach that allows the definitions of hierarchical modular models that can be easily reused [Zeigler et al. 2000]. 
A real system modeled with DEVS is described as a composite of submodels, each of them being behavioral (atomic) or 
structural (coupled). Each model is defined by a time base, inputs, states, outputs and functions to compute the next states and 
outputs. It has been proved that DEVS models are closed under coupling, that is, when observing the I/O trajectories of a 
given atomic model, we can always find a coupled model that is semantically equivalent, although having different structure. 
This allows coupled models to be integrated to a model hierarchy, allowing model reuse. As a result, the security of the 
simulations is enhanced, testing time reduced, and productivity improved.  
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A DEVS atomic model is formally described by: 

M = < X, S, Y, δint, δext, λ, ta > 

Each atomic model can be seen as having an interface consisting of input (X) and output (Y) ports to communicate with other 
models. Every state (S) in the model is associated with a time advance (ta) function, which determines the duration of the 
state. Once the time assigned to the state is consumed, an internal transition is triggered. At that moment, the model execution 
results are spread through the model’s output ports by activating an output function (λ). Then, an internal transition function 
(δint) is fired, producing a local state change. Input external events (those events received from other models) are collected in 
the input ports. An external transition function (δext) specifies how to react to those inputs, using the current state (S), the 
elapsed time since the last event (e) and the input value (X). 

  
x   

  

s' = δ ext  (s,  e,  x) 

s s' = δ int (s) 

y 

λ  (s) 

ta(s) 

 
Figure 2. Informal description of an atomic model. 

A DEVS coupled model is composed of several atomic or coupled submodels. They are formally defined as: 

CM = < X, Y, D, {Mi}, {Ii}, {Zij} > 

Coupled models are defined as a set of basic components (D), which are interconnected through the model's interfaces (X, Y). 
The translation function (Zij) is in charge of converting the outputs of a model into inputs for the others. To do so, an index of 
influencees is created for each model (Ii). This index defines that the outputs of the model Mi are connected to inputs in the 
model Mj, where j is an element of Ii.  

CD++ is a modeling and simulation tool that implements DEVS and Cell-DEVS theories. It allows to define models 
according to the specifications introduced in the previous section [Wainer 2002]. A set of independent applications related 
with the tool allows the user to have a complete toolkit to be applied in the development of simulation models.  

The tool is built as a hierarchy of models, each of them related with a simulation entity. Atomic models can be described 
simply graphically or programmed in C++. CD++ provides a framework of CD++ classes with that purpose. A specification 
language allows to define the model's coupling, including the initial values and external events. Graph-based notations have 
the advantage of allowing the user to think about the problem in a more abstract way. Therefore, we have used an extended 
graphical notation to allow the user define atomic models behavior [Christen et al. 2004], based on the DEVS-graphs notation 
suggested in [Zeigler et al. 1996]. On the other hand, C++ classes increase flexibility, e.g., to define complex output 
functions. Figure 3 (a) represents a simple model using all the constructions available for the DEVS Graph notation in CD++. 

Each state is represented by a bubble including an identifier and the duration for the state (TL). This specification allows 
defining the pair (state, duration) associated with internal transition functions. For instance, Figure 3 (a) shows a state called 
"Start", whose duration is 4 time units. Each model includes an interface with input/output ports, represented as arrowheads 
associated to a model definition. Internal transition functions are represented by arrows connecting two states. Each of them 
can be associated to pairs of ports with values (p,v) corresponding to the output function. The syntax for the output function 
values is p!v. For instance, the model in the figure represents a state change from Process to Finish after 10 time units. In 
that moment, the output function will execute, sending the value 1 through the port out. External transition functions are 
represented graphically by a dashed arrow connecting two states. The notation used to represent ports and expected values is 
similar to the one used for external transition, but replacing the exclamation mark by a question mark: p?v [ti..tf]. 
Here, p and v represent the input port for the event and the value needed to trigger the associated input behavior, while 
ti..tf represent the initial and final expected external event times for the external transitions. These values represent the 
elapsed time value, as the external transitions can produce different state changes according to the elapsed time when an 
external event arrives. The model in Figure 3 (a) can be formally defined as illustrated in Figure 3 (b). 

Blaise Pascal University, France 297 © OICMS 2005



 

Start
TL=4

Process
TL=10

Finish
TL=7

in?4 [1..3]

in?2 [2..5]

out!1

out!6

in:integer

out:integer  

Server = < X, S, Y, δint, δext, λ, ta > 

 

X = { in / in ∈ Z };  

Y = { out / out ∈ Z }; 

S = { Start, Process, Finish }; 

δint (Process) = Finish, δint (Finish) = Start; 

δext (Start, e, in) = { i = = 4  &&  1 ≤ e ≤ 3 } ? 
⇒ Process,  

δext (Finish, e, in) = { i = = 2  &&  2 ≤ e ≤ 5 } ? 
⇒ Process 

λ(Finish) = (out = 6),  λ(Process) = (out = 1);  

ta (Start) = 4, ta (Process) = 10, ta (Finish) = 7. 

[Server] 
in: in 
out: out 
state: Start Process Finish 
int: Process Finish out!1 
int: Finish Start out!6 
ext: Start Process  in 4 [1..3] 
ext: Finish Process in 2 [2..5] 
Start: 4 
Process: 10 
Finish: 7 

(a) (b) (c) 
Figure 3. Definition of an atomic model 

CD++ defines an analytical notation for DEVS graphs, which can be executed by a model’s interpreter. Figure 3 (c) shows 
the analytical specification for the model presented earlier in Figure 3 (a): Four lines (starting in “int:” or “ext:”) define the 
state changes according to internal and external transition functions.  

• After each atomic model is defined, they can be combined into a multicomponent model. Coupled models are defined 
using a specification language specially defined with this purpose. The language was built following the formal 
definitions for DEVS coupled models.  

 
Figure 4. Analytical definition of Figure 3 (a) in CD++. 

3. Software Testing Terminology 
When testing a software system, the tester usually builds a model representing the software. The model can represent the 
structure of the software (e.g., the control flow graph of a procedure), in which case the testing technique is called white-box 
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(or structural), or its behavior (e.g., a finite state machine) in which case the technique is called black-box (or functional) 
[Beizer 1990]. A criterion is then selected among a set of possible criteria to drive the construction of test cases from the 
model. A criterion usually indicates how much the elements of the model should be exercised (we say covered) by the test set 
composed of test cases. The coverage ratio of a test set is the proportion of the elements of the model that are covered by the 
test set. A tester usually tries to achieve a 100% coverage ratio, in which case the test set is said to be adequate for the 
selected criterion. A typical criterion for the control flow graph and finite state machine models are the all-statements and all-
transitions criteria, respectively [Beizer 1990, Binder 1999]. The decision of choosing a specific criterion rather than another 
can be driven by the so called subsumes relationship between criteria [Binder 1999]: We say that criterion C1 subsumes 
criterion C2 when, for every program, any adequate test set for C1 is also adequate for C2. For instance, in the context of a 
state machine, the all transitions criterion (requiring that all the transitions be exercised) subsumes the all states criterion, 
since whenever a test set covers all the transitions, it also covers all the states. It is then possible to establish a subsumes 
hierarchy, that is to analytically compare criteria. A subsumes hierarchy usually indicates that some criteria are more 
expansive (e.g., in terms of number of test cases in an adequate test set) than others. However, it is not informative as to 
whether one criterion is more effective at finding faults than another, even when the former subsumes the latter. 

A typical testing infrastructure entails the system under test, a driver in charge of executing the test cases1 (it drives the tests), 
and stubs simulating the behavior of any software or hardware device that is not yet available (e.g., not yet developed) during 
the testing campaign. In the end, the tester needs a mechanism to decide whether a test case has passed or not. In the latter 
case, the test case has revealed a failure. This mechanism is known as the test oracle, and it is usually assumed that the tester 
is able to build one: This is known as the oracle assumption [Howden 1987]. An oracle requires (1) a mechanism to compute 
the expected value of a test case execution from the specifics of the test case, and (2) a mechanism to compare the actual 
result with the expected one [Beizer 1990, Binder 1999]. Unfortunately, building an oracle is rarely an easy task. It may even 
be impossible to build an oracle at reasonable costs (i.e., a cost that is lower than the cost of building the system under test): 
This violates the oracle assumption. When this happens, alternatives have to be found [Weyuker 1982] (e.g., partial oracle 
that only checks that the output is within range). 

One advantage of testing, which likely explains that this has been the main software V&V technique used in practice, is that 
it does imply the execution of the software system under test. A major drawback, though, is that one can prove the presence 
of bugs but never their absence with testing techniques [Dijkstra 1972]. It is then paramount to be systematic when testing 
(thus the use of criteria) in order to increase our (tester, user) confidence in the system. Such a use of a model and associated 
criterion is indeed encouraged and required for the certification of specific software systems (e.g., avionics systems [RTCA 
1992]). 

4. Verification and Validation of DEVS Models: Techniques and Issues 
When one wants to model and simulate a discrete event system, a possible approach is to model the system using the DEVS 
formalism [Zeigler et al. 2000] and simulate it using the CD++ toolkit [Wainer 2002], as described in Section  2, and 
illustrated by the left swimlane in the UML activity diagram [Booch et al. 1999] of Figure 5 (also referred to as Figure 5(a)). 
The DEVS model is defined and the CD++ toolkit is used to produce Simulation results. If one wants to perform V&V 
activities for the discrete event system, several questions have to find an answer, following the terminology introduced in 
Section  3 (see Figure 5(b)): What model and associated criteria to be used (Section  4.1); What are the specifics of the testing 
infrastructure (Section  4.2); How to address the oracle problem in our specific context (Section  4.3); What additional issues 
can be considered (Section  0). In this section, we intend to describe existing testing strategies that pertain to these aspects in 
the context of the verification and validation of DEVS models. 

                                                           
1 Note that this may require that the system under test possess (or be extended by) mechanisms to control and observe it (e.g., set it state, 
observe its outputs) [Binder 1999]. These mechanisms are usually used by the test driver. 
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CD++ tookit

DEVS model

Simulation result

Selecting a Criterion
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Define Test Cases

Test Case (model)

Expected Result

 
 (a) (b) 

Figure 5 Modeling & Simulation (a) and Verification & Validation (b) activities 

4.1. Model(s) and Associated Criteria 
First, the model to be used to derive test cases is obviously the DEVS model that one is interested in validating/verifying. 
There likely exist a number of testing criteria that can be defined for DEVS models and it is important to decide which ones 
are pertinent (Section  4.1.1). Additionally, there exist two orthogonal black-box testing strategies (i.e., they can likely be 
combined with criteria identified in Section  4.1.1) that also seem to pertain to our context, namely testing from Boolean 
expressions and Category-Partition (Section  4.1.2). 

4.1.1 Finite State Machines and Extensions 
Since the DEVS models we want to validate and verify are based on the notation presented in Figure 3, which is essentially 
based on communicating finite state machines, it is paramount to investigate whether existing techniques for testing 
(extended) finite state machines or communicating finite state machines [Lee and Yannakakis 1996] can be used directly or 
should be adapted. Several directions for further investigations can be identified. 

First, to what extent DEVS-like finite state machines have the appropriate characteristics to allow the use of the so called W-
method [Chow 1978], that has been widely used in the telecom domain for protocol testing. The W-method requires the 
construction of a transition tree, for instance using a breadth-first or depth-first traversal of the finite-state machine. In the 
example state machine (DEVS model) in Figure 3(a), a breadth-first traversal2 would lead to a tree with two paths: Start-
in-Process-in-Finish-in-Process and Start-in-Process-in-Finish-out-Start, where the notation used to 
specify a tree path is a sequence of pairs state-event. The W-method then consists of two steps: The first one traverses the 
transition tree so that each path in that tree be covered by the test cases (this is the criterion), and the second one appends a 
state identification sequence (also known as characterization sequence) to each transition tree sequence (i.e., test case) in 
order to check the state that was reached. The characterization sequence is an input sequence that can distinguish between the 
behavior of every pair of states by simply observing the output(s) of the state machine. In other words, the output(s) produced 
by the finite state machine in response to the characterization sequence is unique to the states. The successful identification of 
the characterization sequence depends on the characteristics of the state machine (the interested reader is referred to [Chow 
1978] for further details). Other similar techniques for state based testing from finite state machines exist (e.g., [Lee and 
Yannakakis 1996]), but they all test the same sequences (from the tree) and only differ with respect to the sequence added for 
the state identification problem. Note that the W-method, thanks to the characterization sequence, elegantly solves the oracle 
problem with respect to verifying the state reached at the end of a test case: One simply executes the characterization 

                                                           
2 Using as a stopping criterion for the traversal the one suggested in [Chow 1978]: we stop traversing when a node in the tree corresponds 
to a state that is already present elsewhere in the tree. 
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sequence, and uniquely identifies the state reached at the end of the test case by simply observing the output(s); There is no 
need to add controllability and observability mechanisms to the system under test, which can really be considered as a black-
box.  

These strategies do not account for the timing aspects in DEVS models. Authors have thus extended the W-method for 
testing real-time systems, when the software behavior is specified as a timed input output automaton (TIOA) [En-Nouaary et 
al. 2002]. Such an automaton specifies behavior in terms of input and output actions that the machine receives from and 
sends to the environment, states (including an initial state), clocks and transitions. The TIOA formalism does have interesting 
similarities with DEVS formalism, although the mapping is not immediate, and some work has been done in finding 
equivalences between the two formalisms [Giambiasi et al. 2003]. Given that the Timed Wp-method seems to be applicable 
to communicating TIOA, it is thus worth investigating to what extent the Timed Wp-method can be applied (or adapted) to 
DEVS models. 

Note that in a situation where the state-based behavior is not fully specified in the state machine (the DEVS model), it is 
necessary to complement any criterion explicitly based on the state-based behavior with the test of so-called sneak paths 
[Binder 1999]. For instance, it may happen that the response of a state to a specific event is not specified in the state machine, 
thus stating that the event is simply ignored (this is for instance a common practice when specifying UML statecharts). In 
such a situation, one would want to verify that when the system executes, is in that given state, and receives the specific 
event, the event is indeed ignored. If test cases are only derived from the behavior specified in the state machine (e.g., using a 
transition tree), this sneak path will not be exercised. 

Last, in order to give insight to the DEVS designer/tester as to which criterion to use in a particular context, the identified 
criteria will have to be evaluated: see Section  4.4. 

4.1.2 Boolean expressions and Category-Partition 
Since, as pointed out in [Wainer et al. 2002] complex cellular models can be defined thanks to Boolean, relational and 
arithmetic operators, it seems clear that existing techniques for testing Boolean predicate expressions are relevant [Ammann 
et al. 2003, Weyuker 1994]. Different strategies to derive test cases from a Boolean formula exist (the interested reader is 
referred to [Ammann et al. 2003, Weyuker 1994] for details) and some are more cost-effective than others (i.e., less test cases 
and more fault detection capabilities). If a DEVS model involves complicated Boolean expressions, it will be necessary to 
complement the state-based criteria with such Boolean expression criteria. Similar combinations between Boolean expression 
testing and state-based testing criteria have been already suggested for UML statecharts [Offutt and Abdurazik 1999]. 

Another functional testing strategy that could be considered is Category-Partition [Ostrand and Balcer 1988]. It is the most 
well known extension of input domain partitioning and boundary value analysis3 [Myers 1979]. The specification (e.g., a 
DEVS model) is decomposed into functional units to be tested independently (e.g., system operations or class public 
operations, depending on the context of application). Then, parameters and environment conditions affecting the function’s 
behavior are identified. Categories for such parameters and conditions are defined such that they trigger a different behavior 
of the functionality, and are chosen to maximize the chances of finding errors. A category can be seen as a major property of 
the parameter or condition. Then, each category is partitioned into a series of distinct choices, i.e., partition classes, including 
all the possible values for the category. The set of categories and choices constitute the test specification from which it is 
possible to derive the test frames, that is a template to derive test cases. Each test frame is composed of a set of choices from 
all the categories, where each category contributes with, at most, one choice. Possible interaction among different choices 
belonging to different categories can be annotated in the test specification as constraints. A constraint indicates, for instance, 
that a choice belonging to a category cannot appear in the same test frame of another choice belonging to another category. 
This allows testers to reduce the number of possible test cases. Work has already investigated, with success, the combination 
of state-based criteria for UML statecharts and Category-Partition [Briand et al. 2004c]. 

Since there is evidence that traditional state-based criteria can be efficiently combined with Boolean expression testing or 
Category-Partition testing, it seems worth investigating the combination of state-based criteria for DEVS models (e.g., an 
adapted Wp-method) and those two black-box techniques. Again, an evaluation of the different strategies will be required, 
especially considering that in the case of combining state-based criteria with Boolean expression testing, initial empirical 
investigation showed the resulting combined criterion to have a low cost-effectiveness compared to other criteria (e.g., the 
W-method) [Briand et al. 2004a].  

                                                           
3 A common approach to generating test cases from functional specifications is to partition the input domain of the function/method being 
tested into equivalent classes, and then to select an input for each class of the partition (and at the boundaries of the partitions), according to 
the principle that all elements belonging to an equivalence class are interchangeable for testing purposes. 
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4.2. Testing Infrastructure 
Regardless of the selected criterion, testing data for a DEVS model will entail: (1) a sequence of inputs (possibly sent to 
different ports) to the model under test, as well as (2) delays between the inputs. For instance, referring to the model in Figure 
3 (a), a test case could be: supposing the model is in the Start state, send the input value 4 at time 2 through port in, wait for 
13 time units, and send an input with value 2 through the input port in. As a result, we expect the model should go from Start 
to Process at time 2, produce an output of the value 1 through the output port out and change to Finish at time 12, and then be 
back to Process at time 13.  

It is then clear that such a test case can itself be modeled using the DEVS formalism, as illustrated in Figure 6. Similarly, a 
DEVS model could be in charge of collecting the outputs of the DEVS model under test, and play the role of the oracle, i.e., 
directly report on failures if erroneous data are received on correct data are not received in time. Such a strategy has already 
been experimented with [Wainer et al. 2002]. Note that it may be necessary to add output ports to the model under test (and 
perhaps input ports too) to observe (and control) the behavior of the model under test. This will especially required if, 
because of the specifics of the model, we cannot find a characterization sequence (recall Section  4.1.1). 

Start
TL=2 FinishIntermediate

TL=13
out!4 out!2

out: Integer  
Figure 6 A test case for Figure 3(a) as an DEVS model 

In terms of test scaffolding, that is test infrastructure, no stub seems to be required for the verification and validation of a 
DEVS model. CD++ can serve as the core of the testing infrastructure. Any other DEVS model simulator would do too. Note 
however that it is important that the simulator be able to execute without the user inputs (i.e., in a batch mode): we do not 
want the tester to stand by the computer while hundreds of test cases execute. Thanks to such environment, test cases 
generated according to the selected criterion can be transformed into a DEVS model that is connected to the input(s) of the 
model under test as discussed above.  

4.3. Oracle 
The oracle problem is acute in such V&V activities as in any other complex V&V activity (e.g., software), and there is no 
general solution: can the expected output be described (or computed) simply from the specifics of a test case or do we have to 
resort to the expertise of the modeler or any other expert in the problem at hand? Is it always possible to describe the correct 
result of the simulation as a formula or perhaps a DEVS model? The modeler (or expert) may not know the correct answer, 
and this might be the reason why s/he is performing a simulation. It is well known in the simulation community that 
interpreting simulation results is not an easy task, even for an expert. Nonetheless, there might exist simple cases for which 
the expected output is known, although the modeler is really interested in more complicated cases (e.g., longer runs): the 
model can then be tested against those simple cases and results can be extrapolated for the more complicated ones. If two 
different models can be built for the same problem, they can be used to test each other. (This is known as having a partial 
oracle). Executing a test case on each of them should produce the same result. The reader is referred to [Weyuker 1982] for a 
discussion on these alternative solutions to the oracle problem in the context of software testing. It is worth noting that as the 
complexity of the model under test increases, we can expect any interesting criterion (e.g., a cost-effective one) to produce a 
large number of test cases and it does not seem reasonable to ask the modeler or expert to look at them all and decide whether 
the outputs are correct. The tester should then strive for an oracle (even partial) as automated as possible. 

An elegant solution to the oracle problem in a state-based context is the W-method, or its extensions, already introduced in 
Section  4.1.1. Recall that when the state machine has the right characteristics [Chow 1978] it is possible to use a 
characterization sequence to uniquely identify the state reached at the end of a test case. When possible, this simply 
eliminates the need to build an expensive oracle for the verification of the state reached. (Note that we still need an oracle to 
evaluate the outputs). However, as in the context of finite state machines for which the W-method can be applied, the 
machine may not possess those interesting characteristics. The W-method, i.e., the construction of test cases by traversing the 
stat machine, can still be used. It is the second part of the technique that cannot. 

Another alternative to building expensive oracles has recently been suggested in the context of software testing. Contract, for 
instance defined according to the Design by Contract approach [Meyer 1997], can be transformed into code statements 
(called assertions), that are eventually inserted in the source code under test. Such assertions have been shown to be 
reasonable substitute for oracles [Briand et al. 2003], thus solving the oracle problem, and some work has already shown that 
contracts defined in OCL (in the context of UML) can be automatically instrumented in a Java implementation [Briand et al. 
2004b]. Then, there is no need to build an oracle, which as we have seen before is not an easy task, and simply rely on the 
assertions to reveal failures. Choosing between oracles and assertions is a decision that can be driven for instance on the level 

Blaise Pascal University, France 302 © OICMS 2005



of confidence we would like to have in the simulation results. Indeed, those assertions are only reasonable substitute as 
experiments have shown that some faults, which are revealed by oracles are missed by assertions [Briand et al. 2003]. This 
seems an interesting avenue for further research though, especially since CD++ allows the designer to create C++ classes to 
describe complex behavior, i.e., to write code in addition to build a model, and combine the C++ classes with a DEVS model. 

4.4. Other Considerations 
Note that once a set of test cases have been identified when using a given criterion, such as the two examples described in 
Section  4.1.1 for the model in Figure 3(a), one issue still remains: How to identify real inputs (values for input ports and 
delays) for the DEVS model in order to exercise the set cases. For instance, what is a possible set of inputs to the DEVS 
model in Figure 3(a) that would trigger test case Start-in-Process-in-Finish-in-Process? As discussed previously, 
the following would do: send input 4 at time 2, wait during 12 time units, send input 2 after 1 time unit. Identifying actual 
input values to trigger a test case (i.e., a path in a model) is a well known issue in the software testing community, referred to 
as path sensitization [Beizer 1990], that often does not find an obvious answer: it is an un-decidable problem; no algorithm 
can solve this problem in all cases. People have thus investigated the use of heuristics techniques such as Genetic Algorithms 
(e.g., [Tracey et al. 1998]) . 

In a standard process, when a modeler tests a DEVS model and results show failures, the model undergoes changes and the 
changed model should pass through a testing procedure too. One of the objectives is to verify that the changes haven’t 
introduced new problems and this testing activity is known as regression testing. Regression testing techniques have been 
applied to procedural and object-oriented software as well as spread-sheets [Fisher II et al. 2002, Rothermel and Harrold 
1997, Rothermel et al. 2000] and it will be interesting to see how they can be applied (or adapted) to DEVS models. 

CD++ provides two main working approaches, as discussed in Section  2. The principles discussed so far apply to both 
approaches. In the case where the model is directly implemented in C++, additional strategies can be considered. First, the 
tester will be interested in structural coverage of the C++ source code [Beydeda et al. 2001, Binder 1999]. It is indeed usually 
admitted that functional and structural approaches are complimentary.  

Another issue is that applying those testing techniques for the V&V of DEVS models assumes that the DEVS model 
simulator is trustworthy. How is this achieved is another challenge which seems to be similar to testing compilers 
[Boujarwah and Saleh 1997]. So far, given that the simulation engines are built using DEVS abstract simulation concepts 
[Zeigler et al. 2000], and that tool users did not report many problems related to the simulation engines4, users have enough 
confidence in the simulation results. The strategy that has been adopted so far for the CD++ toolkit is to resort to a number of 
benchmarks models of varying complexities (which is very similar to compiler testing). Such a strategy may become an issue 
if DEVS models and CD++ are used to specify safety critical systems, such as an airborne system. Indeed, in such cases, not 
only users have to be convinced that the simulation results are trustworthy, but international certification organizations have 
to be convinced too. For specific such systems the tools used to develop them (in our case CD++) must be certified at the 
same level or criticality as the built system, and this requires a lot of effort [RTCA 1992]. 

Last, there is an increasingly stringent call for experimental evaluation of testing criteria. On the one hand, it may seem that if 
criterion C1 subsumes criterion C2, then a C1 adequate test set is guaranteed to find more faults than a C2 adequate test set 
for every program. This is unfortunately not true: there exist programs for which a C2 adequate test set finds more faults than 
a C1 adequate test set although C1 subsumes C2 [Frankl and Weiss 1993]. The analytical comparison of criteria (i.e., the 
subsumes hierarchy) is not sufficient and we have to resort to experimentations. For instance, it has been shown that the 
strategy suggested in [Chow 1978] for finite state machines and adapted by Binder to UML statecharts [Binder 1999] does 
not necessarily lead to interesting test sets [Briand et al. 2004a]. Similarly, combining state based criteria with Boolean 
testing, as suggested in [Offutt and Abdurazik 1999], has been shown to be very effective (more effective than other well-
known state-based criteria), but at a very high cost [Briand et al. 2004a]. It will then be necessary, once some criteria have 
been identified for DEVS model, to empirically evaluate their cost and effectiveness. 

5. Conclusion 
Performing Verification and Validation (V&V) of discrete event system model (for instance specified in DEVS) has been 
identified as a paramount activity, as it can increase the confidence of the user in the simulation results and lead to the 
accreditation/certification of the simulated system. Because of the interesting capability of DEVS models to be executable, 
thanks to environments such as the CD++ toolkit, a natural approach is to consider software testing techniques to perform 
V&V of DEVS simulation models (testing requires the execution of the tested system). 

                                                           
4 Since 1999, CD++ users reported only 3 errors related to the simulation engine, which were identified and fixed in a matter of hours. 
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As discussed in this article, DEVS models have many similarities with behavioral models that are used to specify and test 
software systems (i.e., finite state machines and extensions of it). It clearly follows that there are many avenues for research 
on applying (perhaps adapting) existing software testing techniques to the V&V of DEVS models.  

In this article we tried to clarify what V&V of DEVS models, by means of testing, would entail in terms of applicable testing 
techniques and testing infrastructure. We identified a couple of testing techniques commonly used for software testing that 
seem to immediately apply to the testing of DEVS models. We also clarified some of the main issues that we will have to 
address in the future (e.g., the oracle problem). We showed that the DEVS formalism provides mechanism to help building a 
testing infrastructure. Our objective was not to be exhaustive, and we may have overlooked possible software V&V 
techniques (including testing) applicable to the V&V of DEVS models. Our findings in this preliminary investigation seem 
encouraging, although many issues remain to be investigated. Overall, we now have to do it and experiment the V&V of 
DEVS models by applying software testing techniques. 

We have focused on testing techniques on purpose. Other software V&V approaches could be investigated too: symbolic 
execution, model checking, transformation of the model into other models amenable to automatic checks (such as Petri nets), 
etc. 

Note that by trying to see how simulation can benefit from testing, we came to the conclusion that perhaps testing could also 
benefit from simulation. This will be investigated in the future as both authors get acquainted with each other’s field. 
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ABSTRACT 
This paper presents an introduction to integrating formal methods in the DEVS framework. Formal methods are known to 
allow symbolic manipulation and reasoning. DEVS is a well-establish Modeling and Simulation (M&S) framework. 
Combining them makes it possible to formally specify models, automate their analysis as regard to design and use 
requirements, and develop rigorous proofs of their properties. Such a potential is very important for verification, validation 
and accreditation, a key issue in M&S. The paper presents the methodological approach we have defined for specifying logic-
based simulation models, combining DEVS and the Z formalism. A case study is presented and we use the Z/EVES system 
for formal analyses. 

KEYWORDS 
DEVS, formal specification, modeling and simulation framework, symbolic reasoning, logic 

1. Introduction 
Semantics reasoning with models, through their specifications, is a challenge in M&S, while also a need. A huge gain can be 
obtained with a formal framework in which concepts can be sketched in their clearer abstract form, and formal way be 
defined to manipulate them and to reason about them. DEVS is a well-establish framework for M&S [Zeigler 1976] [Zeigler 
1984] [Zeigler et al. 2000], based on systems theory. Systems are specified in DEVS in terms of atomic and coupled models, 
the former ones being the most basic entities that describe both systems structure and behavior. The latter are obtained by 
composing atomic models into larger models. However, DEVS doesn’t involve specific abilities for symbolic reasoning and 
proofs. A promising way to enrich the framework with such a potential is to integrate formal methods in it. 

A little work has been done in combining M&S and formal methods. Two means are briefly presented in [Kuhn et al. 2003] 
through which formal methods could be introduced successfully into the M&S field. In [Stevenson 2003] is proposed a direct 
formalization of DEVS in a mathematical theory (e.g., set theory or category theory). The advantage of this approach is that 
the underlying mathematical theory is more abstract and imposes fewer restrictions than a formal method that was not 
specifically designed for DEVS. However, no operational framework is really defined. 

We provide here an approach combining DEVS and the Z formal specification language, which can directly map to the 
formal representation used by the Z/EVES theorem prover [Saaltink 1997]. Then, with the DEVS semantics and associated 
logic, we can easily integrate automatic techniques (i.e., syntax and type checking, schema expansion, precondition 
calculation, domain checking, and general theorem proving) into M&S. Section 2 briefly presents the DEVS framework. The 
basic models which support its specification structure are shown as well as their mapping onto simulation. Section 3 gives an 
overview of formal methods, and then focus on the Z formalism. The reasons for this focus are given. Z-DEVS is introduced 
in section 4. This new framework relies on a set of basic schema classes that we exhibit. Section 5 shows a case study where 
the framework is applied, driving towards formal analysis and checking. Concluding remarks are given in section 6. 

2. DEVS Framework 
Several approaches and methodologies for M&S trace their origins to general systems theory, which postulates that real 
systems show similar patterns of behavior despite their dissimilarities. The most developed appeal to general systems theory 
in the context of M&S is the DEVS framework. DEVS identifies three major conceptual elements: the system, the model, and 
the simulator (separation of concerns). Two major relationships hold: modeling, which deals with the relationship between 
systems and models, and simulation, which refers to the relationship between models and computers, as shown by figure 1. 
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Figure 1. DEVS basic entities and relationships 

2.1. DEVS Models 
The basic complete specification of both the structure and the behavior of a system is given by an atomic model. Essentially, 
an atomic model is described by a set of inputs, outputs, states, and governing functions. Formally, an atomic model is 
defined as a structure: 

IOS = <X, Y, S, δint, δext, λ, ta>, where 
X is the set of input values, 
S is the set of states, 
Y is the set of output values, 
δint : S → S is the internal transition function, 
δext : Q × X → S is the external transition function, where 

Q = { (s,e) / s ∈ S, 0 ≤ e ≤ ta(s)} is the total state set, 
e is the time elapsed since last transition, 

λ : S → Y is the output function, 
ta : S → R0,∞ is the time advance function (that can take any positive real value, including 0 and ∞). 
 

This model is supposed to be at any time in some state s ∈ S. When the elapsed time e = ta(s) expires before any external 
event occurs, the system outputs the value y = λ(s), and changes to state δint(s). One important constraint in DEVS is that 
output is only possible just before internal transitions. If an external event x ∈ X occurs before the expiration time defined by 
ta(s), the system changes to state δext(s,e,x). Thus, the internal transition function dictates the model’s new state when no 
event occurred since the last transition. The external transition function dictates the model’s new state when an external event 
occurs. In both cases, the model is in a new state s’ with some new elapsed time defined by ta(s’) and simulation goes on. 

A coupled model is a composition of models (atomic or coupled in their turns) that presents the same external interfaces as 
do atomic models. By coupling together output ports of one model to input ports of another, outputs are transmitted as inputs 
and acted upon by the receiving model. Although arbitrary fan-out and fan-in of coupling is allowed, no self-loops are 
permitted. DEVS is closed under coupling, which means that a coupled model can itself be a component (equivalent to an 
atomic model) within a higher level coupled model, leading to hierarchical, modular model construction. 

The semantics of DEVS models are supported by simulators and coordinators. Atomic models are mapped onto simulators 
and coupled models are mapped onto coordinators. All simulators and coordinators adhere to a generic message protocol that 
allows them to coordinate with each other to execute the simulation. A root coordinator is used to handle the simulation 
cycle, first initiating the simulation by an initialization message, and then leading the simulation loop by scheduling messages 
to provide the correct synchronization for the subordinate coordinator (or simulator). Abstract algorithms have been defined 
in [Zeigler et al. 2000] to characterize what simulators and coordinators have exactly to do. 

3. Formal Methods 
Formal Methods (FM) refer to the application of mathematical techniques for the specification, analysis, design and 
implementation of complex software and hardware. Use of FM can greatly increase our understanding of a system through at 
least one of the following techniques [Clarke and Wing 1996]: formal specification, and formal verification (model checking, 
or theorem proving). Here we review these techniques, and then we focus on the Z formalism for specific advantages.

3.1. Formal Specification and Symbolic Reasoning 
Formal specification is the process of describing a system and its desired properties, using a language with a mathematically-
defined syntax and semantics. The kinds of system properties might include functional behavior, timing behavior, 
performance characteristics, or internal structure. In this sense, DEVS is a satisfying formal language. But also, a formal 
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specification must involve rules for inferring useful information from the specification (the proof theory). This aspect is what 
DEVS misses. Some formal methods (such as Z) focus on specifying the behavior of sequential systems (states are described 
in terms of sets, relations and functions, and state transitions are given in terms of pre- and post-condition). Such methods 
perfectly fit our need to turn the IOS (Input Output System) level of DEVS specification into a logical specification (recall 
that atomic models are produced at that level). One must mention that it is through the specification process that developers 
uncover inconsistencies (e.g., all specified properties taken together lead to a contradiction), ambiguities (multiple 
interpretations of interest making it true), and incompleteness. 

Formal specification techniques can be classified into the following five main paradigms [Lamsweerde 2000]: 

• History-based specification characterizes the maximal set of admissible histories over time. The properties depicting 
the behavior of the system are specified by temporal logic assertions. 

• State-based specification characterizes the maximal set of admissible system states. The properties depicting the 
states of the system are specified by invariants constraining the system objects at any snapshot, and pre- and post-
assertions constraining the application of system operations at any snapshot. 

• Transition-based specification characterizes the required transitions from system state to state. The properties of 
interest are specified by a set of transition functions which give for input states and triggering events (eventually 
guarded by necessary precondition) the corresponding output states. 

• Functional specification characterizes the system as a structured collection of mathematical functions that are 
grouped, either by types then defining algebraic structures, or into logical theories (high-order functions). The 
properties of interest are specified as conditional equations that capture the effect of composing these functions. 

• Operational specification characterizes the system as a structured collection of processes that can be executed by 
some more or less abstract machine. 

Model checking relies on building a finite model of a system and checking by an exhaustive state space search that a desired 
property holds in that model. It can be used to check partial specifications, then providing useful information about system’s 
correctness even if the system is not completely specified. Also, it can produce counterexamples which typically are subtle 
errors in design. The problem of model checking is the state explosion problem. However, efficient representation of state 
transitions can increase the size of the system that could be verified. 

Theorem proving is a technique where both the system and its desired properties are expressed as logic-based formulas, in 
terms of axioms and inference rules. Theorem proving is the process of finding a proof of a property from these axioms and 
rules, and possibly derived definitions and intermediate lemmas. In contrast to model checking, theorem proving can deal 
with infinite state spaces, but it usually results in a slow and often error-prone process. 

3.2. Z Formalism 
We can give formal semantics to DEVS by introducing a mapping from DEVS specification to a well established formal 
method for simulation models development, in a way suggested by [Paige 1997]. Once a DEVS model is translated into a 
specification in a formal language, all the analysis and manipulations are performed on the formal specification. The clear 
advantage of this approach is that it is possible to reuse all the previous work on the FM for analyzing DEVS models. 

We turn towards Z formalization of DEVS. The reasons for choosing the Z formalism are the following: 

• It provides much simpler semantics. 

• It is widely used in successful applications. 

• It is widely disseminated in the FM community. 

• It has an expressive power in logic. 

• There are available powerful tools which support its specification (notably Z/EVES). 

The Z formalism [ISO 2002] makes use of mathematical data types to model the data in a system. The notation of predicate 
logic allows to describe abstractly operations that cause change in the system state. A main ingredient in Z is the way of 
decomposing a specification into small pieces called schemas. Schemas are used to describe both static and dynamic aspects 
of a system. A schema, as shown in figure 2, consists of a box divided into two parts. The part above the dividing line is used 
to declare variables (mainly, the state space of the system), and the part below the line is used to specify the relationship 
between the values of these variables (the invariants and the operations of the system). 

Blaise Pascal University, France 309 © OICMS 2005



 
Schema name 

Declaration of variables (state space) 

Predicates for invariants (constraints) 
Predicates for operations (behavior) 

 
Figure 2. Structure of a Z schema 

4. Introduction to Z-DEVS 
One of the most important benefit in the DEVS framework is the separation of concerns. Our integrated framework, which 
we call Z-DEVS (read “the DEVS”), consists first in guaranteeing this separation of concerns. Thus, we have defined 
different schema classes for specifying the fundamental entities of the DEVS framework (i.e., models, and simulators). 
Moreover, the significant parts of these entities have been specified by specific primary classes of schema (to describe the 
state space, the transition and output functions…). So, these primary schema classes are assigned to certain roles, and are 
instantiated by aggregation in main schema classes. Z-DEVS models derive from main schema classes, and present a uniform 
interface to the modeler. 

A main schema class in Z-DEVS is either a model class or a simulator class. Model classes describe structural and behavioral 
part of the DEVS model. Simulator classes describe concurrent, synchronous processes, which behavior are given by model 
classes. Models are integrated to their corresponding simulators by plugging model schemas to simulator schemas. This 
design leads to conformance with the principle of separation of concerns, as well as to conformance between semantic and 
supporting tools integration, as illustrated in figure 3. 
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other 
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Figure 3. Z-DEVS framework 

4.1. Z-DEVS Primary Schema Classes 
The Z-DEVS specification is organized into primary schema classes and main schema classes. To specify a Z-DEVS model, 
the modeler must first define primary schemas, and then combine them to get the entire model. Each primary schema class is 
characterized by variables and invariants that describe the properties of the entity represented by the schema class. 

This object-oriented style favors modularity and reusability of schemas. Modularity allows the modeler to focus on specific 
aspects of his model, and reusability allows him to take advantage of existing specifications and to build larger models by 
integrating existing schemas. 

Basic components are represented by the following primary schema classes: 
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• The PARAMETER schema class: it specifies the parameters and constants used in the model. 

• The INPUT schema class: its variables describe the data structure used to store the messages that are received on the 
model input ports, and its invariants characterize the set of admissible input segments of the model. 

• The OUTPUT schema class: its variables describe the data structure used to store the messages that are sent along 
the model output ports, and its invariants characterize the set of admissible output segments of the model. 

• The STATE schema class: it describes the set of variables that represents the total state space of the model, and the 
constraints and conservation laws which may prevail at each time on this state space. 

• The INIT schema class: it gives the initial state of input, output and state variables. 

• The DELTA_INT schema class: it describes the operations which realize state changes in the model, and the 
conditions under which these changes can occur. 

• The DELTA_EXT schema class: it describes similar operations in the case they are triggered by an input. 

• The LAMBDA schema class: it describes the operations for computing the model’s output. 

• The TIME_ADVANCE schema class: it describes how simulation time is advanced, depending on its current state. 

• The PARAMETER schema class: its variables describe global data (such as constants), and its predicates describe 
the operations for manipulating these data (under eventual conditions). 

4.2. Z-DEVS Main Schema Classes 
Main schemas classes (atomic and coupled models, simulator and coordinators) can be defined encapsulating the primary 
schema classes. In the scope of this paper, only the ATOMIC schema class is defined (figure 4): it encapsulates the 
specification of the model, and is suitable for symbolic manipulation and reasoning at the conceptual level. 

 
ATOMIC 

INPUT 

State space of the input ports 
Predicates for admissible input segments 

DELTA_INT 

Variables affected by a state space change 

Change on state space and conditions for change

DELTA_EXT 

Variables involved in a state space change 

Change on state space and conditions for change

PARAMETER 

Global parameters 

Operations on parameters 

TIME-ADVANCE 

Variables involved in time advancing 
Time advance computation 

STATE 

State space of model 
Invariants of the state space 

LAMBDA 

Variables involved in output computing 
Output computation 

OUTPUT 

State space of the output ports 
Predicates for admissible output segments 

INIT 

Arguments required for parameterization 
Initialization of all variables 

 
Figure 4. Z-DEVS atomic model schema class 

5. Case Study 
We apply hereafter the Z-DEVS specification to an academic example [Zeigler 1984], specifying a Z-DEVS model of a bus 
system, and performing simple partial proofs during the specification process. This is not an extensive verification and 
validation process, but an introduction to the potentials carried by the combination of DEVS and Logic. 
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5.1. DEVS Model of a Bus System 
A bus shuttles between a downtown station and a university station, providing students and non-students with a transportation 
service. The growing number of users leads the university administration to set up a study to evaluate the performances of the 
bus system. We then consider a model for the UBS, with user identification possibilities. A user enters the model when he 
lines up in a station. He exits from the model when he gets off the bus at a station. A DEVS specification of this model is 
given hereafter, with comments in italic characters. Figure 5 is an illustration of possible internal transitions in the model. 
Situations are linked by dashed lines, an the corresponding values of the state variables are indicated. 

 Downtown station 

University station 

S = travel 
P = 4 

S = unload S = load 

B ≠ ∅ 

B = ∅ 

… Wd

S = travel 
P = 3 

B ≠ ∅ 

B = ∅ 

P = 1 

P = 2 Wu … 

S = unload S = load 

 
Figure 5. University Bus System 

IOSUBS = <X, Y, S, δint, δext, λ, ta> 

The UBS is specified as an atomic model. 

where X = {Hello1, Hello2} and Y = {Bye1, Bye2} 

Hello1, Hello2, Bye1, and Bye2 ∈ {(identity, status) / identity is a string, and status ∈ {“student”, “non-student”}} 

S = {Wd, Wu, B, P, D, S} 

Wd is the ordered list of users waiting at the downtown station, 

Wu is the ordered list of users waiting at the university station, 

B is the ordered list of passengers in the bus, 

P ∈ {1, 2, 3, 4} is the current position of the bus (1: downtown station, 2: university station, 3: from downtown to the 
university, 4: from the university to downtown), 

D is the duration of the current action, 

S ∈ {“load”, “unload”, “travel”} is the current status of the bus, 

τ is the current simulated time. 
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δint(Wd, Wu, B ≠ ∅, P = 4, D, S = “travel”, τ) = (Wd, Wu, B, P = 1, D = 0, S = “unload”, τ = τ + D) 

If the bus arrives at the university station (the travel time is elapsed, then an internal transition must occur), it must 
stop to let the passengers get off, 

δint(Wd ≠ ∅, Wu, B = ∅, P = 4, D, S = “travel”, τ) = (Wd, Wu, B, P = 1, D = ν, S = “load”, τ = τ + D) 

If the bus is empty, the users waiting at the station can immediately start getting in it, 

δint(Wd = ∅, Wu, B = ∅, P = 4, D, S = “travel”, τ) = (Wd, Wu, B, P = 3, D = β1, S, τ = τ + D) 

If the bus was empty, and no one was waiting at the station, a stop is not required, 

δint(Wd, Wu, B ≠ ∅, P = 1, D, S = “unload”, τ) = (Wd, Wu, B = rest(B), P, D = µ, S, τ = τ + D) 

All the passengers in the bus must get off when the bus stops at the station. They do it, one by one, 

δint(Wd, Wu, B = ∅, P = 1, D, S = “unload”, τ) = (Wd, Wu, B, P, D = 0, S = “load”, τ = τ + D) 

When all the passengers get off the bus, the users waiting at the station can start getting in it, 

δint(Wd = ∅, Wu, B, P = 1, D, S = “load”, τ) = (Wd, Wu, B, P = 3, D = β1, S = “travel”, τ = τ + D) 

If there is no one waiting, the bus can start its travel to the other station, 

δint(Wd ≠ ∅, Wu, B / ||B|| = α, P = 1, D, S = “load”, τ) = (Wd, Wu, B, P = 3, D = β1, S = “travel”, τ = τ + D) 

Also if the bus is full, the bus can start its travel to the other station, 

δint(Wd ≠ ∅, Wu, B / ||B|| < α, P = 1, D, S = “load”, τ) = (Wd = rest(Wd), Wu, B = B + first(Wd), P, D = µ, S, τ = τ + D) 

If not, users can get in it, one by one. 

Similar specifications are done at the following 8 lines for the case the downtown station is considered. 

δint(Wd, Wu, B ≠ ∅, P = 3, D, S = “travel”, τ) = (Wd, Wu, B, P = 2, D = 0, S = “unload”, τ = τ + D) 

δint(Wd, Wu ≠ ∅, B = ∅, P = 3, D, S = “travel”, τ) = (Wd, Wu, B, P = 2, D = ν, S = “load”, τ = τ + D) 

δint(Wd, Wu = ∅, B = ∅, P = 3, D, S = “travel”, τ) = (Wd, Wu, B, P = 4, D = β2, S, τ = τ + D) 

δint(Wd, Wu, B ≠ ∅, P = 2, D, S = “unload”, τ) = (Wd, Wu, B = rest(B), P, D = µ, S, τ = τ + D) 

δint(Wd, Wu, B = ∅, P = 2, D, S = “unload”, τ) = (Wd, Wu, B, P, D = 0, S = “load”, τ = τ + D) 

δint(Wd, Wu = ∅, B, P = 2, D, S = “load”, τ) = (Wd, Wu, B, P = 4, D = β2, S = “travel”, τ = τ + D) 

δint(Wd, Wu ≠ ∅, B / ||B|| = α, P = 2, D, S = “load”, τ) = (Wd, Wu, B, P = 4, D = β2, S = “travel”, τ = τ + D) 

δint(Wd, Wu ≠ ∅, B / ||B|| < α, P = 2, D, S = “load”, τ) = (Wd, Wu = rest(Wu), B = B + first(Wu), P, D = µ, S, τ = τ + D) 

α ∈ ℵ is the capacity of the bus, 

β1 ∈ ℜ is the travel time from downtown station to university station, 

β2 ∈ ℜ is the travel time from university station to downtown station, 

µ ∈ ℜ is the time for a user to get in the bus, 

ν ∈ ℜ is the time for a user to get from the bus, 

first (list) returns the first element of list, 

rest (list) returns list, which has been reordered after its first element has been removed, 

||list|| gives the number of element of list, 

“list + element” performs an adding of “element” to “list”, and reorders “list”, 

λ(Wd, Wu, B ≠ ∅, P = 1, D, S = “unload”, τ) = (bye1 = first(B), bye2 = ∅) 
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λ(Wd, Wu, B ≠ ∅, P = 2, D, S = “unload”, τ) = (bye1 = ∅, bye2 = first(B)) 

A passenger who gets off the bus at any station exits the system too, 

λ(Wd, Wu, B, P, D, τ) = (bye1 = ∅, bye2 = ∅) in all other cases 

δext((Wd, Wu, B, P, D, S, τ), e, (x1≠ ∅, x2 = ∅)) = (Wd + x1, Wu, B, P, D = D – e, S, τ = τ + e) 

A user can line up at the downtown station, at any time. 

Then, the time he enters the UBS is updated to the current time, and the time he enters the bus is set to +∞ 

δext((Wd, Wu, B, P, D, S, τ), e, (x1 = ∅, x2 ≠ ∅)) = (Wd, Wu + x2, B, P, D = D – e, S, τ = τ + e) 

Similar situation at the university station. 

δext((Wd, Wu, B, P, D, S, τ), e, (x1 ≠ ∅, x2 ≠ ∅)) = (Wd + x1, Wu + x2, B, P, D – e, S, τ + e) 

Situation where two users line up simultaneously at the downtown and the university station. 

ta(Wd, Wu, B, P, D, S, τ) = D 

5.2. Z-DEVS model of the bus system 
We have translated the DEVS specification of the bus system into a Z-DEVS specification, as shown by the screenshots 
exhibited in figure 6 (many screenshots have been necessary to exhibit the entire Z-DEVS specification). These screenshots 
shows the results of on-going checks of syntax and proof in the columns at the left-hand side of the graphical user interface of 
the Z/EVES software tool. 

The abstract set [User] is defined to represent the bus users, and we don’t need to be more concise at this level, since the 
identification and the status of the bus users are useless for our purpose. Also, a STATUS type is defined to characterize what 
the bus is doing (traveling, loading, or unloading). 
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Figure 6. Z-DEVS model of the UBS 

 

 

Blaise Pascal University, France 315 © OICMS 2005



One can see that there is a slight difference between the object orientation of the approach that we have proposed and the way 
schemas are really implemented in Z/EVES. This is due to the fact that Z/EVES does not support the object-oriented 
programming style. To strictly map our approach onto an effective formal specification, a tool supporting the Object-Z 
principles [Smith 2000] is required, e.g. ZIMOO [Friesen et al. 1998]. However, it is possible to realize the modularity 
underlying the Z-DEVS specification process using any Z-supporting tool. Since the Z/EVES tool supports the standard Z 
specification paradigm, the surrounding schema box “atomic” is implemented using schema inclusion operators like ∆ and Ξ. 

5.3. Analysis potentials 
Once the Z-DEVS model is built, possible analyses may consist in: 

• Identifying ambiguities, conflicts and inconsistencies in the specification. A first step in identifying ambiguities, 
conflicts and inconsistencies in the specification is to run partial checks while doing the specification of the Z-DEVS 
model. The Z/EVES tool shows in a left-hand side column (the proof column) of its graphical user interface that the 
current specifications of the modeler are consistent or not (Y or N). This is very helpful to drive a complete and 
concise specification in an incremental specification process. More can be done after the specification is achieved 
(e.g., verifying that there is an initial state), since such a specification is opened to all the verification and theorem 
proving means that are available in a Z-supporting tool. 

• Studying system behavior and producing traces of it. 

• Demonstrating properties. We have tried to verify if there is a state in which an output value is computed. Figure 7 
shows the result of the analysis of the corresponding theorem, that we have defined as follows: 

theorem IsThereAnOutputState 
•STATE ••LAMBDA 

The proof window of Z/EVES shows that it is not possible to assert that a state in which there is an output is reachable in the 
current specification of the bus system (elsewhere, the formula frame would show “true”). If we return to the specification 
window of Z/EVES, we see that the proof is not complete (? in the proof column). Hence, additional information is needed. 

 

 
Figure 7. Proof process of the IsThereAnOutputState predicate 
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To study system behavior and produces traces of it, the modeler can use the Z-DEVS root coordinator to get the trajectories 
of his concern. To demonstrate properties, a Z-DEVS specification can be submitted to tests such that those performed to find 
hidden properties [McMillan 1992]. All of these aspects are not detailed in the present paper, both for the lack of space and 
for that each of them deserves a special focus. 

Even if the paper focuses on DEVS atomic models only, coupled models are also considered in our ongoing work. There are 
two ways to deal with them: (1) due to the closure under coupling property of DEVS, each coupled model has an equivalent 
atomic model which we can deal with for formal verification; or (2) coupled models are specified in terms of concurrent 
components. This could be done in CSP and its equivalent Z specification can be produced, as presented in [Graeme 1992]. 

6. Conclusion 
We have shown in this paper how DEVS and Z formalisms can be combined. Our goal is to extend the DEVS formalism and 
to turn it to a logical framework, in order to obtain simulation models of a better quality by making them accessible to formal 
analyses. Theorem-proving tools could be used to explore properties, often detecting conflicts between different requirements 
or missing assumptions. Then, ambiguities and inconsistency in requirements could be discovered early, when they can be 
corrected with much less expense than after code has been developed. This is an interesting prospect for VV&A in M&S. 

Another prospect of this work is that, given a formal definition of requirements through experimental frames, and a formal 
specification of the model, theorem proving tools can be used to assist in proving that the specification meets the 
requirements, i.e., that the experimental frame can be applied to the model and the expected results correctly obtained. This 
can open the way to the management of models libraries in one hand, and experimental frames libraries in the other hand, and 
automatic selection, retrieval and matching processes. 

Even the study presented here focuses on atomic models, the framework must also involve a higher specification level where 
coupled models can be created by connecting together atomic models. All these considerations are part of our future work. 
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ABSTRACT 

Insurance for the households in poor health is examined from the economic point of view. The household in poor health is 
defined as the one whose initial endowment of labor days is 300 days a year, for simplicity, compared with 365 days for the 
household in good health. In section 2, constructing general equilibrium (GE) model by the expected utility approach, 
medical insurance is examined when the health can be recovered by medical treatment, as seen in diseases. The introduction 
of insurance is shown to reduce the social welfare, as known as Moral Hazard, when the medical industry is under perfect 
competition. On the other hand, it is shown that the social welfare rises when the medical industry is a monopolist. In section 
3, income compensation insurance is examined when the medical sector is left out of consideration. First, it is shown in 
simulation that when there is only one class of households regarding the probability of poor health, strict assumptions are 
required in order for them to make insurance contracts in GE model. Next, it is shown that when there are two classes of 
households, Adverse Selection emerges.   

KEYWORDS 

General equilibrium, expected utility, perfect competition, monopoly, Moral Hazard, Adverse Selection 

1. Introduction 
When Adam Smith, a moral philosopher, wrote the Wealth of Nations in 1776, the philosophy in economics was "small 
government", as expressed by "invisible hand"([Smith 1776]). It was replaced by "big government" philosophy after the great 
depression in the 1930s. Since the 1970s, however, "small government" philosophy revived. In this revival the theory of 
general equilibrium  (GE) played an important role ([Lucas 1972]). The GE approach, initiated by Leon Walras in the 1870s, 
consists in solving a system of equilibrium conditions for all the markets in a society ([Walras 1877]). The existence of 
competitive GE model was proved in the 1950s utilizing the non-cooperative game, invented by Nash, who won a Nobel 
Prize in 1994 ([Nash 1950]). Lucas applied this approach to macroeconomics, asserting that governmental intervention 
through monetary policy is completely ineffective. He won a Nobel Prize in 1995. Utilizing simulation approach, Shoven and 
Whalley extended the applicability of GE models. For instance, a simulation-type GE model was applied to the evaluation of 
different taxing systems ([Shoven et al.1992]). In this paper, the simulation-type GE approach is applied to insurance 
problem. 
The "small government" philosophy prevails in the US welfare policy. In the US, the national medical insurance system is 
rejected, although a few US Presidents, including Bill Clinton, advocated the introduction of the system. Thus, the advocates 
have criticized the existence of forty million lower middle incomes US citizens without medical insurance. (In the US, the 
lowest income citizens are covered by the Medicaid system.)  
After Arrow initiated the medical economics, a lot of contributions have been made in this field ([Arrow 1963]). He won a 
Nobel Prize in 1972. While he stressed the positive side of medical insurance, Pauly pointed out its negative side, utilizing a 
simple partial equilibrium model ([Pauly 1968]).  In the present-day textbooks on microeconomics, Pauly' argument of Moral 
Hazard is popular, and it is asserted that the medical insurance causes inefficiency of welfare: emergence of Dead Weight 
Loss, a triangle on the demand-supply diagram for the medical service market ([Layard et al.1978]). In the United States, the 
statistical estimation of this triangle (welfare loss) has been frequently conducted. In this paper, first, his argument is 
reconstructed in the simulation-type GE model for the purpose of elucidating the essence of medical insurance. Next, another 
important argument of Adverse Selection in insurance is examined in the same simulation-type GE framework. Akerlof 
examined the asymmetric information in the market for used cars, asserting that there may not exist equilibrium in such a 
market with asymmetric information, where sellers of used cars know the quality of them, and purchasers don't ([Akerlof 
1970]). He won a Nobel Prize in 2001. Contributions by Arrow and Akerlof were synthesized by Rothschild and Stiglitz as 
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the economics of Adverse Selection in insurance market. Utilizing partial equilibrium model, [Rothschild et al.1976] asserted 
that there might not exist equilibrium in insurance market with asymmetric information, where sellers of insurance do not 
know the exact probabilities of poor health of the purchasers and they set the insurance fee by the average of those 
probabilities. Stiglitz also won a Nobel Prize in 2001. The present paper considers these problems concerning insurance 
markets using the simulation-type GE model. 
In this paper, poor health, or sickness is defined by the loss of initial endowment of leisure (working hours), and the medical 
care recovers a part of the lost initial endowment, while it is supplied with medical service charge. In the argument of Moral 
Hazard, examining if the sum of households' utility level at the GE falls by the introduction of medical insurance makes final 
evaluation for GE model. 
In Section 2 of this paper, first, it is assumed that medical service is supplied by the competitive medical sector, to examine if 
the Moral Hazard emerges. Here, medical insurance implies the fixed percent deduction of medical cost. Next, it is examined 
if the Moral Hazard emerges when the medical sector is a monopolist. In Section 3, the insurance system of income 
compensation is introduced into this model. For simplicity, medical service is left out of consideration in this section. First, it 
is assumed that there is only one class of households with the same probability of poor health. After examining the existence 
problem of GE in this case, we proceed to the case of two classes of households with the different probability of poor health. 
The Adverse Selection problem in the asymmetric information is examined. The main purpose of this paper, thus, is to 
evaluate if the simulation-type GE approach can add new insights to the classical contributions. In the final section, the 
conclusions are stated. 

2. Moral Hazard Problem 
When a person falls sick, one aspect of sickness is "bad feeling". The sickness, however, is not restricted to such a "feeling". 
Another important aspect is the loss of working hours. Thus, a doctor's services to patients are not only the alleviation of bad 
feeling but also the recovery of working hours. In consideration of this feature, Pauly's argument, it appears, needs 
reconsideration. His argument was constructed in the framework of partial equilibrium.  In Figure1 x stands for the quantity  

x

px

D

D'

S SE F

G

'

 
Figure1: Medical Service Market and Dead Weight Loss 

 

of medical service, while px stands for the price of medical service. Demand function for medical service is depicted as DD', 
while the supply function is depicted as SS'. Without medical insurance the equilibrium for this market is determined at E. 
When all the medical service is covered by insurance, however, the equilibrium for this market is determined at G. According 
to Pauly, the dead weight loss, or loss of efficiency is measured by the triangle, EFG, using the argument of consumers' 
surplus. US economists conducted econometric estimations of the triangle: e.g.  [Feldstein 1973].   
When a part of the medical service charge is deducted by medical insurance, the increased medical service causes dead 
weight loss, as explained above. This, however, makes possible the recovery of working hours in the framework of this 
paper, which may well increase the consumption of goods. In other words, consumers' surplus in the consumable goods 
market may well increase as "external economy". Examining the sum of the two effects must make the final evaluation. The 
argument made so far calls for the analysis of medical insurance in the framework of general equilibrium (GE).  
In this paper, sickness is defined by the loss of initial endowment of working hours (leisure), and the medical care recovers a 
part of the lost initial endowment, while it is supplied by medical sector with medical service charge. Computing GE 
allocations for the specified utility and production functions by Cobb-Douglas type, final evaluation is made by examining if 
the sum of households' utility level at GE is raised by the introduction of medical insurance. In subsection 2.1, the case in 
which there is no medical insurance is considered. In subsection 2.2 medical insurance is introduced, where the medical 
sector behaves as a competitive firm. In subsection 2.4 medical insurance is introduced, where the medical sector behaves as 
a monopolist.   
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2.1 No Medical Insurance Case: When Medical Sector Is Competitive 
In this subsection, a GE model incorporating medical sector is constructed, where medical insurance is not available. At 
every moment, there are two types of households: the household with good health and the household with poor health. It is 
assumed that everyone knows that the distribution of households is constant in each year; a1 households are of good health 
and a2 households are of poor health. No one knows, however, whether each household is of good health or not before the 
beginning of the particular year. Only when the particular year starts, a1 households know that they are of good health, while 
the remainder knows that they are of poor health. In this sense, every household knows that each household has the 
probability, α=a2/(a1+a2), of being of poor health in each year.  When the household is of good health, it has 365 days of 
initial leisure days.  Its behavior is stipulated by traditional utility maximization under income constraint: 

             max u [z1, le1] 

                  s.t. pz z1=w (365-le1)+Y1                                                  (1) 

where u [z1, le1] is the utility function, z1 is the consumption of (aggregated) commodities, le1 is the leisure consumption, pz is 
the price of (aggregated) commodities, w is the wage rate, and Y1 is the transfer of income from (and to) others, such as profit 
and tax, etc. In this section, since simulation approach is utilized, utility function is stipulated by 

             u [z, le]=z×le.                                                                        (2) 

When the household is of poor health, it has H0 days of initial leisure days, say H0=300. It goes to a hospital to see a doctor, 
in order to recover a part of the lost leisure days. It is assumed for simplicity that a doctor can recover x1/2 days of leisure for 
the households of poor health by supplying x medical treatment, while the doctor receives service charge px per one unit of 
medical treatment. Such household behavior is stipulated by the following utility maximization under income constraint: 

               max u[z2,le2] 

                    s.t. pz z2+px x=w (H0+x1/2-le2)+Y2                                 (3) 

where u[z2, le2] is utility function, z2 is consumption of (aggregated) commodities, le2 is leisure consumption, and Y2 is 
transfer of income from (and to) others, such as profit and tax, etc. In this section, since simulation approach is utilized, 
utility function is stipulated by (2).  Thus, the representative household's behavior is formulated by the following 
maximization of expected utility: 

                max (1-α) u[z1,le1]+ α u[z2,le2] 

s.t. pz z1=w(365-le1)+Y1, pz z2+px x=w(H0+x1/2-le2)+Y2     (4) 

The optimal values in (4) are the demand function for goods, z1
d[pz,w,px,Y1,Y2] and the one for leisure, le1

d[pz,w,px,Y1,Y2], 
when the household is in good health, the demand function for commodities, z2

d[pz,w,px,Y1,Y2] and the one for leisure, 
le2

d[pz,w,px,Y1,Y2], and demand function for medical treatment, xd[pz,w,px,Y1,Y2], when the household is in poor health, Labor 
supply function when the household is in good health, l1

s[pz,w,px,Y1,Y2], is defined by 365-le1
d[pz,w,px,Y1,Y2] and labor supply 

function when the household is in poor health, l2
s[pz,w,px,Y1,Y2], is defined by H0-le2

d[pz,w,px,Y1,Y2]. 
The behavior of commodity-producing sector is stipulated by profit maximization where production function is given by: 

               z=f[lg]= lg
1/2                                                                    (5) 

 where z is the output of (aggregate) commodities, and lg is labor input. In this paper, this sector is a competitive firm, and the 
profit maximization under (5) gives rise to the labor demand function of the commodity-producing sector, lg

d[pz,w], 
commodity supply function, zs[pz,w]=f[lg

d[pz,w]], and profit function, π[pz,w]=pz zs[pz,w]-w lg
d[pz,w]. It is assumed that stocks 

of this firm is owned by the households with equal share, so that  

Y1=Y2 =π[pz,w]/(a1+a2).                                                    (6) 

The behavior of medical sector is stipulated by profit maximization in this section. The production function of medical 
service is given by: 

               x=g[lx,zx]= lx
1/2 zx

1/2                                                        (7) 

where lx is the input of labor; e.g. nurses etc., zx is the input of commodities; e.g. medicines etc. The medical sector aims at 
maximum profit. Since (7) implies constant returns to scale, the maximum profit is zero if any, and it aims at cost 
minimization. In order to provide the medical service demanded by the households in poor health, x, the medical sector has 
the demand function for the commodities, zx

d[x,pz,w], the one for labor, lx
d[x,pz,w], and the cost minimization function, 
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c[x,pz,w]= pz zx
d[x,pz,w]+w lx

d[x,pz,w]. 
 

GE for this society is defined by the existence of px, pz and w, satisfying the following. 

zs=a1 z1
d + a2 z2

d +zx
d       (commodity market) 

a1 l1
s+ a2 l2

s=lg
d+ lx

d          (labor market) 

px a2xd =c[a2xd,pz,w]          (medical sector: perfect competition) 

In what follows, px and pz are actually computed by simulation where w=1. Suppose that  

            a1=99, a2=1, H0=300.                                                 (8) 

[Shoven et al.1992] asserted that Scarf algorism could always solve px, pz and w. In this paper, however, utilizing the classical 
Newton method, px, pz, u1=u[z1,le1], and u2=u[z2,le2] at GE are computed as: 

          px= 29.6923399007, pz= 220.40876219, u1
CN= 268.403187279 and u2

CN= 201.4748019360     (9) 

As is well known the Scarf algorism can find competitive GE from arbitrary initial position of px and pz ([Scarf 1973]), while 
in the Newton method, it is required to find the initial positions of px and pz to guarantee their convergence to (9). Note 
however, that we must construct a rather complicated computing program in the case of Scarf algorism ([Scarf 1973]), while 
we can use Mathematica's ready-made function in the case to Newton method.  As for Mathematica programming in this 
case, see [Fukiharu 2004a]. 

2.2 Medical Insurance Case: When Medical Sector Is Competitive 

[Hellwig 2005] constructed an interesting GE model with insurance. His model examined Moral Hazard under competitive 
and Cournot-oligopolistic cases. Note, however, that competitive and Cournot-oligopolistic behaviors are assumed on 
insurance buyers: i.e. households in the present paper. Furthermore, his model does not incorporate the medical sector as in 
[Pauly 1968] and this paper. In this subsection, "fair" medical insurance is introduced into the GE model constructed in 
subsection 2.1. Suppose that (8) holds. In this medical insurance system, the household of poor health receives k% medical 
charge deduction: i.e. it pays (1-k) ×px×x for the medical service, x. Since there are a2 such households, a2×k×px×x must be 
supplied by the households of good health. Thus, a2×k×px×x/a1 is the insurance fee for household of good health, if the "fair" 
insurance is to be constructed. Except for the specification of Y1, no modifications in (1) and (2) are required for the 
household of good health.  The modification in (3) is required for the household of poor health as follows.  

 max u[z2,le2] 

               s.t. pz z2+(1-k) px x= w (H0+x1/2-le2)+Y2                               (3-1) 

If k=10/100, the household of poor health must pay 90% of the medical charge. This implies that a2×k×px×x/a1 must be 
deducted from the household of good health's transfer function as the insurance fee. Thus, the specification of Y1 must be 
modified as follows. 

               Y1=π[pz,w]/(a1+a2)-a2×k×px×x/a1.                                       (6-1) 

With these modifications, as in subsection 2.1, we can compute the competitive GE values for the utility level of household 
in good health, u1

C, and the utility level of household in poor health, u2
C as follows. 

u1
C= 268.403175683520, u2

C= 201.4756971621               (9-1) 

As for Mathematica programming, see [Fukiharu 2004a]. 

If we define the social welfare as the sum of individual utilities, we have 

WC=a1u1
C+a2u2

C= 26773.390089830 < 26773.3903425860=a1u1
CN+a2u2

CN=WCN        (10)       

This result corresponds with Pauly' argument of Moral Hazard. By the introduction of medical insurance, the household of 
poor health becomes better off. However, since it affects the market price, it causes the decrease in efficiency of welfare. 
Division of WCN and WC by the number of total households imply the expected utility for each household in the society 
without medical insurance and the one with medical insurance. WCN>WC implies that each household's expected utility in a 
society without medical insurance is greater than the one with medical insurance. In other words, market mechanism 
produces Pareto-optimality. From the viewpoint of social fairness, however, some economists may assert that as a social 
welfare, WCN and WC; simple sums of individual utilities should not be used. Rather, they may propose the social welfare as 
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the weighted sum of household's utilities, where the weight for the household in poor health's utility should be greater than 
the one for the household in good health. In this modification, made from the viewpoint of social fairness, the case with 
medical insurance may be better than the one without medical insurance. As is pointed out always, however, how to 
determine the weights for this modification is quite difficult. It must be pointed out that if the Rawls-type social welfare 
function is adopted the case with medical insurance is definitely better than the one without medical insurance ([Rawls 
1971]).  

2.1. No Medical Insurance Case: When Medical Sector Is a Monopolist 
In [Hellwig 2005], the Cournot-oligopoly was assumed on households. In this subsection the medical sector is assumed to be 
a monopolist. The Japan Medical Association or The American Medical Association may become a monopolist in each 
country; if they can set the medical charges at will, although in Japan, the Japanese government sets the charges. For 
simplicity, suppose that the households with equal share holding own this sector. Thus monopolistic profit is distributed 
equally to each household. Other assumptions are the same as in subsection 2.1; e.g. the commodity-producing sector is 
assumed to be a competitive firm. In this modified GE model, what would happen to the above assertion: the introduction of 
medical insurance causes the welfare inefficiency? 
First, the existence of monopolistic GE without medical insurance is examined and comparison is made with the result in 
subsection 2.1. As in subsection 2.1, suppose that (2), (5), (7), and (8) hold. From the same procedure as in subsection 2.1, 
the demand function for medical treatment is derived. Assuming that the medical sector provides the medical service 
demanded by the household of poor health, the minimum cost function for the medical sector is derived with px, pz, and w, 
parameters. Using this minimum cost function, the objective profit function of the medical sector is given by the following 
function; πM[px,pz,w]. 

      πM[px,pz,w]=w2/(4px)-pz
1/2w5/2/(2px

2)                           (11) 

Medical sector's objective profit function, πM[px,pz,w] is depicted as a function of px in Figure 2, when pz=1/2 and w=1. 

                                                                       πM

5 10 15 20
px

-0.02
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Figure 2: Objective Profit Function for the Medical Sector 

 

The maximized monopolistic profit, πM[4pz
1/2w1/2,pz,w], is equally distributed to each household. Thus, we have 

Y1=Y2 =(π[pz,w]+ πM[4pz
1/2w1/2,pz,w])/(a1+a2).         (6-2) 

Solving commodity market and labor market equilibrium conditions, with medical sector equilibrium condition replaced by 

            px= 4pz
1/2w1/2     (medical sector: monopoly) 

we have 

          px
M= 59.3846767519, pz

M= 220.408736728, u1
MN= 268.40321054 and u2

MN= 201.470793567     (9-2) 

In this computation, programming for the Scarf mechanism is not necessary, either. As in subsection 2.1, the traditional 
Newton method computes (9-2). As for Mathematica programming, see [Fukiharu 2004a]. Comparison between (9) and (9-2) 
shows that the households with poor health is worse off, while the households with good health is better off due to higher 
profit distribution. The social welfare, WMN, is computed as the following.  

WMN =a1u1
MN +a2u2

MN =26773.388637908 <26773.3903425860=a1u1
CN+a2u2

CN=WCN            (10-1) 

Thus, inefficiency of welfare emerges due to the monopoly of medical sector. 
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2.2. Medical Insurance Case: When Medical Sector Is a Monopolist 
When the medical insurance is introduced into this monopolistic model, what would happen? Following the definition of the 
medical insurance, medical service charges for the households of poor health is deducted 100×k%. The main modification in 
the computational programs is required for Y1, as in what follows.   

Y1 =(π[pz,w]+ πM[4pz
1/2w1/2,pz,w])/(a1+a2) -a2×k×px×x/a1.                                 (6-3) 

With these modifications, from the equilibrium conditions with w=1, and k=10/100, we have utility levels for the household 
in good health, u1

M, and the one for the household in poor health, u2
M, as in what follows. 

u1
M= 268.4032101995, u2

M= 201.471245896          (9-3) 

Comparison among (9-1), (9-2), and (9-3) implies that the household of poor health with insurance in monopoly case is better 
off compared with non-insurance case, while it is worse off compared with insurance-in-competition case. The social 
welfare, WM, is computed as in what follows. 

WM =a1u1
M +a2u2

M = 26773.3890556560>26773.388637908=WMN =a1u1
MN +a2u2

MN     (10-2) 

Note that WM is greater than WMN. In other words, the introduction of medical insurance into the monopolistic medical sector 
model makes this society better off, even if the social welfare is defined by the simple sum of individual utility levels. Since, 
however, the medical insurance in this paper is nothing but a subsidy to the households when the world is under uncertainty, 
this result could be foreseen from the traditional argument on the subsidy in monopoly. It is a standard result that in the 
certain economy with a monopolistic firm, a direct subsidy to the firm raises the total surplus in this economy. In other 
words, subsidy policy is not first best policy, but a second best policy in the certain world. It was shown in this paper that the 
same theorem holds in the uncertain world: an indirect subsidy policy makes the society better off in the monopolistic 
medical sector case. 

3. Adverse Selection Problem 
[Akerlof 1970] examined the asymmetric information problem in the market for used cars, asserting that there may not exist 
equilibrium in such a market with asymmetric information, where sellers of used cars know the quality of them, and 
purchasers don't. Constructing a partial equilibrium model, [Rothschild et al. 1976] asserted that there may not exist 
equilibrium in insurance market with asymmetric information, where sellers of insurance do not know the exact probabilities 
of diseases of the purchasers and insurers must set the insurance fee by the average of those probabilities. The problem 
arising from the asymmetric information is called the Adverse Selection problem. In this section, this problem is examined in 
the GE framework. The insurance in this section, the income compensation insurance, is different from the one in section 2. 
When a household suffers from accidents or illness, it has lower initial endowment of working hours as above. Each 
household is assumed to make a contract with the insurer, so that the household receives the contracted amount of money 
when it suffers from misfortunes.  In order to elucidate the special feature of income compensation insurance, medical sector 
is left out of consideration. In subsection 3.1, assuming that the consequence of misfortunes is the loss of initial endowment 
as in section 2, the existence of GE with income compensation insurance is examined in a model without medical sector. As 
above, utility and production functions are assumed to be of Cobb-Douglas type. In this economy, there is a class of 
households with the same probability of misfortune, who maximize utility with leisure and (aggregate) commodities as 
variables, demanding the commodities, while supplying labor. As in section 2, under the insurance system of income 
compensation, the insurer imposes "fair" insurance fee. In subsection 3.2, it is extended to the case in which there are two 
classes of households with different probabilities of misfortune. 

3.1. One Class of Households Case 
In subsection 2.2, it was shown that in the case of medical insurance, the assumption on utility function, (2), suffices to prove 
the existence of GE. In this section, it is examined if (2) suffices to prove the existence of GE in the case of income 
compensation insurance. In the history of economics, the concept of utility has been at the center of discussion. Adam Smith 
dismissed the theory of price determination through utility.  Although Leon Walras and two other marginal utility advocates 
revived this theory, there remained the skepticism over the concept of utility.  In order to conquer the skepticism, economists 
devised the indifference curves. In other words, economists insisted that the preference relation suffices to construct the 
demand theory: i.e. the assumption of ordinal utility function. It is Gerard Debreu, a Nobel Prize winner of 1983, who proved 
that a utility function can be constructed from the preference relation ([Debreu 1959]). Thus, in microeconomics, or GE 
theory, the assumption of strictly quasi-concavity is imposed on utility function, which does not contradict the ordinality.  A 
function, F[X], is called strictly quasi-concave, if F[X] satisfies F[tX+(1-t)X']>F[X] for F[X']≧F[X], X≠X', and 0≦t≦1. 
Assumption (2) satisfies the strictly quasi-concavity. This holds in the case of certain world. In the case of uncertain world, 
however, it is known that the assumption of cardinal utility may be necessary ([Layard et al.1978, Chapter 13]). Thus, it is 
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examined if (2) suffices to prove the existence of GE in the case of income compensation insurance. 

We start with the same assumptions except for the one on insurance: e.g. there is one class of households with the same 
probability of being in poor health, (8), etc. Suppose that in this economy, insurance is introduced where the insurer 
guarantees the "fair" insurance. Following [Rothschild et al. 1976], the insurer pays $1 for $pI insurance fee when an 
insurance holder is in poor health. Specifically, if a household plans to obtain $ Iα when the household is in poor health, the 
household must pay p  I Iα, both in poor health and in good health. Thus, when the income compensation insurance is 
introduced, each household, with α=a2/(a1+a2) probability of being sick, maximizes the following expected utility: 

             max (1-α) u[z1α,le1α] +αu[z2α,le2α] 

                  s.t. pz z1α+ pI Iα=w (365- le1α)+Y1α, and  pz z2α+ pI Iα=w (300- le2α)+Iα+Y2α                (12)  

As explained above, in this model, the household selects the optimum insurance holding Iα, as well as optimum commodity 
consumption, and optimum labor supply. In what follows, first, we derive optimum zd and ls, given Iα. Deriving zs and ld from 
the firms' profit maximization, we derive equilibrium commodity price pz, given Iα and w=1. This derivation provides the 
equilibrium expected utility level, uα[Iα], given Iα and w=1. Finally, the optimum insurance Iα is selected by maximizing the 
equilibrium expected utility level.  

As computed in [Fukiharu 2004b], pz= 2×121451/2, which is independent of Iα. We have indirect utility function  
uα[Iα]=(2360434675-12870 Iα+99 Iα2)/(80000 ×121451/2), which is depicted in Figure3. 

                                                                     uα[Iα] 
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Figure3: Insurance-Dependent Indirect Utility Function When u[z,le]=z×le 

 

In Figure3, uα[0]=uα[130], and Iα can be raised, while satisfying income constraint. Thus, there is no equilibrium. 

In order to examine what strict assumption on utility function is required, suppose that the utility function is of the following 
form instead of (2). 

               u[z,le]=z1/2×le1/2                                                      (2-1)      

With this modification of utility function, the equilibrium expected utility level is computed as uα[Iα]=(99((-48645+ 
Iα)2)1/2+((42145+99 Iα)2)1/2)/(20000×21/2×121451/4), and uα[Iα] is depicted as in Figure4.  
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Figure4: Insurance-Dependent Indirect Utility Function When u[z,le]= z1/2×le1/2 

 

uα[0]= uα[48645] and the selection of Iα, greater than 48645, is not feasible. Thus, no households purchase the insurance. 
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Suppose, then, that the utility function is of the following form instead of (2). 

               u[z,le]=z1/3×le1/3                                                      (2-2)      

With this modification of utility function, the equilibrium expected utility level is computed as uα[Iα]=(99((-48645+ 
Iα)2)1/3+((42145+99 Iα)2)1/3)/(2000×21/3×51/2×24291/6), and uα[Iα] is depicted as in Figure5. 
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Figure5: Insurance-Dependent Indirect Utility Function When u[z,le]= z1/3×le1/3 

 

In the interval [0,48645], the equilibrium expected utility function, uα[Iα], has interior maximum as shown in the above 
diagram. When Iα is larger than 48645, uα[Iα] increases as shown in Figure5. However, le1

d becomes negative in this case, so 
that Iα, greater than 48645, is not feasible, and there exists GE with insurance when the utility function is specified by (2-2). 
The maximand of uα[Iα]  is Iα=65. 

A function, F[X] is called strictly concave, if F[X] satisfies F[tX+(1-t)X']>t F[X]+(1-t) F[X] for X≠X', and 0≦t≦1. Note 
that (2-2) satisfies strict concavity; and it corresponds with the risk averter assumption: i.e. u"(Y)<0 where Y is income; for 
[Arrow1963] and [Rothschild et al.1976]. The strict concavity of utility function was assumed in [Lucas 1972] when Lucas 
proved the existence of GE with money, asserting that the monetary policy is completely ineffective. As pointed out by 
[Grandmont 1983] and [Fukiharu 1988], this strict assumption is indispensable in its proof: i.e. when the utility function is 
strictly quasi-concave, households do not hold paper money. Thus, in this subsection, it was ascertained that the assumption 
of strict concavity on utility function is indispensable for the existence of GE, when the transfer of financial assets is 
incorporated from the first period to the second period (in Lucas case), or from one situation, say, in good health, to another, 
say, in poor health (in our insurance case). 

3.2. Two Classes of Households Case 
[Akerlof 1970] considered the asymmetric information in the market for used cars, asserting that there may not exist 
equilibrium in such a market, where the sellers of used cars know the quality of them, while the purchasers don't. [Rothschild 
et al.1976] asserted that there may not exist equilibrium in insurance market with asymmetric information, where the sellers 
of insurance do not know the exact probabilities of diseases of the purchasers and the insurers must set the insurance fee by 
the average of those probabilities. In this subsection, following [Rothschild et al.1976], it is assumed that there are two 
classes of households with different probabilities of misfortune, and the sellers of insurance do not know the precise 
probabilities of misfortune of the purchasers and the insurers set the same insurance fee for all the purchasers.  

Utility functions are specified by (11). There are two classes of households. Type A-households have the same characters as 
specified in subsection 3.1. Specifically, they have the probability α=1/100 of being unfortunate, and H0=300.  For 
simplicity, it is assumed that there are 100 class A-households. As in the preceding subsection, suppose that a1 (=99) 
households in good health (or fortunate) and a2 (=1) households in poor health (or unfortunate) in this class. In this section, 
another class of households is added. Suppose that there are 100 class B-households, with the probability β=1/10 of being 
unfortunate. For simplicity, suppose furthermore that b1=90 fortunate households and b2=10 unfortunate households in this 
class, and H0=300. Thus, there are 200 households in this society, divided by two classes. 

b1=90, b2=10, H0=300.                                         (8-1) 

The behavior of class B households is stipulated in what follows. 

             max (1-β) u[z1β,le1β] +βu[z2β,le2β] 
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                  s.t. pz z1β+ pI Iβ=w (365- le1β)+Y1β, and  pz z2β+ pI Iβ=w (300- le2β)+Iβ+Y2β                (12-1) 

Equilibrium condition for the commodity market with two-class-household GE model is the following. 

            zs=a1×z1α
d+a2×z2α

d+ b1×z1β
d+b2×z2β

d     (commodity market II)            (13) 

>From (13), the equilibrium commodity price pz, when Iα and Iβ are given and w=1, is computed as follows.  

pz=(72285+ Iα+10 Iβ-100 IαpI-100 IβpI)1/2 2/31/2                                    (14) 

Equilibrium condition for the labor market with two-class-household GE model is the following. 

a1 l1α
s+ a2 l2α

s+ b1 l1β
s + b2 l2β

s = lg
d         (labor market II)                     (15) 

>From (15), the equilibrium commodity price pz, when Iα and Iβ are given and w=1, is computed as follows.  

pz=(72285- Iα-10 Iβ+100 IαpI+100 IβpI)1/2 2/31/2                                 (16) 

The same commodity price must prevail at equilibrium, so that from (15) and (16)  

            pI=(Iα+10Iβ)/(100(Iα+Iβ))                                                                    (17) 

must hold. Substitution of (17) into (16) gives rise to the constant equilibrium commodity price, pz=2×240951/2. From (16) 
and (17), the indirect expected utility for household of class A, given Iα and Iβ, is computed as uA[Iα,Iβ]. 

uA[Iα,Iβ]= 99/(4000×51/2×48191/6) {((2 Iα2-97095 Iβ+5 Iα(-19419+4 Iβ))2/( Iα+ Iβ)2)1/3+ 

                                ((198 Iα2+84095 Iβ+5 Iα(16819+36 Iβ))2/( Iα+ Iβ)2)1/3}    (18) 

The indirect expected utility function, uA[Iα,Iβ], is depicted in Figure6 (0≤Iα≤1000, 0≤Iβ≤1000). 
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Figure6: Type A's Insurance Dependent Indirect Utility Function, uA[Iα,Iβ], (0≤Iα≤1000, 0≤Iβ≤1000) 

For instance, when Iβ=1, uA[Iα,Iβ] has the local maximum at Iα=61.6467, while the global maximum is at Iα=0, as is clear from 
Figure7 (0≤Iβ≤2) and Figure8 (when Iβ=1). 
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Figure7: uA[Iα,Iβ], (0≤Iα≤1000, 0≤Iβ≤2)                             Figure8: uA[Iα,1] 
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When Iβ is not small, however, uA[Iα,Iβ] has maximum at Iα=0, as is clear from Figure 9 (50≤Iβ≤100) and Figure10 (when 
Iβ=60). 

200
400

600
800

1000

Ia

50

60

70

80

90

100

Ib

5.68
5.7

5.72
5.74

uA

200
400

600
800Ia

                  

200 400 600 800 1000
Ia

5.69

5.71

5.72

5.73

5.74

uA

 
Figure 9 : uA[Iα,Iβ], (0≤Iα≤1000, 50≤Iβ≤100)                               Figure 10: uA[Iα,60] 

In the same way, the indirect expected utility for household of class B, given Iα and Iβ, is computed as uB[Iα,Iβ]. 

uB[Iα,Iβ]= 9/(400×51/2×48191/6) {(( Iα(-97095+ 2 Iβ)+5 Iβ (-19419+4 Iβ))2/( Iα+ Iβ)2)1/3+ 

                                ((11 Iα(7645+18 Iβ)+5 Iβ(16819+36 Iβ))2/( Iα+ Iβ)2)1/3}    (19) 

The indirect expected utility function, uB[Iα,Iβ], is depicted in Figure11 (0≤Iα≤1000, 0≤Iβ≤1000). 
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Figure 11: Type B's Insurance Dependent Indirect Utility Function, uB[Iα,Iβ], (0≤Iα≤1000, 0≤Iβ≤1000) 

Even when Iα is small, indirect utility function has maximum at Iβ≥65, as is clear from Figure 12 (0≤Iα≤5). This phenomenon 
emerges since insurance fee is cheap for class B households, who have higher possibility of misfortune. For instance, when 
Iα=1, indirect utility function has maximum at Iβ=65.3268, as is clear from Figure 13 (when Iα=1). 
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Figure 12: uB[Iα,Iβ], (0≤Iα≤5, 0≤Iβ≤200)                              Figure 13: uB[1,Iβ] 

Even if Iα is large, indirect expected utility has maximum at Iβ≥65. For instance, when Iα=500, indirect utility has maximum at 
Iβ=559.333. By simulation, it can be ascertained that the greater Iα becomes, the greater the maximand, Iβ, becomes.  
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In this game-theoretic situation, equilibrium is on the boundary; i.e. Iα=0 and Iβ=65. Indeed, when Iβ=65, the indirect utility of 
class-A households is depicted as in Figure 10. On the other hand, when Iα=0 the indirect expected utility of class-B 
households has maximum at Iβ=65, as is clear from Figure 13. In this way, the Adverse Selection emerges in this GE. 

4. Conclusions 
France, Germany, and Japan among advanced countries adopt the national medical insurance system, in which the insurer of 
medical insurance is the government. While [Arrow 1963] provided theoretical support, [Pauly 1968] pointed out defects in 
the medical insurance: Moral Hazard problem. Pauly argued that Moral Hazard emerges in the sense of welfare inefficiency. 
In section 2 of this paper, constructing simple GE model, this problem was examined in terms of simulation. In this paper, all 
the equilibria were computed using the traditional Newton method, instead of Scarf algorism. Note, first, that the Scarf 
algorism does not guarantee the existence of solutions in arbitrary GE model, while it guarantees that we can compute 
competitive general equilibria. Thus, it is an efficient approach to check the existence of monopolistic GE in terms of Newton 
method. So far, the existence problem has been solved for monopolistic GE model with subjective demand function. As 
shown in this paper, the demand function for medical service is objective and the existence of GE was guaranteed. 
Furthermore, we can use the ready-made Mathematica function in utilizing the Newton method, while we must newly 
program the Scarf algorism in utilizing it. In this section, it was ascertained first that the welfare inefficiency emerges under 
medical insurance with competitive medical sector. Second, it was shown, however, that medical insurance improves welfare 
if the medical sector is a monopolist. In section 3 of this paper, the Adverse Selection problem was examined in terms of 
graphical simulation. First, it was shown that in order to guarantee the existence GE with income compensation insurance, 
the stronger assumption on the utility function is required. This result extends the contribution by Grandmont. 
[Grandmont 1983] showed that when the transfer of financial assets is incorporated from the first period to the second period 
as in Lucas' Rational Expectations model, non-ordinal utility function must be assumed to guarantee the existence of GE. 
This paper showed the same result in our insurance case. Regarding the Adverse Selection, [Arrow 1963] had pointed out the 
asymmetry of information between the insurer and the insured. Synthesizing [Arrow 1963] and [Akerlof 1970], [Rothschild 
et al.1976] proved that the Adverse Selection emerges in the sense that there is no interior solutions in the partial equilibrium 
model with insurance. In this paper, it was shown utilizing graphical simulation that the Adverse Selection emerges in the 
sense that there does exist the unique boundary solution with no insurance for the insurance purchaser with lower probability 
of misfortune. In this way we may conclude that the simulation approach is quite effective in adding new insights to the 
classical contributions. 
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ABSTRACT 
When using optimization techniques based on mathematical models, we often need to make important simplifications. The 
solution thus provided, even if proven to be theoretically one of the best, might not be so good in practice. Simulation can be 
used to evaluate the actual performance of the solution. We propose here a coupling between optimization and simulation that 
tries to improve the solution provided by a mathematical model. This approach still focuses on optimizing the theoretical 
objective function, contrary to the common optimization-simulation coupling that focuses on improving the objective 
function evaluated from simulation. We propose to illustrate this approach on a routing problem, and present numerical 
results on the quality of the solution and the efficiency of both coupling approaches. 

KEYWORDS 
Optimization, discrete-event simulation, simulation optimization, routing problem 

1. Introduction 
The goal of this paper is to discuss a way to improve the practical quality of a solution provided by an optimization process. 
There are several advanced optimization techniques (mixed integer programming: branch-and-bound, branch-and-cut... 
[Nemhauser and Wolsey 1999], decomposition methods: Benders, Dantzig-Wolfe... [Lasdon 1970]) that can solve efficiently 
problems formalized with mathematical models. Major results have been stated to prove the optimality or the quality of the 
solution (approximation algorithms can ensure the solution found to be close to the optimal solution according to a given 
precision [Hochbaum 1997]), and to ensure the efficiency of the techniques (their complexity, their speed to converge to a 
solution...). 

However, these methods have significant drawbacks when looking for their practical implementation. First, they are not 
robust to changes in the structure of the problem: adding a new kind of constraints might make the problem unsolvable with 
the previous optimization technique (e.g. linear constraints, solved with the simplex method, that become non-linear). 
Secondly, and more of concern in this paper, major simplifications on the modeling of the problem often have to be 
considered. As a result, a solution that is optimal in theory may not be so good in practice. 

Therefore, we propose an optimization-simulation coupling called model enhancement, that attempts to reinforce the 
mathematical model in order to make the solution more adapted to practice than a straightforward optimization. This 
approach is mildly inspired by decomposition methods used for exact resolution of optimization problems, like Benders’ 
decomposition or the column generation [Lasdon 1970]. 

Section 2 recalls the common optimization-simulation coupling sketch, usually called simulation optimization, and 
formalizes the problem that we propose to discuss in this article. Section 3 explains what straightforward optimization 
implies on the formulation and the solutions of the problem. Section 4 finally presents the idea of model enhancement, its 
goal and sketch. This proposition is illustrated in Section 5 through a routing problem. The approaches presented in the 
previous sections are implemented for this problem, and the quality of their solution and their computational efficiency are 
compared. 
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2. Simulation Optimization 
An optimization problem can be expressed as finding the best solution x to a real problem (Pr), i.e. minimizing or maximizing 
a function fr(x). A solution x fits problem (Pr) if it satisfies a set of constraints that defines the space Cr of feasible solutions. 
For instance, x can represent the route of a bus in a city, Cr the constraints on this route (its length, the streets it can use...), 
and fr(x) represents the satisfaction of the customers using the route x. 

 
During the modeling phase, the real problem (Pr) must be approximated. The common formulation of simulation 
optimization is expressed by problem (Ps). The fact that a function (resp. a space of solutions) b approximates another 
function (resp. another space of solutions) a is denoted b ~ a. 

 
Cs represents constraints on a solution x. It usually defines the basic structure of a feasible solution (e.g. the route of the bus 
must be a cycle in a graph representing the streets of the city). λ is a vector of measures (e.g. the travel times of the 
customers) that is returned by the simulation for a solution x (cf. Figure 1). 

Λs(x) is the set of feasible solutions for λ, according to a given solution x. It is defined by implicit constraints of the 
simulation model (given a solution x, the simulation returns the estimation λ), and by explicit constraints on some 
performance measures (e.g. the travel time of the customers must not exceed a given limit). That means Λs(x) contains either 
one solution (x is feasible based on the simulation evaluation), or no solution (x is not feasible based on the simulation 
evaluation). 

 
Figure 1: Simulation optimization sketch. 

The objective function fr of the real problem is approximated by fs. We propose to parameterize this function on vector λ: 
fs(x) = g(x,λ). For instance, λ can represent estimated times of travel for solution x, and g(x,λ) an estimation of the 
satisfaction of the customers for solution x according to these times. 

Simulation optimization explores the set of solutions Cs to optimize fs. For each solution x, the simulation estimates vector λ. 
If λ satisfies all the constraints in Λs(x), the solution x is accepted, and the objective function g(x,λ) is evaluated. 

Several methods are proposed to solve problem (Ps). A classification in four major approaches can be found in [Merkuryev 
and Visipkov 1994] and [Azadivar 1992]: gradient based search, stochastic approximation, response surface and heuristic 
search. These methods are robust to changes in the objective function or in the constraints of the problem. However, they 
only represent a few optimization techniques and their efficiency and convergence are not always ensured. 
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3. Straightforward Optimization 
Optimization techniques, independent of simulation, usually need a mathematical model (Po). This representation is also an 
approximation of the real problem (Pr). 

 
However, we can reasonably assume that the simulation optimization problem (Ps) is closer to the real problem than the 
straightforward optimization problem (Po): in our example, the optimization model (Po) assumes that there is no waiting time 
at the bus stops, contrary to the simulation model (Ps) that inherently takes this data into account. For the purpose of model 
enhancement, we now make some assumptions on the structure of (Po). 

 
• The constraints Cs describe the basic structure of a feasible solution. Hence, we can reasonably assume that the 

constraints defining Co are approximations, and even relaxations, of the constraints defining Cs. It means that 
Co ⊃ Cs. For instance, Cs can force a bus route to be an elementary directed cycle (i.e. without any loop), thus 
simulation optimization will explore the space of solutions more easily; whereas Co can allow any kind of directed 
cycle, the space of solutions will be bigger, but straightforward optimization will solve the problem more easily. 

• We consider that the objective functions fo and fs are identical: fo(x) = g(x,λ). However, we assume that the space of 
solutions Λo is an approximation of the space of solutions Λs, which implicitly makes fo an approximation of fs. In 
our example, Λs(x) will be a statistical estimation of the travel times of the customers, whereas Λo(x) will be a 
deterministic computation. 

Depending on the structure of the problem, various optimization techniques can be considered to solve (Po). However, once a 
particular method m has been chosen to solve the problem, it is difficult to deal with changes on the kind of constraints of the 
problem. For model enhancement purpose, we consider changes only on the constraints that describe Λo. Let us denote Km the 
set of all the families of constraints that can be managed by method m. That means problem (Po) is solvable by method m 
only if Λo ∈ Km. 

4. Model Enhancement 
From the previous assumptions, if Λo(x) is never empty, all solutions x ∈ Co are feasible solutions of problem (Po). As 
Co ⊃ Cs, any solution of the simulation optimization problem (Ps) is a feasible solution of (Po). In particular, any optimal 
solution xs* of (Ps) is a feasible solution of (Po). The idea of model enhancement is to find the family of constraints Λo ∈ Km 
such that the optimal solution xo* of (Po) is one of the optimal solutions xs* of (Ps). We can state the model enhancement 
problem (Pe) as follows. 

 
(Pe) is a very hard problem. However, one way to find a good solution to the problem may be to approximate Λs by Λo as 
precisely as possible. Thus, λs and λo* will have similar values and the theoretical evaluation g(xo*,λo*) of the optimal 
solution xo* of problem (Po) will be close to its simulation evaluation g(xo*,λs). 

This approach is inspired by decomposition methods like Benders’ decomposition or the column generation [Lasdon 1970], 
which propose to decompose a problem into two parts: the relaxed master problem, which is a relaxation of the original 
problem and the auxiliary problem, whose resolution provides useful information to enhance the relaxed master problem. 
Through an iterative process, the resolution of auxiliary problems will allow to add constraints or variables (depending on the 
decomposition approach) into the relaxed master problem, which will tend progressively to the original problem, and will 
provide an exact optimal solution. 
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We can propose a similar decomposition for model enhancement: (Po) is the relaxed master problem, and simulation 
experiments act like resolutions of auxiliary problems that provide information to enhance the relaxed master problem. In our 
example, (Po) does not consider waiting times at bus stops. The evaluation λs of its optimal solution xo* using simulation 
provides estimations of these waiting times. Based on this information, we need to find a way to modify Λo so it better 
approximates Λs. 

 
Figure 2: Model enhancement heuristic. 

Algorithm 1 and Figure 2 describe a heuristic approach for model enhancement that iteratively modifies Λo, based on the 
simulation evaluation λs of an optimal solution of (Po). 

Algorithm 1: Model enhancement heuristic. 
  k ← 0; 
  let n be the maximal number of iterations; 
  let Λo

k be an approximation of Λs; 
 
  repeat 
   let (xo*,λo*) be an optimal solution of (Po) with Λo = Λo

k; 
   let λs be the simulation evaluation of xo*; 
   Λo

k+1 ← h(Λo
k,λs); 

   k ← k+1; 
  until | g(xo*,λo*) - g(xo*,λs) | < ε or k ≥ n; 

Function h represents the way to modify Λo at each iteration. It needs to be defined more precisely for any specific problem. 
In the next section, we propose to illustrate this heuristic with more details on the bus routing problem we mildly use as 
example in the first part of the article. 

5. Study of a Routing Problem 
We propose now to study a bus routing problem in order to illustrate the discussion of the previous sections. We detail the 
simulation optimization method, a straightforward optimization approach and the model enhancement heuristic for this 
problem. We also present a practical comparison of these three approaches. 

5.1. Problem Presentation 
We focus on the following problem: let us consider a public transportation company in an urban network, such as a bus 
company. Basically, this company needs to design low cost bus routes while satisfying potential customers. 
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Let us consider a directed graph G = (V,E) where V is the set of vertexes and E the set of edges. Each vertex represents a 
potential bus stop or a crossroad in the real-life network. Each edge represents a road between two stops or crossroads. 

We assume the customer demands are known, i.e. there is a description of the moves the customers need to perform in the 
urban network. A customer demand d ∈ D is defined by a tuple (od;sd;Qd;td

min;td
max), where od ∈ V is the origin of the move, 

sd ∈ V the destination, Qd the throughput of customers for this demand. td
min and td

max are reference times for the demand: td
min 

is the time it takes to a vehicle (such as a bus) to move from od to sd; and td
max is the time of travel of a pedestrian from od to 

sd. 

In this article, we limit the problem to find a transportation system Γ that meets the following requirements: 

• Γ is a set of directed cycles in graph G (for clarity reasons, we consider further only one bus cycle); 

• the length of the bus route, i.e. the time it takes to the bus to move along the route, must be less than a given 
threshold T; 

• Γ should maximize the satisfaction of the customers. 

Let us denote td the time it takes to a customer with demand d to travel through the network. His satisfaction can be 
represented by a function Φd(td) defined as follows: if td ≤ 2td

min then the customer is fully satisfied and Φd(td) = 1; if 
td ≥ 2td

max then the customer is not satisfied at all and Φd(td) = 0; and between these two limits, the closer to the minimum, the 
better the customer is satisfied. Figure 3 illustrates the satisfaction function. 

 
Figure 3: Satisfaction function for demand d. 

Finally, we define wi the time customers are waiting at a bus stop i. Back to our notations of the previous sections, λ is the 
vector of all the td and the wi values. λo will be their theoretical estimation (from optimization) and λs their practical 
estimation (from simulation). 

Let us denote x a solution to the problem, i.e. xe = 1 if edge e is part of the bus route, and xe = 0 otherwise. The objective is to 
maximize the satisfaction of the customers, i.e. function g(x,λ) = Σd∈D Qd Φd(td). 

5.2. Simulation Optimization 
We propose to solve the problem using the tabu search metaheuristic in the simulation optimization sketch (Ps). The tabu 
search was first introduced by [Glover and Laguna 1997] and [Herz et al. 1997]. It searches for a good solution x in the space 
of solutions Cs. Cs represents bus routes with their length below T. Moreover, we force the structure of the bus routes in Cs to 
be a geodesic (the search is thus facilitated). A geodesic is a directed cycle defined by a given number of points called control 
points. Each control point is connected to its successor in the cycle by a shortest path (cf. Figure 4). 

 
Figure 4: An example of 3-points geodesic. 
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Neighborhood structures for the heuristic rely on moving, adding or deleting a control point. The tabu list contains the control 
points that have been modified in the last few iterations. We have implemented a two-level heuristic using aspiration criteria 
(accepting a tabu move under some conditions) and diversification strategy (exploring another area of the space of solutions). 

For a given solution x of the simulation optimization problem (Ps), simulation estimates the time of travel td of the customers 
with demand d and their waiting time wi at bus stop i (reminder: all these values are stored in vector λ). Besides the implicit 
constraints of simulation, we consider no additional constraints in Λs that can discard a solution x based on its estimation λ. 
That means any solution x ∈ Cs is a feasible solution of (Ps) (it is a necessary condition for model enhancement to work). 

Discrete-event simulation is used to simulate the system, i.e. the bus and the customers are individual entities, whose moves 
are simulated to estimate the waiting times at the bus stops and the travel times of the customers (in order to evaluate their 
satisfaction). 

 
Figure 5: Graph modeling Clermont-Ferrand (France) downtown. 

We consider now a graph with 109 vertexes and 392 edges that represents Clermont-Ferrand downtown (cf. Figure 5), with 
12 customer demands. Table 1 presents numerical results for the simulation optimization on this instance. In order to test 
various problem structures, the number of control points in a geodesic varies. We also consider several maximal lengths T for 
the bus route. The tabu search has been implemented with C++ and the simulation model with the B++ Simulator 
framework 1 (cf. Figure 6). The tests have been performed on a Pentium Centrino 1.7 GHz with G++ 3.2 compiler. 

                                                           
1 Information available at http://frog.isima.fr/bruno/?doc=bpp_library+ch=simulator. 
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Figure 6: Visual representation of the simulation. 

Execution times can be more than a day. As our purpose here is only to know good practical solutions to compare with model 
enhancement's ones, we choose to limit the number of diversifications. Notice that the number of simulation evaluations to 
solve (Ps) is high, and without our restriction, it can reach more than 100000 evaluations. Hence, the solutions provided here 
are not always the best ones that simulation optimization can provide. 

 
Table 1: Simulation optimization numerical results. 
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5.3. Straightforward Optimization 
Our bus routing problem is strongly related to the well-known Vehicle Routing Problem (VRP) class. Several straightforward 
optimization techniques can be considered to solve the problem [Toth and Vigo 2002]. Especially, [Yon et al. 2003] propose 
a mixed integer programming formulation. They show that the tabu search (as defined in the previous section) can provide 
solutions very close to the optimal solution (when known) or to the best known solution (when it takes to much time or 
memory to get an optimal solution using mixed integer programming). 

Thus, we prefer to choose the tabu search as our method m to solve the optimization problem (Po). It still searches a good 
solution x, but this time in the space of solutions Co. With mixed integer programming, Co would be larger than Cs (Co ⊃ Cs), 
because instead of forcing the solution to be a geodesic, it would look for any directed cycle. With tabu search, it is easier to 
keep the geodesic structure, so Co = Cs. 

Λo is an approximation of Λs. The implicit constraints of simulation that define Λs are replaced by constraints to estimate the 
time of travel td of the customers with demand d. Other constraints fix the waiting times wi to zero for any bus stop i, due to 
the assumption that there will be enough buses on the bus route for the waiting times to be insignificant. To sum up, Λo 
approximates the way to estimate the travel times and sets the waiting times to zero. 

 
Table 2: Straightforward optimization numerical results. 

Under the same conditions than problem (Ps), tests have been performed for (Po). The problem is solved with tabu search. 
Table 2 shows the theoretical evaluation fo(xo*) of the best solutions xo* found for (Po), and their simulation evaluation fs(xo*). 
The resolution is quite fast (around 10 seconds) compared to simulation optimization (several hours), but the solutions do not 
always have good simulation evaluations. Inside parenthesis is indicated the relative difference ( fs(xo*) - fs(xs*) ) / fs(xs*). 

5.4. Model Enhancement 
Simulation optimization provides good practical solutions, but needs a very long time to execute (cf. Table 4). At the 
opposite, straightforward optimization is very fast, but provides poor practical solutions. We describe now the model 
enhancement heuristic (as proposed in Section 4) applied to our bus routing problem, in order to improve the contraints 
defining Λo so problem (Po) provides good practical solutions. 

In problem (Po), we assumed that the waiting times wi are set to zero at any bus stop i. These constraints may make Λo a poor 
approximation of Λs. As the method used to solve (Po) can deal with any constant waiting times wi ≠ 0, we propose to modify 
these theoretical waiting times at each iteration of model enhancement (in order to make Λo a better approximation of Λs). 

Let us denote wi
k the waiting times for problem (Po) at iteration k, and λs = (w t), composed of vectors w = (wi)i∈V (the 

estimated waiting times) and t = (td)d∈D (the estimated travel times), the simulation evaluation of the current theoretical 
solution xo*. If wi ≠ 0, that means i was effectively used as a bus stop during the simulation. Thus, we propose to tend wi

k+1 to 
wi as follows: wi

k+1 ← wi
k + ∆(wi  - wi

k). If wi = 0, that means i is a vertex where customers never stop. However, we propose 
to tend wi

k+1 to the mean M of the waiting times (estimated since the start of the algorithm) as follows: wi
k+1 ← wi

k + ∆(M -
 wi

k). 

 
∆ < 1 is a progression step that needs to be tuned. One can choose ∆ either constant, or variable according to the number of 

Blaise Pascal University, France 338 © OICMS 2005



iterations (in order to ensure some convergence). For this routing problem, we chose a constant ∆ = 0.1 and decide to stop the 
model enhancement after n = 100 iterations, or when there is some convergence, i.e. the difference between the theoretical 
evaluation fo(xo*) = g(xo*,λo*) and the simulation evaluation fs(xo*) = g(xo*,λs) is less than ε = 0.01. Algorithm 2 summarizes 
the model enhancement heuristic for our bus routing problem. 

Algorithm 2: Model enhancement heuristic for bus routing problem. 
  k ← 0; 
  for each vertex i ∈ V do wi

k ← 0; 
 
  repeat 
   k ← k+1; 
   solve (Po) with waiting times wi

k, i ∈ V; 
   let (xo*,λo*) be an optimal solution of (Po); 
   let λs = (w t) be the simulation evaluation of xo*; 
   update mean M of the estimated waiting times; 
 
   for each vertex i ∈ V do 
    if wi ≠ 0 then wi

k+1 ← wi
k + ∆(wi - wi

k); 
    else wi

k+1 ← wi
k + ∆(M - wi

k); 
   end for; 
  until | g(xo*,λo*) - g(xo*,λs) | < ε or k ≥ n;  

Under the same conditions than problems (Ps) and (Po), tests have been performed for model enhancement. Table 3 indicates 
the theoretical evaluation of the best solutions xe* found. It shows that it is very close to the simulation evaluation of the same 
solution. In parenthesis, it indicates the relative improvement of the practical quality of the solution compared to 
straightforward optimization: ( fs(xe*) - fo(xo*) ) / fs(xo*). The number of iterations of the model enhancement process is also 
provided. 

 
Table 3: Model enhancement numerical results. 

The resolution is slower than straightforward optimization, but is really faster that simulation optimization (cf. Table 4). In 
fact, few calls to simulation evaluation are required, contrary to simulation optimization that needs a large amount of 
evaluations. The quality of the solution provided by model enhancement is usually close to the one provided by simulation 
optimization, and always improves the solution provided by straightforward optimization. 
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Table 4: Execution times comparison. 

Figure 7 shows the evolution and the convergence of both theoretical and simulation evaluations of solution xo* at each 
iteration k of the model enhancement process, for the search of a 10-points geodesic with T = 1000000. At the beginning, the 
theoretical evaluation is far from the simulation one, it is due to the fact that all the waiting times are considered to be zero in 
the theoretical model. Progressively, the waiting times information is injected into the theoretical model, which makes the 
theoretical optimization to provide various optimal solutions (that are not always very good in practice, which explains the 
variations in the first iterations). Finally, a good solution is found, with its theoretical evaluation very close to the simulation 
one. 

 
Figure 7: Solution estimation evolution with model enhancement, case 1. 

The convergence seems to be achieved quite easily in this case. However, Figure 8 shows the same kind of evolution for the 
search of a 7-points geodesic with T = 1000000. As shown in this figure, the heuristic sometimes oscillates between several 
good solutions, thus the convergence is more difficult to achieve. 

 

Blaise Pascal University, France 340 © OICMS 2005



 
Figure 8: Solution estimation evolution with model enhancement, case 2. 

6. Conclusion 
Simulation optimization provides good practical solutions. However, it may take a long time to execute, with lots of 
simulation evaluations. At the opposite, for some problems, like the routing problem presented here, efficient theoretical 
approaches can efficiently solve simplified formulations. But, usually, they find solutions that are not so good in practice. 

We propose in this article an approach called model enhancement that still focuses on the theoretical problem, and tries to 
improve its formulation in order to take into account practical aspects (estimated by simulation). The final goal is for the 
theoretical approach to provide good practical solutions. 

We formalize model enhancement as problem (Pe) which, in some conditions, should provide the best practical solution 
(according to simulation evaluation). This problem seems actually very hard to solve. It proposes nevertheless a different way 
to think of optimization and simulation coupling. Therefore, we present a quite simple heuristic for model enhancement, 
illustrated on a routing problem. Experimental results show the potential of model enhancement, which needs further 
investigation. 
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ABSTRACT 
With Grids, we are able to share computing resources and to provide for scientific communities a global transparent access to 
local facilities. In such an environment the problems of fair resource sharing and best usage arise. In this paper, the analysis 
of the LPC cluster usage (Laboratoire de Physique Corpusculaire, CNRS-IN2P3, Clermont-Ferrand, France) in the EGEE 
Grid environment is done, and from the results a model for job arrival is proposed. 

KEYWORDS 
Grid, Workload analysis, Job arrival, Markov model 

1. Introduction 
Analysis of a cluster workload is essential to understand better user behaviour and how resources are used [Feitelson 02]. We 
are interested to model and simulate the usage of a Grid cluster node in order to compare different scheduling policies and to 
find the best suited one for our needs. 

Briefly, we have some groups of users that each submits jobs to our cluster. These jobs are placed inside a waiting queue 
before being scheduled and then processed by a Worker Node. Each group has their own need and their own strategy to 
submit to the cluster. 

We wish first to have good metrics that describes the group and user usage of the site, then to model the global behaviour 
(average job waiting time, average waiting queue length, system utilization, etc.) in order to know what is the influence of 
each parameter and to avoid site saturation, and finally to simulate jobs arrivals and characteristics to test and compare 
different scheduling strategies. The goal is to maximize system utilization and to provide fairness between site users to avoid 
job starvation. 

As parallel scheduling for p machines is a hard problem, heuristics are used. Moreover we have no exact value about the 
duration of jobs, making the problem difficult. We need a good model to be able to compare different scheduling strategies. 

First this paper describes the grid middleware used (section 2). Then the workload of the LPC computing resource, a Grid 
enabled cluster is presented (section 3) and the logs are extracted and analyzed statistically. A model is then proposed that 
describes the job arrival rate in section 4. We describe the simulation done (section 5) and validated it in section 6. A 
discussion is done in section 7 and section 8 concludes this paper. 

2. Grid technology 
The Grid gives new ways to share resources between sites, both as computing and storage resources. Grid defines a global 
architecture for distributed scheduling and resource management [England 04]. We would like to understand better such a 
system so that a model could be defined. With such a model, simulation might be done and a quality of service could then be 
proposed to the different users and groups. 

In Grid world, resources are controlled by their owners. For instance different kind of scheduling policies could be used for 
each site. A Grid resource center provides to the Grid computing and/or storage resources and also services that allow jobs to 
be submitted by guests users, security services, monitoring tools, storage facility, software management, etc. 

The Grid principle is to allow user a worldwide transparent access to computing and storage resources. This access aimed to 
be transparent by using LCG (Large Hadron Collider Computing Grid Project) middleware built on top of the Globus Toolkit 
[Foster 97]. Middleware acts as a layer of software that provides homogeneous access to different Grid resource centers. 

2.1. LCG Middleware 
The users Grid entry point is called an User Interface (UI). This is the gateway to Grid services. From this machine, users are 
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given the capability to submit jobs to a Computing Element (CE) and to follow their jobs status [Peris 04]. LCG-2 is 
organized into Virtual Organizations: dynamic collections of individuals and institutions sharing resources in a flexible, 
secure and coordinated manner. 

Users submit their jobs to the Grid one by one. They could directly specify the execution site or let a Grid service choose the 
best destination for them. Users give only a rough estimation of the job running time that is a maximum job running time. In 
general this estimated time is overestimated and very imprecise [Zotkin 99]. 

The services of the Workload Management System (WMS) are responsible for the acceptance of job submits and the 
dispatching of these jobs to the appropriate CE, depending on job requirements and on available resources. The Resource 
Broker (RB) is the machine where the WMS services runs, at least one for each Virtual Organizations (VOs). (For more 
details see [Avellino 04] and [Andreetto 04]). 

Users are then mapped to a local account on the chosen executing CE. A Computing Element is built on a homogeneous farm 
of computing nodes called Worker Nodes (WN) and on a node acting as a front-end to the rest of the Grid. When a CE 
receives a job, it enqueues it inside a batch queue, chosen depending on the job requirements, for instance depending on the 
maximum running time. A scheduler then proceeds all these queues to decide the execution of jobs. 

2.2. Scheduling 
The goal of the scheduler is first to enable execution of jobs, to maximize job throughput and to maintain a good fairness 
between user usage of the cluster [Feitelson 96]. At the same time scheduler have to avoid starvation, that is jobs, users or 
groups that take scarcely available cluster resources compared to others. 

Scheduling is done on-line, that is the scheduler have no knowledge about all the job input requests but jobs are submitted to 
the cluster at arbitrary time. No preemption is done, the cluster uses a space sharing mode for jobs. For example, in a Grid 
environment long-time running jobs are common. The worst case is when the cluster is full of jobs running for days and at 
the same time receiving jobs blocked in the waiting queue. Short jobs like monitoring jobs relatively do not delay too much 
long jobs. For example, a 1 day job could wait 15 minutes before starting, but it is unwise that 5 minutes jobs have to wait the 
same 15 minutes. This results in production of algorithms classes that encourage the start of short jobs rather than the start of 
longer jobs. Short jobs have higher priority [Chiang 02]. Some other solution proposed is to split the cluster in static 
sub-cluster but this is not compatible with a sharing vision like Grids. Ideal on-line scheduler will maximize cluster usage and 
fairness between groups and users. Of course a good tradeoff has to be found between the two. 

Our LPC cluster contains for now 140 CPUs managed by 2 CEs with the LCG middleware. We are using Maui as our cluster 
scheduler [Bode 00]. Currently the LPC Cluster is used mostly by Biomed users. Our cluster represents 75% of all the 
Biomed VO jobs during 2004. Another group is the Dteam VO, this group is responsible of sending test and monitoring jobs 
to our site. As seen on the figures 1(c) and 1(d), the total CPU time used by Dteam is small relatively to Biomed, but the jobs 
sent are important for the site monitoring. Soon there will be more groups from the LHC experiments. 

3. Workload analysis 
Workload analysis allows to obtain a model of the user behaviour [Calzarossa 93]. Such a model is essential for 
understanding how the different parameters change the resource center usage. Metacomputing workload [Chapin 99] like 
Grid environments is composed of different site workload. We are interested in modelling workload of our site which is part 
of the EGEE computational Grid. Our site receives only jobs coming from the EGEE Grid. 

We have a cluster containing 140 CPUs since September 15. This can be visible in the figure (figure 1(a)), when we notice 
that the number of jobs sent increases. Statistics are obtained from the Portable Batch System (PBS) log files. PBS log files 
are well structured for data analysis. The PBS log format is quite similar to the Standard Workload Format described in 
[Chapin 99]. An AWK script is used to extract information from PBS log files. AWK acts on lines matched by regular 
expressions. In our case a line containing ‘;S;’ or ‘;E;’ means that a job starts or finishes. These matching lines include 
information like the arrival time of the job and its duration. We do not have information about user’s login time because users 
send jobs to our cluster from an User Interface (UI) of the EGEE Grid and not directly. During 163 days, our site received 
108651 jobs from which 56799 Dteam jobs and 45523 Biomed jobs (figure 1(a)). It appears that jobs are submitted by bursts. 
From the logs, there are not many differences between CPU time and total time, so it means that jobs sent to our cluster are 
really CPU intensive jobs and not I/O intensive. Dteam jobs are mainly short monitoring jobs (figure 1(d)). We have 2850 
days CPU time consumed by Biomed for 45523 jobs (Mean of one hour and half per jobs, figure 1(c)). Repartition of job 
duration for Biomed VO is shown on figure 1(b). What is not shown on this figure is that there are also 34017 Biomed jobs 
that run for less than half an hour and 5752 between 30 and 60 minutes. The longest queue allows jobs to run for less than 2 
days CPU time or 3 days total time, so it explains the presence of a peak at 48 and 72 hours. There is a majority of jobs that 
do not stay waiting inside the queues before being executed. The queues are almost all the time empty for the moment, but as 
soon as other VOs will use our cluster the situation could change and the waiting factor may become important. 
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Figure 1(a)  Number of jobs received per weeks 
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Figure 1(b)  Execution time per jobs for Biomed 
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Figure 1(c)  CPU consumed by Biomed jobs per weeks 
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Figure 1(d)  CPU consumed by Dteam jobs per weeks 
 

 1

 10

 100

 1000

 10000

 100000

 0  5  10  15  20  25  30  35  40

N
um

be
r

Jobs sent per 5 minutes

Frequencies (Biomed)

 
Figure 1(e)  Biomed job arrival rate each 5 minutes 
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Figure 1(f)  Dteam job arrival rate each 5 minutes 
 

Figure 1: Biomed and Dteam cluster usage 
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Job arrival rate is a common measurement for a site usage. Figures 1(e) and 1(f) present the repartition of job arrival rate. 
They show that most of the time the cluster does not receive any jobs. Users usually submit groups of jobs and not 
stand-alone jobs. It explains the shape of the arrival rate: for instance the Dteam graph is relatively flat from 1 to 6 jobs per 5 
minutes and then it seems that it exponentially decreases. 

4. Workload modelling 
Workload is composed with jobs arrival time and their durations for each users and groups. Workload could be modelled 
with two models, one model for job submittal process coupled with another model for job duration. First we look at 
modelling user login and submission behaviour. Secondly we validate the model proposed by comparing it to real user’s 
behaviours. 

4.1. Login analysis 
In this section we begin to modelize user login/logout behaviour [Feitelson 02]. We neglect the case where an user has 
multiple login at the same time. 

Let λ be instantaneous login rate and δ be instantaneous logout rate. A logout user has a probability during dt of λdt to login 
and a login user has a probability during dt of δdt to logout (see figure 2). We consider that the probability to have more than 
one event during dt is negligible compared to dt. λ and δ could be functions of time t. 

 

dt1 − δ1 − λ dt

δ dt

λ dt

Logout Login

 
Figure 2: Login/Logout cycle 

All these parameters can vary periodically over time as we see on the week job arrival (figure 1(a)) or during day time (work 
hours). The model proposed could be used more accurately with non-constant or periodic parameters at the expense of more 
calculation and more difficult fitting. For a study of arrival rate depending on arrival hours see [Cirne 01]. In the following 
we considered parameters to be constants. In this case, 1/λ is the logout mean time, 1/δ is the login mean time. PLogin and 
PLogout are the probabilities during time that the user is respectively logged or not logged. We obtain a state diagram evolving 
with time (see figure 2). At equilibrium, probabilities are 

PLogout = δ/(λ + δ), PLogin = λ/(λ + δ) (4.1) 

4.2. Job submittal analysis 
During period when users are logged they can submit jobs. We model the job submittal rate for one user as follows: During 
dt when the user is logged he has a probability of µdt to submit a job. With δ = 0 we have a delayed Poisson process, and 
with µ = 0 no jobs are submitted. The model is shown at figure 3. 
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1 − λ dt 1 − λ dt 1 − λ dt

δ dt δ dt δ dt

1 − λ dt

δ dt

λ dt λ dt λ dt λ dt

dtµ dtµ dtµ dtµ

dt1 − (δ + µ) dt1 − (δ + µ) dt1 − (δ + µ) dt1 − (δ + µ)

Number of

jobs submitted
Logout

Login

 
Figure 3 Markov modelling of jobs submittal 

From the model, let Pn (t), Qn (t) and Rn (t) be defined as the following:  

- Pn (t) is the probability to be in the state. “User is not logged and n jobs have been submitted between time 0 and t.” 

- Qn (t) is the probability to be in the state ``User is logged and n jobs have been submitted between time 0 and t.''. 

- Rn (t) is the probability to be in the state ``n jobs have been submitted between time 0 and t.''. This is the sum of Pn(t) and 
Qn(t). 

These definitions result to the following recursive equation: 

 
In case the parameters are constants we have:  

 
We take a look at the probability of having no job arrival during an arbitrary interval of time length t which is P0(t) plus 
Q0(t). R0(t) is the probability that no jobs have been submitted between arbitrary time length t. At arbitrary time we could be 
in the state Login with probability λ/(λ + δ) and in the state Logout with the probability δ/(λ + δ). Finally we obtain the result 
from the results above:  
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Where m1 and m2 are the opposite of the eigen values of M. (m1 + m2 = λ + δ + µ, m1 m2 = λµ)  

With λ = 0 or µ = 0, we obtain that no jobs are submitted (R0(t) = 1). With δ = 0, this is a Poisson process and R0(t) = e-µt. 
Note that during a period of t there are in average µP Login t jobs submitted. During login period, we have a Poisson process 
of parameter µ, so an average of µt jobs are submitted during login period t. 

We have also for small period t, R0(t) = 1 - µPLogin t + o(t).  

R0 (t) could be estimated by splitting the arrival processes in intervals of duration t and estimating the ratio of intervals with 
no arrival. The error of this estimation is linear with t. 

Probability distribution of the duration between two jobs arrival is called an interarrival process. Interarrival process is a 
common metric in queuing theory. We have A(t) = P0(t) +Q0(t) with the initial condition that user just submits a job. This 
implies that user is logged. 

 
Let computes the mean interarrival time. Probability to have an interarrival time between t and t+dt is –A’(t)dt. The mean is  

 
It is a hyperexponential distribution. This is coherent with other experimental fitting results [Li 04]. We have not solved the 
general recursive equation 4.4 but next section describe a simulation done in Scheme [Kelsey 98] directly using the Markov 
model.  

There are too few samples to estimate precisely the user Interarrival distribution. Another problem is that for small period t 
we have from the PBS logs an error in the order of the second. 

4.3. Job duration modelling 
The jobs execution time distribution looks interesting because it shows the user job duration behaviour. This information has 
to be modelled for scheduling but a correct general model able to explain the distribution observed appears to be difficult to 
find. Jobs are a mixture of multiple applications applied to various data. Weibull distributions are commonly used probability 
distribution in the reliability engineering discipline. It has been also used with success for task completion time [England 04] 
as a failure process. Weibull distributions are distributions with a failure rate as a power function of time, instantaneous 
failure rate at time t is defined as the probability of failures between time t and t + dt given that no failure has occurred in the 
system until time t. 

 
and probability density function which is : 
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In our case no good results have been obtained with it. 

Another way commonly used for modelling duration distribution is to use log-uniform distribution. Figures 4(a) and 4(b) 
show the fraction of Dteam and Biomed jobs with duration less than some value. Job duration has been modelled with a 
multistage log-uniform model in [Downey 99] which is piecewise linear in log space. In this case Dteam and Biomed job 
duration could be approximated respectively with a 3 and a 6 stages log-uniform distribution. 
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Figure 4(a) 
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Figure 4(b) 

Users submit their jobs with an estimated run length. For relationships between execution time and requested job duration 
and its accuracy see [Cirne 01]. To sum up estimated jobs duration are essentially inaccurate.  

5. Simulation 
Let compute distribution of the waiting time in a Markov state. If α is the sum of all exit rate of the current state, we have a 
probability of αdt during dt to go out. If p(t) is the probability to stay in the current state at time t, we obtain with p(0) = 1.0,  

  
We compute the waiting time inside a state with a time T = - log (p) / α before the next state where p is a random number 
between 0.0 and 1.0. We could then simulate the waiting time inside each state. 

Scheme is a statically scoped and properly tail-recursive dialect of the Lisp programming language invented by Guy Lewis 
Steele Jr. and Gerald Jay Sussman. It was designed to have an exceptionally clear and simple semantics and few different 
ways to form expressions. A wide variety of programming paradigms, including imperative, functional, and message passing 
styles, find convenient expression in Scheme. Implementations of Scheme are required to be properly tail-recursive. 
Procedure calls that occur in certain syntactic contexts are `tail calls'. A Scheme implementation is properly tail-recursive if it 
supports an unbounded number of active tail calls. This allows the execution of an iterative computation in constant space, 
even if the iterative computation is described by a syntactically recursive procedure. Proper tail recursion was one of the 
central ideas in Steele and Sussman's original version of Scheme. Scheme procedures are objects in their own right. 
Procedures can be created dynamically, stored in data structures, returned as results of procedures, and so on [Kelsey 98]. 

We defined the states of the Markov chain as being functions, which when called return a pair containing a waiting time in 
that state and the next state. The frame of our Markov based simulation code is described below:  

 
 (define (waiting-time freq) 
  (/ (log (random-simulation)) 
     (- freq)))  
 
 (define (markov-chain 
         lambda-freq delta-freq mu-freq login?) 
  (letrec 
      ((logout-state 
        (lambda () 
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          (cons (waiting-time lambda-freq) 
                login-state))) 
       (login-state 
        (lambda () 
          (cons (waiting-time (+ mu-freq delta-freq)) 
                (if (<= (* (+ mu-freq delta-freq) 
                           (random-simulation)) 
                        delta-freq) 
                    logout-state 
                    submit-state)))) 
       (submit-state 
        (lambda () 
          (cons 0 login-state)))) 
    (if login? 
        login-state 
        logout-state))) 
 
Events management is used to simulate properly a group of users. A heap composed of states is maintained to know which 
event will be the next to be produced. We had to pay special attention to the start time and the end time an user enter and 
leave the system definitely.  

6. Validation 
After running the simulation until a stop time equal to the user activity duration, we collect the events produced. Results are 
then processed in Scheme to obtain the distribution frequency and to compare it to real results. The norm used to compare 
distribution frequencies is the infinite norm on the cumulated probability distribution. During a period of t there are in 
average µP Login t jobs submitted. We evaluate the value of µP Login which is the average number of jobs submitted by 
seconds. We use that value when doing a set of simulation in order to fit a known real user probability distribution. We have 
two free parameters, so we vary P Login between 0.0 and 1.0 and lambda which the inverse is the average time an user is 
logout. Results obtained are shown in figures 5. 

Figure 5(a) shows a corresponding Poisson fitting for Biomed user 1. Cumulatives errors made between our model and the 
real distributions are of the order of one percent for the first three figures. However a good norm to evaluate the goodness of 
fit is difficult to find, as the value of R0 is very near 1.0. For example for Biomed user 4 (figure 5(d)) results are good except 
for R0 and low frequencies which give the final 0.0878 cumulative error. Trying to fit the real distributions with our model 
take long time because of the two free parameters. An idea to evaluate µ would be to evaluate the job arrival rate during login 
periods, but we lack that login information.  

To be able to completely simulate the node usage we need not only the jobs submittal process but also the job duration. It 
seems unlikely a general model for duration could be made because it depends highly on algorithms and data used by users.  

 

Name µ δ λ 
      Biomed user 1 0.0837 0.02079 2.1e-4 
      Biomed user 2 0.0620 0.01188 1.2e-4 
      Biomed user 3 0.0832 0.02475 2.5e-4 
      Biomed user 4 0.0365 1.4285e-3 1.075e-4 
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Figure 5 
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Figure 5(a)  Biomed user 1 
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Figure 5(b) Biomed user 2 
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Figure 5(c) Biomed user 3 
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Figure 5(d) Biomed user 4 

7. Discussion 
Job arrival process is not a Poisson Law as shown in figure 5(a). Arrival processes are often modelled as Poisson processes 
for analytical simplicity. Errors introduced by modelling as Poisson processes in TCP arrival like web site traffic or file 
transfer are studied in [Paxson 95]. 

The fact an user could leave definitely the system could be modelled an additional state Inactive on our Markov model. We 
preferred not to add that state due to the complexity added with no real gain. 

One benefits of the model proposed is that it could be also used to model the workload of a multi-user operating systems with 
user login and jobs submittal. 

An interesting figure is job submittal rate depending on its rank for all users (figure 6) during their active period. It seems to 
be an exponential depending on user rank. We do not know if it is only a local property, or else it could be integrated on a 
general group model.  

In order to completely characterize user’s site behaviour, job arrival model presented in this paper need to be coupled with a 
general model of job duration, which is still an open problem. It is possible to use the Markov model described in this paper 
combined with a job duration model to simulate users and group’s behaviours. This enables to compute saturation 
probabilities or to know the effect of having extra machines with some workloads. 
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Figure 6 

Scheduling could be regarded as some sort of risk assessment. This risk assessment may be based on probabilities obtained 
either from the logs or from some user behaviour models. For example, it could be wise to forbid that a group or an user takes 
all the cluster at a given time but instead to let some few percents of it open for short jobs or low CPU consuming jobs like 
monitoring. Scheduling algorithms are often optimized for maximising job throughput. However considering that Grid allows 
people to share computing resources, next scheduling strategies have to pay a special attention to the fairness issue both 
between resources providers [Attebury 04] and between resources consumers. In an on-line computing environment like 
Grids, meta-scheduling strategies have to take a lot of parameters into account. General on-line load balancing and 
scheduling algorithms [Azar 97, Azar 94, Bar-Noy 00, Lam 02] may be applied. The problem of finding the best suited 
scheduling policy is still an open problem. A better understanding of job running time is necessary to have a full model. 

8. Conclusion 
So far we have analyzed the workload of a Grid enabled cluster and proposed a Markov-based model that describes the 
process of jobs arrival. Then a numerical fitting has been done between the logs and the model. We find a very similar 
behaviour compared to the logs. Even bursts were observed during the simulation. 
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ABSTRACT 
Quasi Monte Carlo simulations are built on quasi random number generator (QRNG). Even if the use of a QRNG might lead 
to a faster convergence, for example with Monte Carlo integral computation, most of the simulation time can be taken by the 
number generation part. This paper present an optimization technique, called “unrolling” applied to QRNG. It consists in the 
generation and storage of random numbers in a compiled binary object file. After that, the library is used at the execution 
time by the simulator. We obtained good gains with “Unrolling” technique and QRNG, allowing a minimum gain factor of 4 
on different computer architectures compared to the Sobol algorithm.  

KEYWORDS 
Quasi random numbers, unrolling, optimization, stochastic, simulation 

1. Introduction 

Monte Carlo simulations are stochastic simulations and are always based on a Random Number Generator (RNG). Running 
the RNG constitutes often a non negligible part of the simulation time. The “Unrolling” technique is a way to optimize the 
access to random numbers. This method consists in a pre-generation and storage of random numbers in an array of values. 
This array is directly included into the binary code during the compilation process. The convoluted RNG algorithm is so 
bypassed and the numbers are directly picked in sequence in the array. The “Unrolling” optimization is fully portable and is 
usable with generators written in any language. This method has been proved to be pretty efficient with small series of 
pseudo random numbers [Hill 2003]. Another type of generator is very interesting for stochastic simulations : Quasi Random 
Number Generators (QRNG). QRNG gain time by improving the convergence in numerous simulations [Papageorgiou 
2001]. Pseudo-random numbers are well known and some good definitions were known since 1951 (see [Lelhmer 1951] ). 
Quasi random numbers are a bit different and are also known as low discrepancy sequences, where the discrepancy is 
considered at the distance to perfect uniformity. This main characteristic helps in fastening convergence and with the lack of 
replication, quasi Monte Carlo simulations are naturally inclined to be unrolled in arrays stored in random access memory. 
Since the Van der Corput Sequence in 1935, many other sequences have been studied. The Halton sequence helped in 
obtaining results for various dimensions [Halton 1960]. In addition to these pioneering quasi-random sequence, the other best 
known sequences were given in 1960 by Hammersley [Hammersley 1960], in 1967 by Sobol [Sobol 1967, 1976], in 1980 by 
Faure in his thesis (see [Faure 1993] for details and in 1987 Niederreiter (see [Niederreter 1992]). In this paper we have 
mainly tested the unrolling technique on the GNU Scientific Library implementation of the Sobol algorithm. This is the 
fastest known implementation of the Sobol algorithm [Antonov and Saleev 1979], the latter being itself recognized as very 
interesting to fasten convergence. This implementation is valid up to 40 dimensions but is limited to 1 million drawings. 
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2. Convergence 

Due to their good covering in N dimensional spaces, quasi random number generators are pretty efficient for integral 
computation [Jank 2005]. The PI computation is a good example to illustrate the astonish gain in term of convergence speed. 
In figure 1, QnD, ShNR and MT stand for three different types of Pseudo Random Number Generators (PRNG). They are 
respectively the Quick and Dirty [Numerical Recipes 1992], a linear congruential generator. The shuffled version of ran2 
generator described in Numerical Recipes [Numerical Recipes 1992] and the Mersenne Twister generator of Makoto 
Matsumoto and Takuji Nishimura [Matsumoto and Nishimura 1997]. We have chosen the quick and dirty because it is a very 
fast but not very good generator. The two other ones are a lot slower but they provide a pretty good randomness quality. They 
both have passed the wall DIE HARD battery of tests from George Marsaglia [Marsaglia 1995]. More of that, the Mersenne 
Twister has a good space covering in 623 dimensions [Matsumoto and Nishimura 1997].  

Figure 1 shows clearly that the QRNG allows a quick convergence in comparison to PRNG. It reaches, with only a few 
hundred million numbers, a precision of 10-7 that any of the PRNG never obtains even with two trillion generated numbers. 
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Figure 1 : Convergence comparison 

3. Computing Effort 

“QRNGs increase the convergence for integral calculation” doesn’t necessarily mean that it reduces the computation time. 
We need to take into account the calculation effort taken to generate low discrepancy sequences and compare it with the one 
taken to generate pseudo random numbers. 

The results of figure 2 have been obtained using an Intel Xeon 64 bits 3 GHz with 800 MHz internal bus and with DDR2 400 
RAM. Two QRNG have been tested the Sobol [Sobol 1976] and the Neiderreiter [Neiderreiter, Bratley and Fox 1992]. The 
test consists in measuring the time needed to draw a million numbers with the different generators. Quasi random number 
generation is not way more resource consuming compared to pseudo random number generation. On our architecture the 
Sobol QRNG is as fast as the Mesrsenne Twister 19937 witch is reputed to be fast for a good PRNG. 
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Figure 2 : Generation time in millisecond for 106 numbers on an Intel Xeon 3 GHz 

4. Optimization 

The unrolling technique is an optimization method for number generators [Hill 2003]. It consists in calculating in advance a 
sequence of number and storing it in a file formatted as a static array of a targeted language source code. Next step is to 
compile this array of numbers to obtain a binary object file, ready to be linked. Finally, the end-user code is linked to the 
binary file and directly access to the array instead of using a generator. The computation time is so decreased by bypassing 
the complex calculation of each value by the generator. The full “Unrolling” optimization process is described in the figure 3. 
The generation of the optimized generator source code can be done in any target language, independently from the generator 
language. 

In order to evaluate the performances of the “unrolling” method applied to QRNG, we have written several programs. The 
tests we achieved were done with the C language but the technique is fully portable. To generate the source code with static 
arrays of random numbers, we have developed a program: QRNGUnroll. This program is able to unroll quasi random number 
sequences up to 40 dimensions using the Sobol algorithm. The program generates two source files: a header (UQRNG_1.h) 
and its corresponding implementation (UQRNG_1.c) of the static array of random numbers (the ‘_1’ at the end of file names 
means one dimension). Both files are ready for separate compilation and this compilation is done automatically by the 
QRNGUnroll program. The result of the separate compilation (UQRNG_1.o) is then linked with the tests or application 
programs whose source code only includes the header file UQRNG_1.h containing: the declaration of the static array and the 
macroinstruction designed for accessing quasi random numbers (see appendix). 
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Figure 3: Unrolling optimization process 

Due to the obligation to compile a big array, the unrolling technique is generally applicable for short and middle size series of 
number, depending on the amount of memory we own. According to figure 4, a source file containing 5 millions numbers, 
need 2 Go of random access memory to be compiled with gcc 3.4. 

Size of the 
sequence 

Size of the source 
code 

RAM needed to compile / 
compilation time 

Size of the binary 
executable 

105 1,3 Mo 24 Mo / 0,6 s 392 Ko 

106 14 Mo 210 Mo / 6 s 3,9 Mo 

2.106 27 Mo 408 Mo / 12,5 s 7,7 Mo 

3.106 41 Mo 1,15 Go / half an hour  12 Mo 

5.106 69 Mo 1,95 Go / several hours 20 Mo 

Figure 4: Unrolling and Memory Space Occupancy of the Compilation Process – Time given on an Intel Xeon 64 bits 3 GHz 
with 800 MHz internal bus and with DDR2 400 RAM running a Linux Fedora Core 3. 

For some simulations, using QRNG allows a fast convergence and by consequence requires short sequences, short enough for 
the “unrolling” technique to be usable. Furthermore, the quasi Monte Carlo simulations don’t imply the use of replications 
and thus it avoids the use of several uncorrelated sequences. With the unrolling technique we can compile, once for all, a 
binary object file containing a huge sequence of quasi random numbers. For the two reasons above, we can consider 
“unrolling” optimization technique as particularly well adapted for quasi random generation. 

 

On the figure 5 the computing time for drawing a ten million numbers with several generators have been measured on 
different recent computer architectures and compared with an unrolled generator. The precise time is mentioned in 
millisecond under the graphical view. Each program has been compiled with the GNU C Compiler (gcc 3.4), and with the 
maximum optimisation level (option –O3). 
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Figure 5: Generation time of 106 numbers 

Four generators have been tested: the Sobol QRNG, the Shuffled Ran2 and the Quick and Dirty of Numerical Recipes and an 
unrolled generator. The computer architectures used for the tests are, an AMD Athlon at 900 MHz, a Intel Pentium 4 at 2,8 
GHz and an Intel Xeon 64 bits at 3 GHz. The results are pretty convincing. The unrolled generator is always faster than the 
others. 

The “unrolling” technique allows a gain of a 5,5 factor for the Sobol QRNG, 15,8 factor for the Shuffled NR and 2 for the 
Quick and Dirty on the fastest and newest computer. The Pentium 4 is a bit slower in floating point calculation, that’s why it 
obtains bigger gain factors. In the computer improvement process, the memory speed increase with the CPU efficiency, that 
why the gain factor tends to be pretty independent of the architecture of the computer. A factor above 5 for the Sobol 
algorithm is pretty decent and shows how the unrolling is a way of decreasing significantly the computation time of quasi 
random simulations. 

5. Conclusion 

QRNG allow a fast convergence for integral calculation and thus they also reduce the global calculation time of simulations. 
In addition, QRNG are as fast as some statistically sound RNG. By decreasing by 5 the generation time for the Sobol 
algorithm in one dimension, the unrolling optimization technique we proposed, turned out to be pretty efficient on QRNG. 
The current implementation of the Sobol algorithm, in the GNU Scientific Library, only produces 1 million drawings up to 
40 dimensions. The unrolling technique is interesting up to 5 millions drawings on a regular desktop computer. Moreover the 
“unrolling” optimization technique is particularly well adapted for Monte Carlo simulations since instead of storing less 
"efficient" (in terms of convergence) pseudo-random numbers, we can obtain a better precision with the same amount of 
stored quasi-random numbers.  

However, for multiple dimensions, QRNG will be harder to optimize with this technique and it is precisely to evaluate multi-
dimensional integrals that such sequences are used at their best (see [Halton 1960] and [L'Ecuyer 2003]). Still dealing with 
the limits of the unrolling technique, a user has to be aware that it implies: the creation of huge source files, the compilation 
time can be very long if the compiler has to swap and of course the efficiency of this technique depends on the available 
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RAM and of its access bandwidth. Another point is that the time needed to generate a 40 dimensions quasi randomized n-
uple with the Sobol algorithm is only ten times as important as the one needed to generate a unique quasi-random number 
(for only 1 dimension); thus it is probable that very few gains will be obtained in this case. Solutions have to be explored to 
address these issues, our next focus will be given to the memory mapping optimization technique.  
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APPENDIX : FILES GENERATED BY THE QRNGUNROLL PROGRAM 
The following paragraphs show the skeleton of the files (header and source) generated by the QRNGUnroll program with an 
array of 10 random values with a 1 dimension Sobol QRNG. 

 

1 Header file 
 

 
/************************************************************************** 
*                                                                         * 
*                            UQRNGSob_1_10.h                              * 
*                                                                         * 
* Unroling method for QRNG                                                * 
*                                                                         * 
**************************************************************************/ 
 
 
/* Increment the pointer of the size of N doubles, N is equal to the number  
   of dimensions, and return it */ 
 
#define NEXT()     ( cur += 1 ) 
#define GET_NEXT_QRN_AT_DIM(d)  ( * ( cur + ( d ) ) ) 
 
float * cur; 
 
void initUQRNG(); 
 

Fig. A.1: A header file generated by the QRNGUnroll program 
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2 Source file 
 

 
/************************************************************************** 
*                                                                         * 
*                             UQRNGSob_1_10.c                             * 
*                                                                         * 
*                                                                         * 
**************************************************************************/ 
 
#include "UQRNGSob_1_10.h" 
 
/* Array of doubles in hexadecimal form */  
float tab [] =  
{ 
   0x1p-1, 
   0x1.8p-1, 
   0x1p-2, 
   0x1.8p-2, 
   0x1.cp-1, 
   0x1.4p-1, 
   0x1p-3, 
   0x1.8p-3, 
   0x1.6p-1, 
   0x1.ep-1, 
}; 
 
/* Initialization of the UQRNG*/ 
void initUQRNG() 
{ 
  cur = ( float * )( tab ); 
} 
 

Fig. A.2 : A source file generated by the QRNGUnroll program 
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ABSTRACT 
Visualization methodologies are being applied to discover and represent knowledge in a form that human easily understand. 
The purpose is to simplify comparative genomic relationships between wheat and rice genomes in terms of genome structure 
evolution, gene discovery and evolution. Therefore, we started the development of a specific application using virtual reality 
techniques to help with bioanalysis tasks. In this application, the biologist expert can dynamically interact with the macro and  
micro-colinearity zones between a common wheat genome fraction and the rice genome modelled in the form of 12 pseudo-
molecules. 

KEYWORDS 
Virtual Reality, Bioinformatics, Bioanalysis, Comparative Genomic and Internet. 

1. Introduction 
New techniques in molecular biology, particularly in DNA sequencing are dramatically increasing the worldwide genome 
databases. According to GenBank statistics [NCBI 2004], in 1982, the National Center for Biotechnology Information 
(NCBI) database had 606 sequences and 680,338 base pairs. In 2003, we have respectively 30,968,418 sequences and 
36,553,368,485 base pairs. These data are altering and deeping the biological knowledge from all living organism processes 
[Berman et al.  2000]. However, the velocity of data growth is not always associated with the same velocity of human 
understanding. Most of the gathered data and their relationships are not transformed into information yet. Inside theses 
databases many masked information are waiting for their correct biological interpretation.  
The bioanalysis area becomes a new domain of biological expertise and researches. This area, also noted hereafter as in silico 
analysis of DNA or protein sequences. This analysis deals essentially with annotation that affect our ability to rely on 
consistent, up-to-date and quality-ensured information about genes and genomes. In this context, the role of bioanalysis 
applications is mainly to help scientists to discover the relevant hidden information inside databases. 
One of the major stakes of life-sciences in general, and vegetable genetics in particular, as well as on the cognitive level 
applied in the fields agro-food and health, is the possibility of discover and describe genes of interest, and their regulations, 
determining the genetic factors from characters target expression for plants improvement in term of development, food value, 
resistance to the biotic and abiotic stresses. 
The UMR INRA-UBP “Amélioration et Santé des Plantes” from INRA at Clermont-Ferrand currently develops an 
international scale program around the structural and functional study in the bread wheat chromosome 3B genome (2-fold the 
rice genome). This project framework will generate a great number of new sequences. These very important resources return 
within the scientific project framework concerning the genome structure evolution within the Poaceae family, but an 
application of this knowledge about the genes of interest will also impact the baker bread quality. This project is based on 
comparative mapping between the genomes of bread wheat, rice and maize. One of the project goals is to seek the macro and 
micro-colinearity between rice and/or maize, and bread wheat genomes in order to help the stretches of Bacterial Artificial 
Chromosome (BAC) DNA sequences for the development of a physical map for this chromosome and the gene inference of 
interest from rice towards bread wheat.  

Today, new visualization techniques are employed to help the biologist in his bioanalysis tasks. For us, humans, the natural 
world is a 3D environment. A virtual reality (VR) application takes advantage of this fact by allowing the user to walk around 
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the middle of the data and interact with them in the way humans interact with 3D objects every day. By presenting massive 
data sets from one application as interactive images, VR environments can instantly make any professional more productive 
when he comes to interpret his data [Santos et al. 2001b]. 

Therefore, we started the development of a specific application using VR techniques to help in bioanalysis tasks. In this 
application, the biologist can dynamically interact with the macro and micro-colinearity zones between a common wheat 
genome fraction (whole or part of a chromosome: cytogenetics, genetics and physical maps) and the rice genome modelled in 
the form of 12 pseudo-molecules (TIGR - The Institute for Genomic Research - http://www.tigr.org). In the following 
sections we present some bioanalysis and virtual reality concepts, then we expose the application developed and its current 
results before concluding.  

2. Structural and Evolutionary Comparative Genomic and Bio-Analysis Concepts 
A small number of cereals feeds most human and animal world populations, including wheat, rice, maize, sorghum and 
millet. Together with rice and maize, wheat is responsible for providing more than 60 % of calories and proteins needs [Gill 
et al. 2005]. All these cereals belong to the Poaceae family, which includes more than 10,000 species, their common ancestor 
originated about 55 to 75 millions years ago [Kellogg 2001]. 

Among agricultural crops, the bread wheat (Triticum aesticum L.) has the largest genome size representing 16,000 Mb (40-
fold larger than the rice genome), including chromosome 3B. The wheat genome consists of seven groups of chromosomes 
(hexaploid form), where each group contains a set of three homologous chromosomes belonging to the A, B and D genomes 
[Gill et al. 2005]. The A genome was contributed by Triticum urartu, a diploid wheat ancestor, and the B genome by an 
unknown close relative of Aegilops speltoides, another diploid wheat ancestor. Finally, about 8,000 years ago, the D genome 
was added from a third ancestor called Aegilops tauschii to the AB genome tetraploid Triticum turgidum, giving the bread 
wheat has known today [Kong et al. 2004]. 

Genetic mapping remains a necessary step to identify genes of interest. This is true for all crops, but especially in the wheat, 
since bread making quality is still today the most important trait to be improved. Trait-directed sequencing is one of the ways 
available to identify these candidate genes for a giving Quantitative Trait Loci (QTL), located on a specific wheat 
chromosome locus for which compilation of all available data in terms of cDNA, EST (Expressed Sequence Tag), BAC, 
microsatellites and RFLP (Restriction Fragment length Polymorphism) markers is necessary. Moreover, one of the great 
value of wheat genetics is the creation of a series of lines, known as nullitetrasomic and ditelosomic [Sears 1953], which have 
been extremely useful in assigning markers to chromosomes and chromosome arms, respectively. Today, a higher level of 
resolution can be obtained by using a series of deletion lines [Endo Gill 1996]. These lines having deletions of chromosome 
segments (deletion bins) can be used to assign also markers, but to particular regions of chromosomes, allowing links to be 
made between genetic and physical maps. 

First comparative genetic mapping in grasses have shown, at the macro-colinearity level, that the gene order is well 
conserved along the grass chromosomes, despite large differences in genome size, chromosome number, ploidy level, and 
content of repetitive elements. However, recent comparative studies of large stretches of BAC DNA sequences at orthologous 
loci, in barley, sorghum, bread wheat, maize and rice have shown numerous colinearity exceptions at the micro-colinearity 
level. These studies have shown that rearrangements caused by insertion/deletion of transposable elements, duplication, 
insertion, deletion, and inversion of genes, as well as gene movements have shaped the different grass genomes since their 
divergence from a common ancestor [Scherrer et al. 2005]. 

Today, the use of DNA sequence-based comparative genomics for evolutionary studies and for transferring information from 
model species to related large-genome species has revolutionized molecular genetics and breeding strategies for improving 
those crops. Comparative sequence analysis methods can be used to cross-reference genes between species map, enhance the 
resolution of comparative maps, study patterns of gene evolution, identify conserved regions of the genomes (colinearity), 
and help interspecies gene cloning [La Rota Sorrells 2004]. 

Rice (Oryza sativa L.) is commonly chosen as an excellent model within the grasses to study comparative genomic, because 
it has a relatively small genome among the Poaceae family and mostly genome compared with bread wheat. The availability 
of DNA sequence information for the rice genome, especially the availability of the 12 pseudo molecules, and deletion map 
position of a large number of wheat loci detected by EST unigenes allow to obtain a detailed picture of “orthologous” 
relationships between wheat and rice chromosomes. 

Therefore, biological data, and DNA sequence data in particular, are accumulating at a phenomenal rate. It is obvious that the 
achievement of complete plant genome sequencing (Arabidopsis, rice) is only the beginning of structural, functional and 
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evolutionary studies of plant genomes. Visualization methodologies are being applied to discover and represent this 
knowledge in a form that human easily understands. This work has the goal to simplify comparative genomics relationships 
between wheat and rice genomes in terms of genome structure evolution and also gene discovery and evolution. 

3. Virtual Reality Concepts (VR) 
There are several synonyms that define Virtual Reality in the literature [Santos 2001a]: Synthetic Environments, Cyberspace, 
Artificial Reality, Simulation Technology, etc. Despite the recent developments, “Virtual Reality is not a new concept" 
[Balager Manguili 1991]. The oxymoron “artificial reality” was introduced by Krueger in 1983 [Krueger 1983] and 
Sutherland published in 1965 an IFIP congress proceedings with all the key concepts of immersion in a simulated world, as 
well as a complete sensory input and output, which was and still is the basis of VR research. A virtual or simulated world is 
created and based on three-dimensional graphs and audio elements that can be experimented in real time. 
Virtual Reality techniques try to minimize the barrier between simulation and the user. In VR applications there is the notion 
of “freedom of ride”, where the user can choose the angle or better position to observe the system, not restricting himself to 
just some points of pre-defined views [Hollands Mort 1994]. Beyond this point, placing a user in a simulated environment is 
usually far more economic than putting him in the real physical environment [Locke 1995].  
Virtual reality is the generic name under which are being grouped all the means by which a user can, in real time, freely 
explore, examine, manipulate and interact with extremely complex information in a computerized world [Aukstakalnis 
Blatner 1992]. 

3.1. Immersive and Non-Immersive Virtual Reality 
It is very important to distinguish between VR immersive applications and VR non-immersive applications. Behind this 
concept, there is a big discussion about what it is or what is not VR [Kirner 2002] [Carey Bell 1997]. 
Despite all discussions, particularly, in this application context, non-immersive VR is defined as the visualization obtained 
trough a window, typically the computer monitor. There are many reasons to invest in this technology since many home 
computers around the world are potential targets. Furthermore, the end user only needs to install a free scene viewer, web 
browser or viewer plug-in software to visualize almost all VR applications available on the Internet.   
By Immersive application we mean an application that allows the coupling of almost all user senses, mainly the vision, 
audition and tactile senses. Full immersive environments are known as Caves, and other systems have less degrees of 
immersion. Many factors can contribute to immersion sensation as showed in figure 1a [Santos et al. 2001b] [Santos 2004]. 
Santos [Santos 2004] proposed a classification of immersive visualization tools: desktop system, desks systems, wall 
systems, room systems, and caves systems, as illustrate in figure 1.b. 

  
Figure 1. 

a. Main Factors contributing to immersion sensation  b. Commercial Immersive Visualization Systems. 

3.2. A Non-Immersive VR Technique: the X3D/VRML Standard 
The X3D/VRML is an extensible open file format standard for 3D visual effects, behavioural modelling and interaction that 
allows the creation of 3D scenarios, where a user can stroll, visualize objects under several angles, and yet interact with them. 
The VRML language was designed to describe interactive simulations of composite participants, in virtual worlds available 
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on the Internet and tied with World Wide Web [Fishwick Hill 1999]. A VR application designed for the Internet provides an 
intuitive and common interface, which facilitates interactions with 3D objects; this is one of the reasons for the recent fast 
acceptance and utilization of VR. Dealing with the Internet history, the Web standard and its evolution was quickly accepted 
since companies and universities world-wide are continually developing it [Page et al. 2000]. The Web is still currently the 
subject of much interest to both simulation researchers and simulation practitioner’s. 
To navigate in virtual worlds using the X3D/VRML standard, we need a scene viewer, a web browser or a viewer plug-in. 
Commercial, freeware and GPL-style licenses are available for all the latter mainly because a considerable number of 
companies and universities are involved in the X3D/VRML development and thus they created their own viewers. This 
diversity helps in providing creative solutions to improve the most crucial matter – the user interface; thus the user can more 
easily select the viewer fitting his needs.   
According to Fishwick [Fishwick 1996], “…The VRML plug-ins allows one to construct 3D geometry and have it rendered 
in real time. A document contains an URL (Uniform Resource Locator), which points to a VRML file. The browser 
recognizes this particular information type and launches the VRML plug in. Then the user browses a 3D scene using 
whatever HCI (Human Computer Interface) devices are available…”. 
The X3D/VRML has a set of characteristic that turns your computer in a powerful and efficient visualization tool (among 
them, the most important that stands out are: cost, portability, hyperlink, usability, spread, cooperation [Santos et al. 2000]). 
Common application fields are in the following domains: medicine, computer aided design, modelling & simulation, 
scientific visualization, Geo-Spatial, education, entertainment and technical training [Web3D05]. In addition, users will not 
need any special training or previous experience to use a VRML viewer, the navigation controls helps walking through the 
model, flying over it. “…The quality of an interaction depends greatly on its responsiveness…” [Bryson 1994]. One of the 
keys to the success of visualization tools is the ease of use.  Scientists whose interest is to find meaningful in data – have 
neither time nor patience for graphics subroutine packages, computer graphics jargon and all sort of other unnecessary details 
[Foley Ribarsky 1994]. 
In August 2001, the Web3D Consortium, the task force group that develops the X3D/VRML standard, launched the X3D 
open standard as a new-generation successor to VRML to bring rich and compelling 3D graphics to the Internet for a wide 
variety of applications and devices. The X3D is being developed under the Web3D Consortium's standardization process that 
provides a full and open access to the specification to interested companies and eventual submission to the International 
Standards Organization (ISO) for ratification to provide long-term stability for Web3D content and applications 
[Web3D 2005]. 

4. Application Development, Stages, and Strategies 
The first objective of this application is to allow better biological interpretations from the study of the 3B chromosome, as 
illustrated in figure 2. The purpose is specially to seek the macro and micro-colinearity zones between rice and wheat 
genomes, in order to help the stretches of BAC DNA sequences for the development of a physical map for this chromosome. 
The application focus is to allow putting this entire data collection set with its features and correlations inside a VR 
environment, where no user skills in computer graphics are needed to manipulate them. 

Today, the Internet environment is usual and quotidian to almost all biological scientists mainly due to:  

a) the access centralization to updated genome databases, such as NCBI, EMBL, SWISSPROT;  

b) the great number of tools and servers dedicated to sequence search, 3D homology modelling, and so on;  

c) a collaborative environment among several international research groups physically distant;  

d) the velocity of communication, data and information updating. 

The X3D/VRML technology was chosen as a development platform for this application since:  

a) the user interface (navigation, examination, etc.) is built inside available viewers;  

b) there are different viewer licenses available: commercial, freeware, and GPL-style;  

c) the application development is fastened since it focuses on the scientific data to visualize and not on programming; 

d) it represents an evolutive Internet ISO standard (with many international research groups working, collaborating, 
and improving this standard, including many universities and enterprises);  

e) the international support is available through many mailing lists and FAQs (Frequent Ask Questions); and 
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f) this standard was originally created to work fine with the new biologist environment (Internet). 

This interdisciplinary collaboration project was structured and composed in several stages: the establishment of methodology 
work, the geometrical modelling, and the user interface modelling. 
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The parameter file allows the establishment of the main object structures that will represent the wheat chromosome analyzed, 
the deletion bin (inside the wheat chromosome structure viewed by cytogenetics), and the twelve rice pseudo-molecules 
(virtual chromosomes).  

The data file contains all macro and micro-colinearity relationships based on similarity between genetic markers sequences 
(named “query” hereafter) and the rice full sequence pseudo-molecules (size alignment, pseudo-molecule coordinates, Evalue 
value). A query is located within a wheat bin term named hereafter “deletion bin”. The similarity relationship is obtained 
using the BLAST (Basic Local Alignment Search Tool) algorithm. Between all algorithms available, we have chosen a 
BLASTn (nucleic against nucleic) algorithm using the default parameters, since we need to find true biological relationships 
(sequence alignments) at the DNA level.  

The origin of the wheat markers sequences used for the BLASTn query analysis are molecular markers (cDNA, ESTs or 
genomics) assigned to a given deletion bin for a given wheat chromosome using a series of wheat deletion lines. Wheat 
deletion lines are specific wheat varieties, which have a peace of a break out chromosome arm. 

Every query sequences (wheat genetic markers located within a deletion bin) may give a hit against the rice pseudo-
molecules, that means that this specific wheat marker recognizes a specific rice pseudo-molecule. Then, for each hit, a query 
sequence may reveal many HSP (High-scoring Segment Pair) along the rice pseudo-molecule corresponding probably to 
several rice putative “genes” or relevant sequence similarity. Each HSP represent a specific DNA sequence alignment 
corresponding to a given Evalue or Expectation value that is the number of different alignments observed with a score 
equivalent or better than a given threshold expected to occur in a database search by chance.  

The Evalue and its significance score work inversely. So, lower is the first, bigger is the second, and consequently greater is 
the HSP relevance. The main BASTn parameter for which we can define a minimum cut off is the Evalue. Therefore, we 
used an Evalue cut off of 10-1 that means that all the value above 0.1 are discarded. The values below the cut off are classified 
in 5 categories:  

• Class A: Evalue bellow 10-1; 

• Class B: Evalue bellow 10-5; 

• Class C: Evalue bellow 10-25 

• Class D: Evalue bellow 10-50; and 

• Class E: Evalue bellow 10-100. 

The geometrical modelling stage was concluded after parsing the two input files generating all 3D elements. A scale 
adjusting step was needed to harmonically visualize all information, because the biological units are measured in base pairs 
(bp) for physical maps, percentage for cytogenetic maps, and centimorgan (cM) for genetic maps, but their proportion and 
graphic representation in this application are measured in meters. 

4.3. User Interface Modelling Stage 
This stage represents the most complex task developed in this application because all data correlations and its behaviours 
possibilities were implemented. The main features provided by the user interface are: 

1. Names of deletion bin. It is possible to visualize the names of each deletion bin when the user passes the mouse cursor 
over it inside the wheat chromosome graphic representation, as illustrated in figure 3. This option enables the biologist to 
know precisely what wheat markers will be activated or deactivated. To implement this application feature, we have 
associated each deletion bin graphic representation to its respective name inside a hyperlink description field with a null 
URL. 

2. Selection of a deletion bin. After selection there is a colour change inside the wheat chromosome. The corresponding 
HSP on rice (one or several) will be turned on with the same corresponding deletion bin colour, as illustrated in figure 2. 
This option enables the biologist to view similarities between the sequence of a specific wheat marker and a rice locus on 
the pseudo-molecules, according to the Evalue. The implementation of this feature is done this way: each selection (with 
a mouse click) of the deletion bin graphic representation implied a change in the colour and transparency properties of its 
respectively HSP. However, the sequence alignment inversions between the wheat and rice are not displayed at the 
graphical level. 

3. Selection of all deletion bins at the same time, just by turning on the “Light All (on/off)” option. This option simplifies 
the complete visualization of all deletion bins as well as the corresponding HSP that will be visible with the same colour 
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as the deletion bins (figure 2). If a deletion bin is already turned on when this option is turned on, all deletion bins minus 
the last one, will be turned on, according to the Evalue. 

 

3BL2 022 050 Deletion bin 
inside 3B chromosome 

Deletion bin name showed in 
the window application field 

Figure 3. Window field with the name of the 3BL2 022 050 Deletion bin. 

4. HSP Size. After selecting a deletion bin in the wheat 3B Chromosome, we can access to precise visual information if the 
user changes the position of “Scale Hit Rice” slider. At start time the HSP representation are very small in size inside the 
rice structure, and then it is not always visible. Therefore, the user can increase its Y size using a slider to see precisely in 
which rice chromosome we have the corresponding HSP.  

5. Evalue Threshold. After selecting a deletion bin, we can use an “Evalue” slider. Each HSP on rice has its particular 
Evalue and at start position all HSP are potentially visible. If the user changes the position of this slider, the Evalue 
belongs to an interval (5 classes intervals are retained: A, B, C, D and E), and all HSPs that have an Evalue in the same 
class interval are displayed. This option enables the biologist to change very easily the threshold of each interval and 
then he has the opportunity to identify more or less relevant HSPs. The transparency property value of selected HSP 
graphic representations is used to trigger the display according the position of the “Evalue” slider. 

6. HSP query name. After selecting a deletion bin, we can visualize the HSP corresponding query name when the user 
passes the mouse cursor over it inside the rice structure. This option enables the biologist to know with more precision 
the interesting target to analyse. Like for the display of deletion bin names, we implemented this application feature, by 
associating each HSP graphic representation to its respective name inside a hyperlink description field with a null URL. 

Wheat 
Marker 
Inside 
Deletion bin in 
3B Chromosome

Figure 4. Selection of Wheat marker at its original size (which
 

 

Blaise Pascal University, France 371
Corresponding 
HSP 
 

Scale Query 
wheat slider
 corresponds to a thin horizontal line). 

© OICMS 2005



7. Wheat marker display. After selecting a deletion bin, select a HSP and then turn on the respective wheat bin markers 
inside the corresponding deletion bin (see figure 4). This option enables the biologist to evaluate the starting from a zone 
of interest in the rice in correspondence to the specific wheat zone concerned. This application feature is achieved by 
changing the colour and the transparency properties of wheat bin markers on each mouse click over the HSP graphic 
representation. 

8. Scaling on wheat marker. Changing the position of the “Scale Query wheat” slider enables to increase the wheat marker 
size. At start time the wheat bin markers graphic representation are a very small inside the deletion bin graphic 
representation (indeed they are almost invisible, see figure 4). Therefore, the user can increase the size, the Y size 
property of wheat bin markers is associated to the position of this slider (figure 5 shows the wheat marker with the slider 
at its maximum scale). 

 

Corresponding 
HSP 

Wheat 
Marker 
Inside 
Deletion bin in 
3B Chromosome

Scale Query 
wheat slider

Figure 5. Selection of Wheat marker at maximum scale. 

9. Wheat marker Inspector. After a HSP selection, it is possible to obtain more information about the respective wheat bin 
marker that has been turned on if the user touch it with mouse click. This click launches a HTML window opening inside 
the Web browser (figure 6). For each wheat bin marker a hyperlink is set to the corresponding “.html” file. All the 
corresponding files have to be generated before running the visualization tool. 

 
Figure 6. Web page of “QUERY_BE443770” Wheat marker inside the “3BL10_050_063” deletion bin at 3B chromosome. 
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10. Easy access to all wheat deletion bins. All deletion bins are placed over a X3D/VRML cylinder, thus a rotation of the 
wheat structure enables the user to place the deletion bin of interest in front of his rice chromosome selection. VR 
Rotation and position sensors (vertical & horizontal) have been placed on the 3B chromosome structure to obtain this 
kind of graphic representation. 

11. Correspondence visualisation by translation. It is possible to translate all rice chromosomes from their original position 
to a horizontal and vertical position just near the region of interest in the wheat graphic representation. So, the user can 
place HSPs and deletion bins of the same colour at the same observation level, as illustrated in figure 7. We implemented 
this application feature, by associating a VR position sensor (vertical & horizontal) to all rice structures. 

12. Zoom. For all the features previously cited, the VR viewer enables any kind of zooms within the graphical structure 
domain. This option is not specific to our implementation, but it constitutes an additional and interesting feature allowing 
the user to concentrate on small specific regions, making all its associated information more visible, as illustrated in 
figures 4, 5 and 7. 

 

Corresponding 
HSPs 
on different 
Rice 
Chromossomes Deletion bin  

selected  
in 3B  
Chromosome 

Figure 7. Selection of Deletion bin with all respective HSPs placed  
side-by-side after their displacement, at maximum scale and using the zoom feature. 

5. Conclusion 
The biological data, and DNA sequence data in particular, are accumulating at a phenomenal rate. It is obvious that the 
achievement of complete plant genome sequencing (Arabidopsis, rice) is only the beginning of structural, functional and 
evolutionary studies of plant genomes. Visualization methodologies are being applied to discover and represent this 
knowledge in a form that human easily understand. In this paper we have presented a collaborative work between a biologist 
and a computer scientist which purpose is to simplify comparative genomic relationships between wheat and rice genomes in 
terms of genome structure evolution, gene discovery and evolution. A prototype using the X3D/VRML standard has been 
achieved with various visualization features. The final application runs on common personal computers with a Web browser 
and a X3D/VRML plug-in. This application has been developed from a minimal data collection (theoretical training data set) 
to validate the prototype. The current release of the application is fully functional.  
Our hope is that the partial application results shown above may allow better biological interpretations from massive input 
datasets. Indeed this visualization tool will enable the biologist to discover many masked information, with no special 
learning or skills. This intuitive approach of our interface mainly relies on the VR visualization engine even if we do not 
currently need a 3D display. After, more validation and testing, we will be able to automatically transform input databases in 
data compatible with our application. This will turn our prototype work in a true production environment. 
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ABSTRACT 
Designing formulations for Drug Delivery Systems (DDS), which deliver the molecule according to a 
particular desired profile is an important area in pharmaceutics, requiring time-intensive experimental 
research. Good computer simulations of the dissolution process are desirable tools permitting the 
reduction of the in vitro, and hence in vivo testing required. In recent years, the direct Monte Carlo 
method has come to be used in simulating many complex systems such as micro-structural evolution in 
materials, to which the drug delivery problem bears some relation. This paper focuses on simulating a 
binary system consisting of a poorly soluble drug dispersed in a matrix of highly-soluble acid excipient. 
Experimental description and a bibliography of existing models for this particular system are also 
presented, thus motivating the introduction of our direct Monte Carlo model for the simulation of a 
DDS dissolving in an apparatus for studying the dissolution in vitro.  
 
KEYWORDS  
Modelling; Drug delivery systems; Dissolution; Porous layer; Design and Experiment; Multicomponent 
soluble compacts; Monte Carlo; Cellular Automata  
 
1. Introduction 
 
In vitro dissolution testing is very important in designing, developing and testing new formulations, 
[Siepmann & Peppas, 2001, Crane et al., 2004]. In order to achieve the appropriate concentrations of  
the desired drug in vivo, (i.e. in the target organs and tissues), during the desired period of time, the 
dissolution profiles in vitro need to satisfy certain criteria, generally established by the pharmacopoeias 
[Sun et al., 2003, Crane et al., 2004]. Thus the dissolution in vitro can be regarded as the first step 
toward modelling in vivo dissolution and absorption. The dissolution rate is measured in practise using 
one of a  number of standard dissolution test methods outlined in international pharmacopoeias such as 
the European Pharmacopoeia (Ph Eur) and United States Pharmacopoeia (USP). One commonly used 
dissolution test apparatus is the paddle dissolution apparatus, known as Apparatus 2 [USP, 2004]. 
Apparatus 2 is used to reflect variations in hydrodynamic conditions in the upper gastro-intestinal tract.  
 
However, there are a number of difficulties related to the in vitro dissolution testing. Very often, the 
relation between the formulation and process parameters of a pharmacological compact and its required 
in vitro dissolution profile is not entirely understood, due to the complexity of mass transport at 
dissolution, which often results in barely tractable effects like interactions and synergies. For these 
reasons, experimentation associated with the field of drug design is very costly and time consuming. 
Thus, modelling the drug release can increase the performance in the design of new products, by, on the 
one hand, making predictions and selecting the best candidate parameters to be experimentally tested, 
and, on the other hand, helping to develop scientific understanding of the complex phenomena involved 
in the dissolution process.  
 
Many different modelling approaches to drug dissolution have been taken throughout the last decades, 
with mathematical modelling predominating [Siepmann & Peppas, 2001, Siepmann & Göpferich, 2001, 
Narasimhan, 2001, Costa & Lobo, 2000].  
 
Other, less traditional alternative methods like stochastic approaches, [Chen et al., 1998], direct Monte 
Carlo (MC) methods, [Göpferich & Langer, 1995, Göpferich, 1997, Zygourakis & Markenscoff, 1996, 
Kalampokis et al., 1999, Kosmidis et al., 2003, Kosmidis & Argyrakis, 2000], artificial neural networks 
(ANN) and genetic algorithms (GA) [Sun et al., 2003], have recently appeared in the field of drug 
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dissolution. These methods, used in parallel with the traditional ones, bring complementary advantages, 
such as the possibility of investigating the microscopic aspects of the problem in the case of MC 
methods, and optimisation schemes in the case of ANN and GA.  
 
Previous research has shown that direct MC could be a valuable tool in the field of modelling the 
dissolution of drug delivery systems characterised by complex internal structure, [Göpferich & Langer, 
1995, Zygourakis & Markenscoff, 1996, Kosmidis et al., 2003].  
 
Monte Carlo (MC) methods are used for solving various kinds of computational problems using random 
numbers (or rather pseudo-random numbers). MC is extremely important in computational physics and 
related applied fields, because phenomena, which are difficult to quantify, can be treated as 
distributions of random numbers. Direct Monte Carlo simulations applied to multiple-particle systems 
have been used frequently to mimic various problems from real life systems, [Chopard & Droz, 1998, 
Landau & Binder, 2000]. Previous to being used to simulate systems such as those involving drug 
dissolution and delivery, direct Monte Carlo techniques were been applied to many other kinds of 
systems exhibiting complex behaviour [Chopard & Droz, 1998, Landau & Binder, 2000].  
 
 

 

Figure 1: USP (United States Pharmacopoeia) Paddle Apparatus at 100 rpm [Mauger et al., 
2003]. 

 
In this paper we explore the possibilities of MC modelling, in investigating the in vitro dissolution of a 
particular class of compacts, used as model drug delivery systems in [Healy & Corrigan, 1992, Healy & 
Corrigan, 1996] and exhibiting quite complex behaviour at dissolution in reactive media. Besides 
diffusion investigation, this model is designed to capture the particularities of the dissolution process, 
related to the in vitro environment intrinsic to a dissolution paddle apparatus. 
 
The method consists in representing a compact (or compact cross-section in the case of 2D simulations) 
as a multi-particle system fitted on a grid of sites, symbolising different states of the system. The 
dissolution of the various particles (e.g. drug and excipient) is simulated by moving them on the grid 
according to a number of rules based on the situation in the neighbouring sites. Different types of such 
”neighbourhoods" are considered in an effort to mimic the reality as closely as possible. The emerging 
macroscopic properties of the whole system are examined at the end of each simulation. Finally, the 
simulation results are compared to experimental data. The dissolution profiles generated by the Monte 
Carlo approach were found to be in accord with experimental observations on the dissolution of 
ibuprofen/acid excipient model drug delivery systems. 
 
2. Multicomponent soluble compacts  
 
In the area of modelling dissolution for different complex drug delivery systems, multicomponent 
soluble systems have not received enough attention despite the fact that solid dosage forms invariably 
contain multiple soluble components . Several theoretical approaches to describing binary systems are 
due to [Ramtoola & Corrigan, 1987] and references therein.  
 
In the case of non-interacting binary systems, where the components have different solubilities 
( and ) and different diffusion coefficients ( and ), at the start of the diffusion process, 

xSC
ySC xD yD
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the two components will tend to dissolve at rates proportional to their diffusion coefficients. Later on, 
only one of the components will generally remain at the solid-liquid interface. The other component 
will have to dissolve through the porous system formed inside the less soluble component. According to 
[Ramtoola & Corrigan, 1987], when steady state is reached, the limiting dissolution rate of the 
component which remains at the surface is given by: 

 
xS

x
x C

h
DG =  (1) 

 
while the dissolution rate of the receding component y is given by: 
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where  is the thickness of the diffusion film, h τ  is the tortuosity, referring to the complexity of the 
system of channels formed in 3D, ε  is the porosity and )( 21 ss −  is the thickness of the porous layer 
formed at the solid-liquid interface. In the case where the components are ionizable, the situation is 
more complex, [Ramtoola & Corrigan, 1987]. 

 
 
 

 

Figure 2: Layered compact versus matrix compact 

 
 
[Healy & Corrigan, 1992, Healy & Corrigan, 1996] have conducted experimental and theoretical 
studies on the dissolution of soluble ibuprofen-acidic excipient compressed mixtures in reactive media, 
using model compacts. First grinding the two components into powder, mixing the products, and finally 
compressing them into a final compact obtained the compacts. At dissolution in reactive media, these 
compacts exhibit quite complex behaviour in spite of their binary composition. The drug and the 
excipient have dramatically different solubilities, slightly different diffusivities, and the acidic excipient 
has an effect on the solubility of ibuprofen at dissolution. The compact dissolves according to the 
following mechanism: at the dissolution of the acid excipient, the pH of the buffer decreases and this 
suppresses the solubility of the other component, the ibuprofen. 
 
Direct Monte Carlo approaches are particularly attractive when simulating phenomena in complex or 
heterogeneous media. In this paper, we develop a model for binary systems, composed of mixed soluble 
components with different dissolution properties, and present a version capable of mimicking the 
dissolution of the compacts described in [Healy & Corrigan, 1996]. 
 
As mentioned before, one interest of this paper is to take into consideration the in vitro environment 
used for dissolution testing, since the settings of the dissolution apparatuses do affect the process of 
compact dissolution. A standard apparatus consists of a container filled with the dissolution medium 
and with the compact situated at the bottom (see Figure 1). The paddle is used to stir the buffer solution 
inside the apparatus, creating a stream, which curves around the obstacle presented, by the compact and 
producing a velocity boundary layer around it. Due to the stirring of the liquid in the apparatus, the 
mass transport at dissolution happens not only by simple diffusion, but by advection1 as well, because 
the flow is responsible for carrying away quantities of matter proportional to the velocity. [Crane et al., 
2004] studied the problem of in vitro radial dissolution from simple layered binary systems (with 3 to 5 
                                                 
1 The term of advection refers to the transport of something from one region to another.  
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alternate layers, as on Figure 2). Their investigation used numerical methods in combination with a 
Pohlhausen profile, (Equation 3), to model the concentration boundary layer formed around the 
dissolving cylindrical device in the USP apparatus, where: 

 )
2

sin(1
*

csatur

y
C
C

δ
π

−=  (3) 

 
Here,  is the saturation concentration of a given component,  is the concentration at a given 

point  within the concentration boundary layer and 
saturC *C

y cδ  is the thickness of the boundary layer at a 
given height of the cylindrical compact. 
 
The results, depicting the concentration profile within the boundary layer during a short period of time, 
from using Finite Element techniques and those from using a semi-analytical Pohlhausen type 
approximation to the concentration boundary layer, agreed with experimental data and demonstrated 
that conditions in vitro had an important impact on the way in which a compact dissolves. 
 
3. Modelling 
 
In this investigation, we simulated the dissolution of a binary soluble system, using a 2D lattice and a 
Monte Carlo algorithm, as described below. Given that, in the case of the in vitro systems, the effect of 
the advection is too strong to be negligible, the model specifically takes into consideration both main 
mechanisms of mass transport in the system: diffusion and advection.  
 
We define the compact and the release medium around it on a 2D lattice with each site characterised by 
a local state (as shown on Figure 3). The physical laws governing the dissolution dynamics are 
expressed in terms of rules of microscopic content on a discrete space-time structure.  
 
We represent the two solid species by particles with different properties. In this particular case, we 
make the assumption that one species dissolves independently and is referred to as the excipient in the 
following, while the dissolution of the other species strongly depends on that of the former. We refer to 
this last species as the drug, to match the terminology of the experimental system we consider. Empty 
sites represent the solvent. The state of a site , ),( ji ),( jiψ , is defined by the quantity and type of the 

particles with which it is filled, i.e. the concentrations  and  of drug and excipient 
particles, respectively. Our main target is to be able to predict the dissolved quantities of either of the 
two species, and  , at each time step.  

),( jiCD ),( jiCE
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Figure 3: 2D model for a dissolving binary system. A. Schematic representation of 2D model. Real 
dimensions are not respected in the picture. B. Simplified model of dissolution of a drug-excipient 
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system, with the grid representing a cylindrical tablet in longitudinal cut. The shots show the 
benefits of this kind of model for simulating cases where pores are formed inside a compact by 
the quick dissolution of one of the components. The second component has to dissolve through 
these pores and this process is different from dissolution at the surface 

 
 
3.1 Modelling the diffusion  
Diffusion refers to the process by which molecules of different species intermingle as a result of their 
kinetic energy. In the model we represent the two solid species by particles. Since the components in 
the compact have highly different solubilities, they are expected to dissolve at different rates. In 
addition, the solubility of a component depends on the local concentrations [Healy & Corrigan, 1992]. 
We allow for more then one particle to move to an adjacent site, in order to capture the most relevant 
ingredients of the real system characterised by two highly different solubilities. The solubility of a 
given species is modelled by allowing not more than a fixed number of particles, , on the 

sites considered as filled with solvent. The maximum allowed concentrations in the solvent,  

and , are proportional to the real solubilities. The decision to permit a batch of particles to 

diffuse is accepted or rejected by: 

MAXCS =
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•  consulting a gradient-dependent probability,  in the case of the excipient (Equation 4). In 

the following,  symbolises the current site and -the adjacent site to which the 
possibility of diffusion is considered.  
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• consulting a probability, dependent on the excipient concentration in the neighbourhood, , 

 and a further, gradient-dependent probability,  (Equation 5) 
in the case of the drug.  
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• The diffusion operation itself is performed by calculating the number of particles of excipient, 

, and those of drug, , which will move to each of the adjacent sites. The number of 
excipient  particles which hop from the site to the site  are given by:  

Ef Df
),( ji *)*,( ji

 EEE Xpf *=  (6) 
 

 
where  is a variable uniformly distributed between one particle and the maximum number of 
particles allowed on the site . The quantity of the particles on a site is limited by the 
species  
solubility , therefore   

EX
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Similarly, we compute .  Df
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Figure 4: Examples of neighbourhoods. a. Von Neumann b. Moore 
 
3.2 Modelling the advection  
Given that the advection plays an important role in mass transport in the in vitro environment, and the 
flow in a dissolution apparatus is very complex, we choose to work with the region adjacent to the 
curved surface of a cylinder. Here, the advection operation can be performed using the Pohlhausen 
concentration profile in a discretized form, adapted for our lattice model.  

 
In order to simulate the advection process, we consider every solution site within the boundary layer 
and the number of particles of drug and excipient  and   which will be carried away 

from it by the stream, to symbolise the mass transport property. The quantities and  
are computed considering a concentration Pohlhausen profile (Equation 3) in a discretized form. As the 
compact dissolves, the boundary layer recedes in the space so that the model requires re-updating of the 
concentration profile at all time steps.  

),( jiaD ),( jiaE
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4. Results and discussion  
 
We average simulation results on a certain number (20) of initial configurations of DDS, because the 
spatial packing of the two components in the compact has some slight effect on the dissolution results. 
 
A MC time step is thus a sequence of updating, advection and diffusion operations performed for all the 
sites from the lattice and corresponding to time t. The system is left to evolve during many MC 
iterations and samples of and are taken periodically, in order to plot their profiles at 
the end of the simulation. Two different types of neighbourhoods were considered (Figure 4), and we 
have found the Moore’s neighbourhood is the most appropriate for our problem, because it permits for 
more directions of moving the particles in the 2D space, and this is evidently closer to the reality. Von 
Neumann’s neighbourhood was found to underestimate the quantities of dissolved excipient in the cases 
of compacts containing low percentages of the later. This is due to isolated clusters of undissolved 
excipient, surrounded by slowly dissolving drug. 
 
The suppression effect of the acid excipient is indirectly modelled by defining rules for dramatically 
decreasing the diffusing probabilities of the drug in the presence of local high concentrations of 
excipient. We have carried outsimulations with binary systems where the properties of the dependent 
species (drug), have been kept the same for all the experiments with different solubility of the 
independent and more soluble species (excipient). The excipient received a wide range of solubilities 
noted . 

)(tM D )(tM E

ES

Figure 5 compares the behaviour of the system for two different excipients  and  , one with a 

high  solubility and the other with lower solubility . The properties of the dependent 

component, the drug, are kept constant during the two simulations and . Figure 

5, (a) and (c) shows the concentration profiles for, respectively,  and . In both cases irregular 
dissolution fronts are developed, but the extent of their roughness is obviously a function of the 
solubility of the excipient. The excipient influences the dissolution of the dependent species by filling 
the free space with its particles and consequently decreasing the local solubility of the drug. The higher 
the solubility of the excipient, the higher the capacity of a solution site to accommodate excipient 
particles.  
 
For the case of , it can be noticed that the excipient has strongly receded from the surface (Figure 5, 
(a)), and has created a porous layer, through which the poorly-soluble drug dissolves only in the region 
where the excipient concentrations are very low (Figure 5, (b)). The drug dissolves through the pores 
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created by the dissolution of . For very different behaviour is exhibited. The porous layer is 
much thinner than in the previous case and the drug boundary has receded inward to a greater extent. 
([Ramtoola & Corrigan, 1987] have mentioned this kind of behaviour in the case of binary systems). 

1E 2E

 
We have plotted the fraction of the dissolved of drug and excipient against the time, comparing the 
dissolution profiles of drug and excipient with those obtained in the experiments. The results reproduce 
very well the trends and effects occurring at the dissolution of real binary compacts, containing 
ibuprofen and acid excipient [Healy & Corrigan, 1992].  Figure 6 shows the drug and the excipient 
profiles for different solubilities and for two different drug loadings. The porosity of the matrix is kept 
constant. Every dissolution curve is obtained by averaging the results of a particular number of 
simulations (20) characterised by the same initial parameters but with different initial configurations of 
the compact, (the 2 species are randomly distributed in the compact for each simulation). The plots 
show that as the solubility of the excipient increases, the dissolution of the drug is more and more 
suppressed. As in experiment, a positive curvature for the drug and a negative curvature for the 
excipient are obtained. 
 
With highly-soluble excipients, the dissolution of the drug is very slow in the beginning, and when 
almost all the excipient is dissolved, the drug changes its dissolution rate, as can be seen for some of the 
profiles in Figure 6, (c). In Figure 6 (c), the orange ibuprofen profile corresponds to the 
microenvironment represented on Figure 5 (c) and the blue profile shows the case of , (Figure 5 
(d)).  

2E

 
If we take a look at Equation 2, we notice that the dissolution rate of the receding component is 
inversely proportional on the thickness of the porous layer formed at the surface of the compact. Even if 
the expression considers the thickness of the porous layer as constant in time, it is obvious it is not so in 
the reality, because it enlarges gradually as the acid excipient dissolves. Figure 7 shows the simulated 
dynamics of the thickness of the porous layer for two different acid excipients, the first more soluble 
then the second. 
 
Simulations demonstrate that the thickness of the porous layer does not have a linear evolution with the 
time, especially for lower concentrations of acid excipients in the compact. These results can be used in 
order to modify Equation 2, in introducing a time dependent thickness of the porous layer.  
  
In addition, we have studied the effects of other parameters, such as the drug loading, the excipient 
particle size and the porosity. Results again were in agreement with the experimental findings. 
We note that suppression of the advection step from the model leads to simulation results for the drug 
profiles, which do not accord with experiment, hence environment-related features are important. 

 

 
 

Figure 5: Colour code: green - solid excipient, blue - solid drug, yellow - pores, white - solution in 
theboundary layer, clear blue - sink solution, shade of red in a) and c) - the concentration of 
excipient in the boundary layer solution, shade of red in b) and d) - the concentration of drug in 
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the boundary layer solution. All figures show the state of a 130/80 sites compact after 4000 
iterations a) and b) System where the excipient has a relatively high solubility S. 

 

 
 

 
Figure 6: The effect of the solubility of the independent species on the dissolution of the 
dependent species 

 
 

 

 

Figure 7: The evolution of the thickness of the porous layer formed during the dissolution of 
compacts containing different types of excipient and different concentrations of acid excipient. 
The process is clearly non-linear with the time. 

 

 
5. Conclusions  
 
With our simple Monte Carlo model, direct consideration is taken of aspects such as time dependent 
porosity and thickness of porous layer, dissolution through pores, effects of particle size and 
distribution of particle size, concentration dependent solubilities, receding solid-liquid interface, 
dissolution over long periods of time and advection due to the in vitro environment. Thus, essential 
features, necessary to reproduce the complexity observed in the real world problem of in vitro drug 
dissolution, are captured.  
The model can also easily be modified to simulate multicomponent compacts, for example, they can be 
used to see what happens if a mixture of ibuprofen/acid excipient is compressed in an inert non-soluble 
matrix of ethylcellulose, (a material used in the present day in the manufacturing of controlled release 
systems). In this case, it is very important to examine percolation phenomena and the MC model has the 
advantage of permitting such type of investigations.  
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ABSTRACT 
Thanks to the increasing number of completely sequenced genomes and EST (Expressed Sequence Tags) data accumulation, 
understanding of complex biological processes can benefit of global approaches. Among recent post-genomic developments, 
DNA microarrays represent probably the most powerful tool. The images produced by these technologies (micro-arrays, 
macro-arrays, DNA chips, etc.), are used both to analyze and calculate the expression of a segment of RNA or DNA 
[GRANJEAUD 1999, JORDAN 1998], or to compare the expression of several segments. This expression represents either 
instantaneous value (processing of only one image) or a profile of expression during time interval (sequence of images). In 
order to analyze these spots, it is necessary to be able to detect them, on the one hand in a sure way because of the sensible 
nature of the analysis algorithms, and on the other hand in an automatic and fast way in order to treat the huge quantity of 
images necessary to a biological experimentation. Quality of images increases with the technology of bio-robotics devices. 
We propose in this paper a tool witch implements a new algorithm based on a cooperative approach using "edge-region" 
segmentation 
 

KEYWORDS 
BioInformatics, Image Processing, DNA Microarray analysis, Data Acquisition 

1. Introduction 
 

Thanks to the increasing number of completely sequenced genomes and EST (Expressed Sequence Tags) data accumulation, 
the understanding of complex biological processes can benefit of global approaches. Among recent post-genomic 
developments, DNA micro-arrays represent probably the most powerful tool. Images produced by these technologies (micro-
arrays, macro-arrays, DNA chips, etc.), are used both to analyze [Courcel 2001, Hastie 2001, Perou 2000, Diehn 2000] and 
calculate the expression of a segment of RNA or DNA [Eisen 1998], or to compare the expression of several segments. 

 An array is an orderly arrangement of samples. An array of experiments can make use of common assay systems such as 
micro-plates or standard blotting membranes, and can be created by hand or make use of robots to deposit the sample. In 
general, arrays are described as macro-arrays or micro-arrays, the difference being the size of sample spots. Macro-arrays 
contain sample spot sizes of about 300 microns or larger and can be easily imaged by existing gel and blot scanners.  

The sample spot sizes in micro-array are typically less than 200 microns in diameter and these arrays usually contain 
thousands of spots. An experiment with a single DNA chip can provide to researchers information on thousands of genes 
simultaneously. The main problem of theses arrays is the difficulty to extract automatically the spots’s intensity of the image. 
In the first image, we can see an image of four sample blocks in good experimental conditions. In Image 2, we see that the 
noise is the main problem to achieve a full automatic algorithm to detect [Chen 1998] spots. Here the array was scrambled by 
the robot and a part of the image has been destroyed: 
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Image 1: pretty good experimental conditions 

 
Image 2: Noisy Image 

 

The work presented in this paper aims to lead to a fully automatic algorithm, in opposition to semi-automatic techniques, in 
order to speed up analyses made by biologists[Sherlock 2001], while guaranteeing a great reliability of detection. In this 
paper, we propose a new couple of algorithms based on a new approach using region segmentation in order to detect spot 
samples on images. The main idea behind our algorithm is that we need only few very well detected spots in order to find all 
other spots. So firstly, we will show how the algorithm manages to reveal those well-detected spots. Secondly, we will show 
how this detection can be use to find all the spots. In a last time, we will present some experiments with our tool. 

2. Way of working  
The ultimate image analysis goal is to extract automatically a quantity from every array element. The objective of our 
algorithm is to bring to light in a robust manner array’s spots. To achieve this goal of accurately estimating the spot, the 
algorithm must cope with the following three major problems: 

• Background noise and sometime errors like artifacts, which do not comprise gene expression information, can occur. 

• Overlapping spots: Spots with high intensity or spots in low-resolution images may interfere with neighboring spots. 

• Various spot shapes: Depending on the experiment type, different spot sizes and shapes are possible.  
In order to achieve these aims, our algorithm works in two parts. The first one is to split the array into spot blocks. This part 
is important because due to the noise problem. Indeed, the noise has not an equitably repartition upon the entire array. So, we 
cannot use the same parameters in the spot extraction upon the whole array. By extracting firstly the block from the array, we 
can make a spot extraction with more locally chosen parameters. The second part consists in extracting the spots from each 
block. In order to achieve this aim, we are going to first extract spots with high activity trough an algorithm of region 
detection. Then, we are going to use these spots to reveal spots with less activity. 

3. Block detection 
The aim of this algorithm is to detect the sample blocks from the micro-arrays image. Indeed, we think that we can detect in 
an easily manner the spots after having detected the image‘s blocks. 
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Image 3: Two blocks from a micro-array 
The main problem is to make a real difference between a spot and a block. Actually, a spot and a block are both colored 
shape enclosed with a background color (usually dark). The main difference is that the distance between two blocks is longer 
than the distance between two spots. So, the main idea is to blur the images. In applying this filter, we would like to play 
upon the distance between the spots in order to collapse them. The hypothesis is that the blocks are not collapsed after the 
blur because the distance between them is higher. In order to prepare the block detection, we apply a median filter and a 
threshold in order to remove the Gaussian noise of the image.  

 
Image 4: Blocks of micro-arrays after removing the noise 

After removing the Gaussian noise (c.f. Image 4), we are going to collapse the spots. Actually, to collapse the spots we could 
apply a Gaussian filter upon the image. The default of this approach is that we could collapse the blocks by applying a too 
large filter. So we are not going to apply this Gaussian filter directly upon the image but upon the edge of the spots. Like the 
edge of a spot is thin and closed, we can apply a very small Gaussian mask’s size. So, we apply upon the image a Sobel filter 
in order to find the edge of the spot and 3x3 Gaussian filter. 

 

 

 

 

 

 

Blaise Pascal University, France 389 © OICMS 2005



 

 

 

Image 5: Blocks of micro-arrays after the edge-detection filter 

 

 

 

 

Image 6: Blocks of micro-arrays after the blur filter 
 

 

After applying the Gaussian filter, we apply again a median filter and a threshold in order to bring the blocks to the light. 
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Image 7: The blocks are brought to the light 
With this image, we can easily detect the image blocks in a statistic manner upon the profile of the image. 

4. Spot detection 
Until now we have detected the blocks from the image. We want now to detect the spots of each block in an automatic 
manner. The way we use is to find upon a block, spots with high activity through a region detection [Sonka 1998] algorithm. 
Then with these spots and statistical-tools, we are going to find spots with less activity. 

4.1 Region Detection 
 
The main goal of this algorithm part is to detect well-drawn spots, which have usually a high expression activity. In order to 
find easily these spots, we apply a threshold ‘T’ upon the original image, which set pixels to a given value if above/below a 
certain threshold ‘p’ given by the user. 

After the threshold filter, we must suppress the noise of the image. An approach using a simple mean filter is not a good idea 
because:  

• A single pixel with a very unrepresentative value can significantly affect the mean value of all the pixels in its 
neighborhood.  

• If the filter neighborhood straddles an edge, the filter will interpolate new values for edge pixels and so will blur that 
edge. This may be a problem if sharp edges are required in the output. This last point prevents us to use the mean filter 
because this filter risks to amalgamate the spots. Another way to suppress the noise from an image is to use a median filter. 
Median filtering is a non-linear signal enhancement technique smoothing signals and preserving edges. We use here the 
median filter for almost two reasons. Firstly, unrepresentative pixels do not unduly influence the outcome of the final pixel 
level. Secondly, the final pixel must actually be the value of one of its neighbors, edges are preserved more faithfully. As the 
median filter preserves the spots’ edges but do not remove enough noise, our algorithm applies a chain of a median filters. So 
we obtain the first image I0 of the algorithm: ( )GpI ,

0
Τ=  (where G is the original grayscale image). Then, we successively 

apply the median filter to the image: ( )
nn
ΙΜ=Ι

+1
 (where M is the median filter). We stop the succession when: 

•  A white or black image is obtained. It could happen if p is to high or low. So, we apply again the algorithm to the 
original image G and with a higher or a lower value  p. 

• The difference between  and  is not significant. 
n
Ι

1+
Ι

n

 

We show here the difference between Images 8 and 9 after 15 algorithm iterations. 

 

Blaise Pascal University, France 391 © OICMS 2005



   

Images 8, 9: Removing the image noise with successive Median Filters 
For the same kind of images, we are going to detect the grid of spots. 

 

 

4.2 Grid Detection 
 
At this processing level, spots with high activity of expression are bringing to light and we must now detect all the others. For 
this aim, we use the fact that spots are aligned vertically and horizontally. This idea implies two interesting points: 

• If the image is oblique, we can automatically rotate the image.  

• By drawing straight lines passing between the already well-detected spots we hope that all spots will be localized. 

However, in the case of Image 1, one can notice that it is impossible to draw a line passing on a "dribble". Nevertheless, for 
major images where the “dribble” (or likely noise) concerns only a part of the image, a simple statistical processing can be 
performed to overcome this problem. Indeed, it is possible to compute spacing between the drawn lines keeping only the 
most frequently observed spacing. 

In order to compute the most frequently observed spacing, we compute the sum of white and black pixels upon each axis of 
the “High Activity Image”. As seen in this graph, the local maximum of the graph reveals the position of grid spots. 
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Figure 1: Image profile, and profile FFT 
 

In order to find, the most frequent distance between two lines, we made the Fourier transformation of the graph (Figure 1). 
From this transformation, we take the most representative frequency and place the grid upon the spot image. 

 

5. Experiments and Results 
Here we have two tool experiments: 
The first experiment is an image, which has no real noise but the spots are not aligned. Applying the tool consists in rotating 
first the image and then in detecting the region and finding the grid. 

 
Image 10: Rotation, detection and grid finding 

 
In the second experiment, the experiment was in part destroyed by the robot. Hence, the image has a lot of non Gaussian 
noise. When detecting the region, most of the well-activated spots are revealed. These few spots are in a sufficient number to 
reveal the grid shape. 

 

 

Blaise Pascal University, France 393 © OICMS 2005



 
Image 11: Experiment in part destroyed by the robot 

6. Conclusion 
We presented a new algorithm, which is able to fully detect spots of a Transcriptome image. This is especially valid for spots 
in the neighborhood of “dribble” areas or those with low expression activity. This work is in progress. In a first step, we need 
be able to treat grids with variable sizes of cells. In a mid-term, it is possible to perform a snake-based [Kass 1988] or germ-
based process in order to round very precisely each spot. Usually, such process must be initialized manually. This is 
unconceivable on Transcriptome images without a prior detection of the grid. Indeed, within each grid’s cell, the 
initialization pixel (snake or germ) may be launched from the cell’s centre. It will be also of great interest to combine static 
and dynamic information, as performed for gesture and movement processing [Collet 1998] [Braffort 1998], in order to 
segment and track spots along a sequence of images that represent the activity of spots at several instants. 
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ABSTRACT 
Measurements of gene expression with cDMA microarray are not error free.  After image acquisition with scanner, the image 
processing software use background statistical measurement to reduce this kind of error. Safety of this process needs 
robustness statistical measurements that can be reached with a good number of sample pixel. This work describes a 
characterization of background measurement robustness with to scanner and to sample of blade. This improve the minimum 
size of sample to use for good measurements.  

KEYWORDS 
cDNA microarray, image processing, background, noise, statistical measurement  

 

1. Introduction 
The use of cDNA microarray technique is growing. In the beginning, these techniques provided quasi-binary measures of 
gene activation so it was possible to have large measurement errors in the measures of expression with no consequences 
because these measures were not used precisely. Now the ``spotage'' technique is commonly used, the hybridation chain has 
been improved and the scanners are used correctly, and if of course implies that users of this technique find the need to 
exploit the gene expressions [Tu 2002] in a more quantitative way. 

From that fact, errors committed during the treatment of image phase permitting the quantification of the gene expressions 
may become from unimportant to extremely damaging to the experiment results. 

Most cDNA image processing software for microarray use algorithms of detection and of quantification which are based on 
the statistics of the first order, mean (µ), standard deviation (σ), and the coefficient of variation (σ /µ). These measures 
impose minimal size of the samples, especially on the high dynamic images acquired in a coherent light. In a practical point 
of view, this signifies that the spots and spaces that separate them must be of sufficient size so that the inevitable artifacts, 
such as dust, and the normal variations of the experimental process will not give statistics that do not represent the 
expressions [PETROV-2002]. 

The manufacturing blades it expensive, so the biologists have a tendency to put as many spots as possible on one blade. To 
this we add the fact that increasing the distance behind the spots enlargement the area to scan so generates bigger images. 
This extends the treatments and complicates the data storage.  

We now see that there is an opposition here between the quality of the results and the easiness, see possibility, of the 
realizations. Therefore, we propose the experiment results, permitting to clarify the magnitude of these phenomenon for the 
measure of noise in the image background.   

To do the tests of background noise, we used two scanners of the same model and brand but  we used them in two different 
labs in different research sites. We also used two different kinds of blades :  the new blades not having had any treatment and 
the hybrided blades having gone through the complete chain of production of spotage and wash.    
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We then did, for these two groups of blades, many acquisitions on all the surfaces of the blades by adding to the conditions of 
experience and by doing two series on each scanner at several days interval. Two examples of acquired images of virgin 
blades are presented on figures 1a and 1b.     

 

 
Figure 1a :  Image from blade 1 

 

 
Figure 1b : Image from blade  2 

 

All the acquisitions were done ten times so that we could estimate the variability of the noise and check our results.  

The continuation of this job presents the methodology employed in the goal of getting the measure of the size of confidence 
intervals of the statistical measures, the results on the actual images and gives an estimation of the spaces inter-spots to 
observe so that we will get the correct measurements. 

In this paper, an first section expose a rapid survey of background noise measurement lake consequence, a second deal with 
size of sample needed to obtained robust estimation of usual first order statistical measurement, and a last show guide line to 
choose the value of the distance behind the spots to accurate measurement.  

2. Impact of error in background measurement 
Source of noise are multiple when scanning a CDNA micro-array. Microarray scanners use coherent laser to illuminate blade 
therefore direct returning signal background look like speckle [BARA-2003]. This signal is sum with dust backscattering and 
other source of noise. So the distribution resulting in combination of many phenomena is unknown and obtaining a good 
estimation of background behind the spots is not easy. We must be careful about background noise measure quality because it  
modifyis the measurement of gene expression in two principal ways:  
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• Image segmentation for spot shape detection 

• Quality of correction for  gene expression  

The segmentation determines which pixel is qualified to compute the gene expression and which pixel is qualified to 
determine the estimation of background noise intensity. We can determine two kinds of segmentation method [PAL-1993] : 
pure space segmentation and pure intensity based segmentation. The first class uses an ideal spot model, like circle, and the 
segmentation algorithm compute the size and the position that match the real spot. These operations use the background 
measurement and maximize the statistical contrast behind the inside and the outside of a ideal shape. In this case 
misestimating the background pixels values implies an important error because the size of the shape grows or decreases 
quickly. The second class of segmentation method uses intensity of pixel for segmentation [Bergemann-2004]. This 
technique use statistical measurement and threshold on pixel value to assign a class. A misestimating value of background 
pixel result in migrating pixel behind spot class and background class so incorrect segmentation can be small or total. Error 
of segmentation can be limited when we used enhanced segmentation algorithm, like quasi Markov field [GOUINAUD-
2001]  [DEMIRKAYA-2005], or correction technique like morphological analysis [THERNEAU-2002]. But, we notice that 
most segmentation techniques assume a safe measurement of background and therefore need it. 

Quantification of the gene expression is the process, which deals with the intensity measurement of pixels that are identified 
as spots pixel. Commonly, the pixel values in a channel are computed in a mathematical function to give one value by spot. 
The values obtained in both channels are combined to give the gene expression.  Expression used in this process currently are  
mean, median, mode or volume combined in a quotient expression [PETROV-2002] of the spotted pixels. There where many 
paper in this domain, and many authors propose many expressions but the majority of those used the local mean background 
value behind spots and assume that it’s was a safe value [BROWN-2001][CHEN-1997][TSENG-2001].   

   
 Figure 2a: 11x11 mean image Figure 2b: 12x12 mean image Figure 2c: Difference image 

To shown that this assumption does not corer the general case, we do the following experiments. We scan a virgin blade with 
a scanner with cy3 channel at maximum resolution. That gives an image as shown on  figure 1b. We compute two new 
images  by change pixels value to mean value of there 11 by 11 neighbors for the first and 12 by 12 for the second . The 
result is show respectively in figure 2a and 2b. We show in figure 2c the difference between the two preceding images. When 
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we use micorarray image processing software the small variations of background are hidden by the brightness of fluorescents 
pixels, but in most cases its should be not neglected.  

If the estimation of mean is robust, the two images must be the same and the difference must be a black uniform image. The 
mean of difference between the two mean images represent ten percent of these values. So we must conclude that this 
estimation of mean, respecting current used sample size, is not error free. In this images we can also see that they are not 
uniform. This fact shows that a simple variation of position in the images can affect the background statistical measurement. 
This experiments show also the effects of dusts. They generate brightness square value in the mean image so they can also 
modify first order statistical measurement. 

An error of background measurement necessarily modifies the gene expression and may cause wrong interpretation of the 
biological phenomenon. This kind of error cannot be ignored because they influence all the image processing for given gene 
expression. That was the reason because we make the following tests to quantify background statistical variations.    
    

3. Estimation of the quantity of back noise 
This part is dedicated to the evaluation of the variation of the first order statistics of background noise. We choose to present 
here the same methodology of measurement for the results in two types of  experimental conditions : the measure of two 
virgin blades at constant PMT gain and the measure  of one group of virgin blades and one group hybrid blades with a 
variable PMT gain. We limit our work to study the stability of mean, standard deviation and variation coefficient because 
there are the most currently used measurement and their behaviors are  known to be representative of first order statistical 
measurement [KENDAL-1952].  

3.1. Methodology 
 

To study the viability of the statistic measures of the first order (mean, standard deviation, variation coefficient), we do the 
following: 

 

1. We select an image 

2. We select one  position from a poissonian process 

3. We calculate the statistics at this position for a square sub image window of size tmax  pixels by tmax  pixels 

4. Then we calculate the same statistics for a window of size t pixels by  t pixels with t taking value from   tmin  to tmax  

5. We write down if the statistic S(t) on the values of the pixels of size t . t looks like: 
        
                                                          ( ) ( ) ( )maxmax *06.194.0* tStStS <<    (A)  
 
where S(t) is the ”statistics” value for a sample of size t². 

6. We repeat this computation for 10000 positions in the image so we build an estimation of the probability to be in the 
confidence interval depending on the size of the sample. 

 

We do the experiments on all our images by separating the results obtained on the series at constant PMT from those 
obtained on the series of images with a PMT variable. Of course, the measures are done on sections of the blade where there 
are no artifacts of the manipulations done by the operator (scratches, fingerprints ...) and no spot for blades that have be 
spotted and hybrided. This selection was done in image, not when scanning, because we want see there global effect and not 
there local action. 

 

3.2. Results obtained at constant PMT 
 
The results obtained on two different blades, acquired on the two scanners with 10 samples are presented in a chart on the 
figures 3, 4 and 5 for the  mean, standard deviation and the coefficient of variation in Cy3 and Cy5. 
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Blade/Channel 1/cy3 2/cy3 3/cy3 4/cy3 
Scanner 0 1089=33x33 900=30x30 1156=34x34 1089=33x33 
Scanner 1 1225=35x35 1156=34x34 961=31x31 900=30x30 

Figure 3 : Size of a sample required to ensure compute the means of background  
noise with 95  % of confidence. 

 

Blade/Channel 1/cy3 2/cy3 3/cy3 4/cy3 
Scanner 0 1444=38x38 1444=38x38 1444=38x38 1369=37x37 
Scanner 1 1444=38x38 1444=38x38 1369=37x37 1369=37x37 

Figure 4 : Size of a sample required for a valid computing of the standard deviation of 
 background noise with 95 % of confidence. 

 

Blade/Channel 1/cy3 2/cy3 3/cy3 4/cy3 
Scanner 0 1369=37x37 1369=37x37 1296=36x36 1296=36x36 
Scanner 1 1369=37x37 1369=37x37 1225=35x35 1296=36x36 

Figure 5 : size of a sample required to ensure compute the variation coefficient of  
background noise with 95 % of confidence. 

 

 These show us that the stabilization of the statistics is done for samples of 1000 pixels for the mean and of the order of 1400 
pixels for the coefficient of variation. This corresponds to the windows of measures of the order of 35 * 35 to 38*38 pixels 
which is relatively big compared to the inter spot space normally used.  
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Figure 6 : Probability of mean on the left, coefficient of variation on the right  

value stabilization by size of sample  in the Cy3 channel  

To quantify the error risk put in by the obligation to hold in respect the sample sizes, we trace graphic representation of the 
probability to belong to the confidence interval in function of the sample size for the mean and the coefficient of variation.  
This gives us the curves similar to the figure 6.  

On these curves, we see that the stabilization of the average around 10\% error is rapidly obtained and that, in consequence, 
the choice of a precise size is not too critical. The case of the coefficient of variation is much more delicate where, following 
the samples, we realize that the measurement variations are much more brutal which tells us that not very different samples of 
the measure of size  could give very different measures. These brutal variations can be explained by the brutal variations of 
response in a vertical band that we see on certain images likes the  figure 1.  
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3.3. Result with a variable PMT 
 

The results obtained with a variable PMT on a set of virgin blades (1) and having gone through the complete process of 
``hybridation'' (3) are presented on tabular of figure 8 and 9 for the mean in cy3 and in cy5 and on those of the figures 10 and 
11  for the coefficient of variation. 

 

PMT 55 60 65 70  PMT 55 60 65 70 
Set 1 1024 1156 1156 1156  Set 1 1156 1225 1225 1296 
Set2 529 625 625 625  Set 2 441 900 1024 1024 
Figure 8: Measure of  mean stabilization in the cy3 
channel for a variable PMT 

 Figure 9: Measure of  mean stabilization in the cy5 
channel for a variable PMT 

PMT 55 60 65 70  PMT 55 60 65 70 
Set 1 1444 1444 1444 1444  Set 1 1369 1369 1369 1369 
Set2 1369 1369 1369 1369  Set2 1156 1225 1225 1225 
Figure 10 : Measure of  variation coefficient 
stabilization in the cy3 channel for a variable PMT 

 Figure 11 : Measure of  variation coefficient 
stabilization in the cy5 channel for a variable PMT 

 

 

The results given here have been obtained in places that do not have spots. The results indicate that stabilization of the 
statistical measures of background noise is relatively independent for the worth of PMT, whether it is on the virgin blades or 
on the hybrid blades.  We also  noticed that the stabilization is faster on hybrid blades, which can be explained by an 
elimination of dust during the last procedure of cleaning.  We also noticed  that, in this case, the samples stay in the scales 
that were already fixed. The same experience done on the other scanner gave us results in the same order.         

 

4. Minimum size of sample 

 
Figure 12 : Maximum background sample pixels behind spots. 

The distance behind spot in microarray are define by the operator. It can be a multiple of the minimal step of the spotting 
robot 

 

The maximum size of the samples that a an image processing software can use on a correctly spotted blade is equal to the 
number of pixels held in the biggest square centered on a spot that does not go onto the neighboring spots.  This ideal surface, 
in grey on figure 12. This corresponds exactly to the following  formula (equation B) for the spots that are supposed to be 
round:   
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Where R is the beam of spots, d is the distance between spot and the resolution of the image. The chart of figure 13 gives a 
look at the size of the samples in function of the different spots diameters.  

 

D/R   5 10 15 20 25
5 321.5 586 893.5 1244 1637.5

10 821.5 1286 1793.5 2344 2937.5
15 1521.5 2186 2893.5 3644 4437.5
20 2421.5 3286 4193.5 5144 6137.5
25 3521.5 4586 5693.5 6844 8037.5

Figure 13: Number of  background pixel in function 
interspot distance (in colums) and spot 
radius (in row) in pixel  

  

We noticed that, in measurement conditions comparable to our experiments, the measures are safe with a beam of 5 for spot 
(diameter of 10) separated from 15 pixels. For a typical pixel size of 10 µm, this corresponds with spots of a diameter of 100 
µm  with their centers are distant from 350 µm.  These values are at least two times superior to those noticed in the litterature. 
In respect to these values, It is possible to spot a square of  1x1 cm in blade with  784 samples and its permit a total of a 
maximum of 10976 samples for a current blade of 2x7 cm.    

 

5. Conclusion 
This work permits us to see that the measures can be easily filled with errors in the case of an  inappropriate choice of spot 
size or space. It is necessary then that users of cDNA micro-array define with care the disposition of their spot on their blade 
while keeping in mind the disagreements stated in our paper.  

It is also necessary to keep in mind that no matter the image processing software you use, if the algorithms that you use rely 
on statistics of the first order, the problems exposed here will be applicable. You should preferably choose a software where 
it is possible for simple user to change the sizes of the learn area used as well as for estimate  background  noise intensity as 
for the segmentation of spots.   

We are actually continuing this work with help of theoretical approaches and with simulations with the goal to perfect a 
methodology pliable in an experiment framework permitting to define a confidence interval on the measures of expression or 
to propose a process  to ameliorate the quality of measures by playing with spot positions. We will also prepare a study of the 
same phenomenon but dedicated to the contents of spots. 
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ABSTRACT 
 
The aim of this paper is to explore the clustering capabilities of our visual genome explorer software. Genome3DExplorer is a 
new modeling and software solution to explore textual and factual genomic data. It offers a powerful and user-centered visu-
alization of this information within an immersive environment. The visualization is based on a graphical paradigm that auto-
matically helps to build a graph-based representation. Based on Genome3DExplorer, this paper addresses a new 3D-based 
clustering method of spatial DNA trajectory. We applied this method to sets of 3D representations of DNA sequences fo-
cused on splicing sites from the plant Arabidopsis thaliana. With the aim of merging the capabilities of clustering of Ge-
nome3DExplorer with more classical clustering methods, we design a clustering tool based on K-Means algorithm. We 
adapted the K-Means algorithm to the both huge and geometrical features of our genomic data, according to the spatial shape 
of the DNA trajectory. By clustering genomic data via geometrical criteria, it will be possible to investigate relationships be-
tween structure and function for some of these data with the study of the clusters content. 
 
KEYWORDS 
Visual Mining, Graph-Based Visualization, Genomic Data Clustering, DNA Curvature. 
 
1. Introduction and State of the Art 
DNA is generally considered by its only primary sequence (succession of bases A, T, G, and C). A new way of studying this 
molecule is to increase such representation by its in silico spatial conformation information. One main parameter which gives 
the shape of naked DNA in solution is the intrinsic curvature. It is mainly caused by the deviations, which occurs by the re-
peating of some short patterns phased with the helix periodicity and are controlled by the energy of the base stacking. The 
deviations of local crystal structure geometries of B-form DNA from idealized fiber diffraction coordinates can be modeled 
in space by only considering three rotation angles: the tilt τ, the roll ρ and the twist Ω (relatively around to the Ox, Oy, and 
Oz axes) [Calladine 1988; Olson 1995]. Some experiments [Bolshoy 1991] demonstrated that these angles are variables ac-
cording to the type of the transition between the (n-1)th base-pair step and the nth step. An additional parameter – the transla-
tion length along the DNA axis (the rise h) – is also needed to model the distance between two successive base-pairs steps. 
Many biophysical [Bolshoy 1991; Koo 1988] and biochemical [Gorin 1995; Satchwell 1986] experiments or computations 
[Cacchione 1989] have led to create tables gathering all the plate rotation angles. They can be distinguished by the way they 
explain the curvature origin (junction vs. nearest-neighbor models, the last one being composed by non-A-tract and A-tract 
models). 

Consequently, the modeling of DNA spatial structure of genomic sequences seems to be an interesting and complementary 
study. We access to this spatial representation by the way of ADN-Viewer [Hérisson 2001; Gherbi 2002]. ADN-Viewer is in-
teractive software for the spatial modeling and visualization of naked DNA sequences at several representation levels (from 
gene to chromosome). 

One of the main observations provided by such visualization is that two DNA sequences textually different in sense of align-
ment can have close spatial conformations. It thus seemed interesting to carry out studies on the relation between the intrinsic 
DNA curvature and some biological questions. By clustering genomic data via a spatial geometrical criterion and then study-
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ing the produced clusters contents, it will be possible to investigate relationships between structure and function for some of 
these data. 

We used Genome3DExplorer that allows representations in 3D of relationships between data, to represent spatial geometrical 
criteria of sets of DNA sequences. The genomic data sets used are intron/exon sequences focused on splicing sites (acceptors 
and donors) from the plant Arabidopsis thaliana. 

The first section describes genomic data we choose and the successive transformations we apply to them. The aim is to obtain 
a numerical criterion that stands for intrinsic curvature of the sequences and that will be used for clustering. The two next 
sections detail two clustering methods we present: a K-Means based clustering and our visual approach with Ge-
nome3Dexplorer. We expose modifications we implement in order to fit algorithms to the peculiar features of our geometri-
cal and huge data. By comparing our results vs. a K-Means-based clustering method we assume that the 3D visualization of 
data and its dynamic management of the space of representation could be used as a new clustering method. Our 3D-based 
method improves classical clustering results in term of analysis. 

2. Material 
This section presents genomic data and the computation applied to them: the set of genomic sequences concern some splicing 
sites of the dicot plant Arabidospis thaliana. Figure 1 shows successive processing steps we apply to the textual sequences of 
the splicing sites. We first compute the 3D trajectory of these sequences and their intrinsic curvature. This DNA curvature is 
used as criteria for the K-Means clustering and for the Genome3DExplorer representation. The last step concerns the visual 
exploration of the cluster contents. 

Fasta sequences  
 

DNA 3D-trajectories

Curvature profiles 

K-means clusters 

XML clustering result 

Pearson correlation

Force-Directed Placement 

Curvilinear abscice

ADN-viewer engine

Genome3Dexplorer map 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Visual clustering exploration 

Fig. 1. Successive processing steps of the data. 

2.1 Data sets of Arabidopsis thaliana splicing sites 
Most of the protein-coding genes of higher eukaryotes contain sequences, named introns, which interrupt their coding region. 
During process that go from genomic sequence to protein, only exons are translated. So recognize exon from introns is an 
interesting biological problem. Many methods exist to define gene structures. They exploit experimental data at different lev-
els, but most of them use software predictions [Hebsgaard 1996; Lukashin 1998]. And it is well-known that many errors oc-
cur in the definition of gene structures during the annotation phase of a genome [Pavy 1999; Kyrpides 1999; 
Cruveiller 2004]. So, more using experimental evidences and/or improving efficiency of in silico predictions are needed solu-
tion. With this aim, we explore the modeling of DNA spatial structure in order to address relationships between structure and 
function in the context of gene structures. 

From the complete genome of the dicot plant Arabidopsis thaliana [AGI 2000], we define a data set that focus on splicing 
sites. We extract sequences for both donor region, at the 5' intron side (exon first, intron next), and acceptor region, at the 3' 
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intron side (intron first, exon next). We choose intron sequences from genes belonging to paralogous genes (a family of genes 
into a same organism). The family is concerned RNA-helicases (involved in nucleic acid unwinding) with DEAD-box motif 
into their protein sequence (D for Aspartic, E for Glutamic, A for Alanine). This family contains 56 genes in Arabidopsis 
thaliana [Boudet 2001]. Here, gene models can be the result of experimental work or generated by bioinformatics prediction 
software, but with a curated and experimental view [Mingam 2004]. 

We extract splicing site-centered sequences of 200 bp. This set of sequences contains 195 sequences of 200 bp, of both donor 
and acceptor splicing sites (100 and 95 sequences respectively). Number of sequences differs due to the size constraint of 
each splice site flanking regions. 

From these sequences, we next compute three datasets of DNA trajectory and curvature in order to test different biological 
features (figure 2): 

- On the first dataset, we attempt to sort donor sites vs. acceptor sites of 200 bp into 2 clusters. 
- On the second one, we do to the same thing but using a smaller centered window of 100 bp. 
- On the third dataset, we segment data around both acceptor and donor sites and test sorting into 4 clusters following 

the intron or exon type of the sequence. 
 

 
 
 
 
 
 
 
 
 
 
 

Exon Gene sequence 
Donor site, 200 bp  

Exon Intron 

 

 

 

Fig.2. Sequences (thin arrows) and computed (full arro

2.2 From DNA primary sequence to spatial trajectory 
To build the spatial structure of DNA, two kinds of input data are require
spatial conformation model that offers a rotation table and a translation va
[Bolshoy 1991] model gives theses components. The sketch of the used al
3 below on an example: 

(1) The first nucleotide/letter (C) of the textual sequence is read. A 
without any geometric transformations. 

(2) Then, the second nucleotide (T) is read. The second plate T-A is su
ues corresponding to the TA entry in the rotation table are applied
orthogonal way with the first one. 

(3) And so on for each nucleotide of the textual sequence (A next C in 
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w) datasets of splicing sites. 
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lue. Based on gel migration decay of sequences, the 
gorithm is detailed here and illustrated by the figure 

C-G plate centered in (0.0, 0.0, and 0.0) is placed 

perimposed on the first one. The three angular val-
. And after, the last-added plate is translated in an 

figure 3). 
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Fig. 3. The spatial structure of DNA is built recursively along the sequence. 

The ADN-Viewer software [Hérisson 2001; Gherbi 2002] carrying out this algorithm for long DNA sequences is imple-
mented using C++ language on a Linux-based PC computer. The graphic part is based on standard Open-GL® graphic library 
and the GUI one is managed using Qt toolkit (Trolltech©). 

Once the DNA sequence trajectory is computed, we need to define a method that gives a numerical parameter on which based 
a clustering tool. We are interesting with the intrinsic curvature of DNA. 

2.3 Intrinsic curvature of DNA 
Many methods exist to compute the degree of curvature of a spatial trajectory. For our purpose, we used a method called cur-
vilinear abscissa. For each spatial co-ordinate representing a base pair Pi, we compute its curvature degree: 
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It is an approximated and normalized curvature, computed from three successive points: Pi–granularity, Pi, Pi+granularity 
(figure 4). 
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Fig. 4. Variable meanings of the curvilinear abscissa method. 

This method uses two parameters, a step and a granularity. For the present study, we fix both step value and granularity value 
to 1bp (all the nucleotides are processed) and 40 bp, respectively. So computation of a sequence of 200 bp or 100 bp give 
respectively 120 or 60 values of curvilinear abscissa. 

3. 3D-based clustering using generic home-made K-Means algorithm 
K-Means algorithm is considered as a non-hierarchical clustering method that requires fixing the maximal number of clusters. 
K-Means was first proposed by [MacQueen 1967] and it convergence properties are well-known [Bottou 1995]. K-Means, as 
described in the literature [Berkhin 2002], has to compare at each iteration all the data of the same cluster to compute the new 
centroid of this cluster, defining in this way new clusters at the next iteration. 

The aim of K-Means is to minimize the intra-cluster distance and, in the same time, to maximize the inter-cluster distance: 
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where x objects are data of the same cluster, N is the clusters number, and z represent centroids of the clusters. The criteria 
measurement “Inter / Intra” has to be maximizing in order to obtain the best result during clustering iterations. 

To the specific study of huge genomic spatial trajectory data, we developed a generic K-Means algorithm able to build clus-

ters of any kind of data, with only few required modifications to be application specific. The user may provide a distance 
function between two data, in a C++ class that will describe the data. 

( )( )2min ji zzInter −=

In this study, the distance computed between two intrinsic curvatures is the Pearson correlation coefficient. This mathematic 
function returns a number between 0 and 1 depending on the likelihood of the intrinsic curvature compared. The 1 value 
means that they are highly correlated, while -1 value means that they are anti-correlated. 

4. Visual Mining using dynamic graph paradigm 
In this section, we describe how we use visualization of a huge of data in an immersive environment as a complementary 
analysis to classical clustering methods. We first present the description language of Genome3DExplorer that allows an effi-
cient representation of genomic data. At a second time, we expose the immersive and dynamic paradigms we define to intro-
duce dynamic into the visual graph in such way to represent the multiple binary relationships between objects in the 3D 
space. The resulting topology reflects the concept that objects of the same vicinity share the same features. Then, the immer-
sive visualization within a virtual reality context gives access to the analysis and it’s the meaning of our visual clustering. 

4.1 Representation of huge data 
In order to visualize those huge and heterogeneous data like genomic ones, Genome3DExplorer [Férey 2004] was developed 
in a virtual reality environment. 

Factual genomic databases are often focused on biological objects of interest (protein, gene, etc.), described by a set of attrib-
utes. Attribute values can be of string type (label, genetic sequence), numerical (like co-occurrence score, alignment meas-
urements), or symbolic type (type of interaction like positive retroaction). Moreover, these objects are compared one to an-
other by a measurement (sequence alignment score, functional similarity). 

Taking account of these characteristics, Genome3DExplorer uses the concept of multi-valuated objects and multi-valuated 
binary relationships. The characteristics of this federator description language based on XML, allow the display and storage 
of most of genomic data. It looks particularly well adapted to the heterogeneity and variability of the genomic data. 

4.2 Graphical representation in immersive environment 
We now need to transform the data representation language to a visual representation that defines a visualization paradigm. 
This paradigm has to be adapted as well for this genomic data and for the user’s needs. 

Our XML-based language describes a list of valuated objects with their binary valuated relationships. We interpreted these 
data as a graph, where vertices are biological objects and edges are relationships. Within a graphical framework, we devel-
oped a visualization of such data by a 3D graph. Numerical relationship values may be visualized by edge length, edge 
weight, edge color, or edge transparency. Each symbolic value may be represented by a predefined shape (cube or sphere for 
nodes, and cylinder or line for edges) or color label (red, green, blue), according to the kind of value (object or relationship 
value). Finally, user can visualize string values by a 3D text label within the graph representation. 

Numerical relationships of the present case study can be visualized naturally by edge length. However, this implies to resolve 
the following problem: mapping numerical value to an edge length (distance between two vertices) adds geometrical con-
straints in 3D Euclidian space. In some cases, these constraints cannot be solved in a pure geometrical way. For example, 
figure 5 shows a graph (3 vertices and 3 edges) that can never be drawn in a Euclidian space respecting the strict distance 
edges constraints. 
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Fig. 5.  Geometrical length constraints without graphic solution. 

To deal with this kind of representation, Genome3Dexplorer uses the [Eades 1984] approach, which consists in simulating 
two kinds of force between graphical objects. In order to place two connected vertices respecting distance constraints, Eades 
proposed to apply them an attraction force. The algorithm minimizes thus the gap between an initial random Euclidian dis-
tance in the 3D graph and the desired one. Moreover, a repulsion force is applied on two close vertices, which are not in a 
relationship. After several iterations, this dynamic property allows the system to converge into a solution where all the dis-
tances are as closed as possible as desired edges lengths. 

Within an immersive environment, Genome3Dexplorer takes advantage of both virtual reality environment and human per-
ception skills in order to enhance visual interpretation of a huge amount of data. The relief assured by active stereoscopy and 
large screens (2 of 2x2 m2 at LIMSI-CNRS lab) increase the depth perception and helps the understanding of concepts that 
are not revealed on a conventional desktop environment. Genome3Dexplorer thus allows biologists to navigate within the 3D 
graph in order to explore the organization and the topology of their databank. We assume users can use their human visual 
capabilities to process a clustering of genomic data. 

5. Results and discussion 
In order to test if naked-DNA curvature may be used as discriminent criteria between intron and exon sequences, we followed 
an approach using both K-Means and visual clustering methods. We applied successively the two methods K-Means and our 
visual clustering with Genome3DExplorer on the three datasets of intrinsic curvature computed from genomic data described 
in section 2. Both methods use the same distance measurement: the Pearson correlation performed on DNA curvature pro-
files. So Genome3DExplorer uses the same correlation as K-Means in order to place data in the 3D space. We compute the 
curvature profile of the whole sequences studied using ADN-viewer and apply K-Means on the correlation of those profiles. 
To compare K-means to our visual clustering method, we visualize K-means results in Genome3DExplorer where color of 
node discriminates K-Means clusters. In figures 6, 7, and 8, node stands for splicing site sequence, while edge stands for a 
significant correlation curvature of the two sequences linked. Moreover, spheres and boxes represent donor sites and accep-
tors sites respectively. We can first validate clustering by visualization using Genome3Dexplorer to the K-Means results. 
Figure 6 shows that the spatial organization obtained after applying the forces paradigm gives clusters that share the same 
dichotomy than K-Means clusters. 
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(a) first dataset 

(b) third dataset 
Fig. 6.  For the two numbers of clusters tested, K-Means and Genome3DExplorer provide coherent results: two and four 
distinct visual clusters, respectively, blue/red (a) and blue/red/green/white (b). Spheres and boxes stand respectively for 

acceptors and donors while colors discriminate K-means clusters. 

Genome3DExplorer implements different methods in order to increase its capabilities. One of them consists of applying a 
relationships threshold below which nodes are unconnected. Thus, computation and visualization concern only the connected 
nodes. If this method first decrease the complexity, it also allows the user to precisely explore relationships between data in a 
same cluster. An example is given in figure 7 where two threshold values change the extend of the visual cluster. 
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(a) second dataset, threshold of 0.025 (b) second dataset, threshold of 0.04. 
 

Fig. 7.  Example of a cluster revealed by Genome3DExplorer threshold. Spheres and boxes stand respectively for accep-
tors and donors while colors discriminate K-means clusters. Green edges are relationships above the threshold. 

 
Finally, Genome3DExplorer is able to manage a huge amount of data. Figure 8 gives three examples of this. 

(a) second dataset, threshold of 0.05 (b) third dataset, threshold of 0.15. (c) first dataset, threshold of 0.15. 

Fig. 8. Examples of visual clustering of a huge amount of data. Spheres and boxes stand respectively for acceptors and donors 
while colors discriminate K-means clusters. 

5.1 Comparison of both clustering methods  
When using K-Means and performing some statistics on the two clusters, we did not observe significant biological interpreta-
tion. The same lack of biological interpretation still stay with our visual clustering method. Taking into account on curvature, 
the two clustering methods do not allow us to characterize splicing regions, and many clusters contain both acceptors and 
donors sequences. However, we can observe using Genome3DExplorer several sub networks when the user fixes a threshold. 
These biological results have to be interpreted in future works. Indeed, figure 7 is an example of a cluster of biological inter-
est (all the nodes are donors sites). We could assume that several splicing sites share the same spatial trajectory. Our results 
suggest that naked-DNA curvature is not a sufficient criterion to sort splicing sites between donor or acceptor ones. 

5.2 Some biological discussions  
We have compared the two clustering methods.  

One the one hand, K-Means needs the number of clusters a priori. Moreover, this method does not allow knowing the relative 
position between elements into the same cluster (it is a black box for biological interpretation). Finally, the algorithm is sensi-
tive to initialization phase, and output clusters are disjoined (need Fuzzy K-Means to obtain an overlap clustering). 

On the other hand, Genome3DExplorer gives user a direct visual clustering. It is useful for interpretation without notion of 
clusters a priori (no problems of disjoined cluster, or cluster number…), and the visualization of whole data at the same time 
is possible. In this study, we can conclude that our visual clustering method allows us to visualize K-Means results and gives 
much more results than K-Means only. Indeed Genome3DExplorer takes advantage of both virtual reality environment and 
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human perception skills in order to enhance visual interpretation of a huge amount of data. Genome3DExplorer allows biolo-
gists to navigate within the 3D graph in order to explore the organization and the topology of their databank. We assume us-
ers can use their human visual capabilities to process a clustering of genomic data. 
 
6. Conclusion and prospects 
We present here a new method for DNA sequences analysis based on the predicted 3D trajectory and curvature of DNA. We 
use two complementary methods to analyze our datasets, K-Means and Genome3DExplorer. K-Means is a well known 
method to cluster data according to distance measurements between two data. Genome3DExplorer is based on a 3D dynamic 
graph paradigm that can be used to represent relationships between data. The genomic data used to highlight our method are 
intron/exon sequences from the plant Arabidopsis thaliana. By clustering genomic data via a spatial criterion, we investigate 
relationships between structure and function for some of these data. We assume that it could be done by studying the clusters 
contents. The immersive exploration of the 3D graph we present can be viewed as human-centered clustering methods. This 
is a complementary method to our generic home-made K-Means clustering algorithm. We show that Genome3DExplorer 
provides fine capabilities of clustering and allows the study of the clusters contents. Even the weakness of biological results 
presented in this paper, we highlighted our complementary clustering method based on trajectory and curvature of DNA se-
quences. 
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ABSTRACT 

In Single Photon Emission Computed Tomography (SPECT), 3D images usually reconstructed by performing a set of 

bidimensional (2D) analytical or iterative reconstructions can also be reconstructed using an iterative reconstruction 

algorithm involving a 3D projector. Accurate Monte Carlo (MC) simulations modeling all the physical effects that affect 

the imaging process can be used to estimate this projector. However, the accuracy of the projector is affected by the 

stochastic nature of MC simulations. In this paper, we study the accuracy of the reconstructed images with respect to the 

number of simulated histories used to estimate the MC projector. Furthermore, we study the impact of applying the 

bootstrapping technique when estimating the projector. 

 

KEYWORDS 

Single Photon Emission Computed Tomography (SPECT), Image reconstruction, Monte Carlo simulations, Bootstrapping, 

GATE. 

 

1. Introduction: 
Single Photon Emission Computed Tomography (SPECT) is an imaging modality appropriate for visualizing functional 

information about a patient’s specific organ or a body system. A radio-pharmaceutical, which is a pharmaceutical labeled 

with a radioactive isotope, is administrated to the patient. The radiopharmaceutical is chosen as a function of the organ to 

be studied. For example, Iodine-131 is appropriate for thyroid imaging. In case of SPECT, the radio-pharmaceutical emits 

single gamma rays isotropically. Emitted gamma photons are then detected in specific directions using a rotating gamma 

camera. Rays detected in a given direction yield a projection. At the end of an acquisition process, a set of two-dimensional 

(2D) projections is available to reconstruct the three-dimensional (3D) radio-pharmaceutical distribution within the body. 
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In the absence of attenuation and scatter of the emitted gamma rays, each point of a projection corresponds to the sum of 

photons emitted by the source along a straight line (Fig. 1); the detected signal intensity is then: 

I = f(x,y)du
L
∫   

where I is the detected signal, f(x ,y) the concentration of the radio-pharmaceutical at (x,y) and L represents the line 

perpendicular to the detector (the gamma camera). 

L 

I 

f(x,y) 

Figure 1: Detection of a projection in SPECT 
 

The aim objective is to calculate the radio-pharmaceutical concentration f(x,y) at each point (x,y) knowing  a set of 

projections I along different directions. This is feasible by inverting the Radon transform, thus reconstructing transaxial 

slices assuming that photons emitted from a transaxial slice are detected within a single line of each 2D planar projection.  

 

A 3D radio-pharmaceutical distribution f(x,y,z) can then be reconstructed as a set of 2D reconstruction of f(x,y) radio-

pharmaceutical distribution. The main problem with this approach is that signal measured in projections is affected by 

physical effects such as scatter, attenuation and detector response. Therefore, photons emitted from a transaxial slice may 

be detected not only in the projection line facing the slice but also in the neighboring slices. It has been shown that, in 

realistic configurations, the percentage of such photons is not negligible [Munley et al. 1991]. Furthermore, due to 

attenuation of the photons within the patient, not all emitted photons reach the detector. Those effects dramatically degrade 

the reconstructed image. When writing the reconstruction problem in its form where projections and image to be 

reconstructed are sampled, iterative reconstruction algorithms can be used. This makes it possible to account for most 

degrading physical effects affecting the projections, by considering a projector modeling these physical effects. Using 

iterative reconstruction, a 3D radio-pharmaceutical distribution f(x,y,z) can be reconstructed either as a set of 2D f(x,y) 

distributions, each f(x,y) distribution resulting from a 2D reconstruction involving a 2D projector, ignoring 3D degrading 

effects, or better, by a fully 3D reconstruction involving a 3D projector accounting for 3D physical effects.  

 

Monte Carlo (MC) simulations have recently been proposed to calculate a 3D projector, in a method called F3DMC (Fully 

3 Dimensions Monte Carlo) [Lazaro et al. 2004]. However, the accuracy of Monte Carlo simulations may be adversely 

affected by the random number generators, seeds used for these generators, number of random drawing, or correlations 
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between simulations. In that context, we tested the impact of the number of drawing and the value of bootstrapping to 

reduce variance of the projector element estimates [Cheng et al. 2001], hence hopefully improve the quality of the 

reconstructed images. 

 

1 Material and Methods 

 

1.1 Monte Carlo simulations 
MC simulations were performed using the software package GATE [Jan et al. 2004]. A cylindrical water phantom 

including 5 rods (diameters from 4.8 to 11.1 mm) and a bony rod (diameter of 12.7 mm) (Fig 2) was considered. Rod-to-

background Tc99m activity concentration ratio between any of the five smallest rods and the background was set to 4. The 

white rod represents the bony rod.  

20 cm 

 

20 cm 
(1) 

(2) (6) 
 

 

 

 

 

 

Figure 2. Simulated phantom 

 

The simulated camera modeled an AXIS-Philips equipped with a LEHR (Low Energy High Resolution) collimator. 64 

projections of 64x64 pixels (pixel dimension= 3.125mm) were simulated and photons detected in the 126-154 keV energy 

window were considered.  

The projector needed for F3DMC was calculated by simulating a uniform activity distribution in the phantom propagation 

media. The 3D object to be reconstructed was sampled into 64x64x64 voxels (voxel dimension = 3.125mm), yielding a 

projector with at most 64^6 elements. In practice, only non-zero elements were stored. Given the projections and the 

projector, the 3D object was reconstructed using F3DMC, by solving the linear system using a Maximum Likelihood 

Estimation Method (MLEM) algorithm [Miller et al. 1985]. 

 

1.2 Image assessment 
In order to assess the quality of the reconstructed images (Fig. 3. (b)), rod-to-background activity ratios were measured and 

compared with reference values. Reference values were obtained by considering the sampled activity distribution that was 

actually simulated (Fig. 3. (a)) 
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                                                               (b)   (a) 

Figure 3: (a) Reference image; (b) Reconstructed image  

 

1.3 Statistics used for projector estimate 
An accurate projector can be obtained by generating a large number of events in MC simulations, to reduce the standard 

deviation of each value within the projector. Given that the maximum duration of each simulation was 24 hours, we 

performed 462 separate sub-simulations, supposed to be independent using the Independent Sequence (IS) technique, i.e. 

initializing the same generator with ‘n’ different seeds [Codington 1996]. The resulting projector involved in F3DMC 

method was calculated with 74 billion emitted photons from which 16 million photons were detected in the 126-154 keV 

window. Each element  of the projector was defined as the probability that a photon emitted from a voxel i is detected in 

the pixel j (1) 

ijP

(1) 
Ni
NijPij = , 

where Nij is the number of photons emitted from voxel i and detected in pixel j, and Ni is the number of photons emitted 

from voxel i.    

 

1.4 Impact of the number of simulated events on the reconstructed image quality 
The principal problem faced while using MC techniques is the long duration of simulations making it difficult to have a 

large number of statistical histories used in the calculation of the projector. We therefore studied the change of the activity 

ratio with respect to the number of generated events to determine whether it reaches a plateau, making it unnecessary to 

perform additional simulations. 

 

2. A Mean Projector as a solution to reduce noise 
 
The stochastic nature of Monte-Carlo simulations induces a statistical noise. We thought that by reconstructing images with 

a mean projector, probability values may be smoothed and we could reconstruct images with better homogeneity and thus 

with less noise. In fact, let’s assume that in order to calculate the projector we perform four simulations Sim1, Sim2, Sim3 

and Sim4 and that we calculate four projectors P1, P2, P3 and P4 using respectively each of these simulations. The 

difference in the calculation of a projector element  performed once by appending the four sub-simulations (P_initial) 

and another time by calculating a mean of these four sub-simulations (P_mean) is shown in the table 1. 

ijP
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Table 1. Calculation of projector’s elements 

Obviously, we can notice that except the case where n1= n2= n3= n4,  ijP  has different values in P_initial and P_mean. In our 

case, we have used the results of 460 sub-simulations in order to calculate a set of 20 projectors each one calculated from a 

set of 23 sub-simulations; we obtain so a set of 20 sample-projectors Pi (i∈ [1…20]). 

 

3. Bootstrapping as an alternate issue to reduce noise 

Statistically, it is known that the standard deviation is an inverse function of the number of measures. Each of  the 

 projectors Pi  (i ∈  [1…20]) calculated above can be considered   as a sample projector.  

By re-sampling, bootstrapping generates a new set of samples and increases the statistics included in the calculation of  the  

projector  estimate and  thus reduces  the  variance  of  estimated  parameters  

[Efron et al. 1979].  

 

Initial Projector: 

Simulation1 Simulation2 Simulation3  ….. Simulation i ..... Simulation460 

 

Sample Projectors:  

P1 P2 …. Pi …. P20 

Simulation1 Simulation24  Simulation[(i-1)x23]+1  Simulation438 

Simulation2 Simulation25  …  … 

…. ….     

Simulation23 Simulation46  Simulation(ix23)  Simulation460 

 

Figure 4 (a). Re-sampling projectors 
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P7 P3 P5 P8 P6 

 P6 P8 P7 P5 P9 

P13 P12 P13 P14 P16 

P17 P11 P18 P12 P19 

………..                           …… P1 P2 P3 P3 P3 

 P7 P9 P10 P11 P11 

P14 P14 P15 P17 P18 

P18 P18 P18 P19 P20 

………..                           …... 

  

 

 
Bootstrap sample 1 (sorted by increasing i)                                            Bootstrap sample 100 (sorted randomly) 

 

Figure 4 (b). Re-sampling projectors 

 

P_bootstrapped  =
10020

__100

1

×
∑ =

=

i

i
isampleBootstrap

 

 

On figure 4, we see how a sample projector Pi is computed with a set of 23 sub-simulations, whereas each bootstrap sample 

is a set of 20 randomly selected sample projectors (Pi). Drawings are done with replacement so we can have many identical 

Pi in the same bootstrap sample. 

The bootstrap projector was then the mean of 100 bootstrap sample projectors. Results of relative quantitation are shown in 

figure 9. Reference values are plotted in the last column .We plotted relative quantitation values for each rod calculated on 

images reconstructed with the initial projector and the bootstrapped projector (-B refers to a bootstrapped projector). 

Curves obtained by the initial projector and bootstrapped projector are almost superposed.  

 

4. Results 
 

In order to study the change of relative quantitation with respect to the number of generated events, we calculated 

projectors corresponding to different statistics going from a projector calculated from 33 sub-simulations to 462 sub-

simulations with a step of 33 simulations. We then reconstructed the image using each of the resulting 14 calculated 

projectors: P33, P66…P462. The accuracy of the reconstructed images was assessed by measuring the activity ratio in the 6 

rods (Fig 5). Results were plotted for each rod (rod’s diameter expressed in millimeter). We can see the improvement in 

accuracy with the increase of generated events. The reference to obtain is given in the last column. 
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Figure 5. Relative quantitation with respect to the number of simulation output files  

 

The mean projector used to reconstruct images was defined as the mean of 20 projectors Pi (i  [1..20]), each of these 20 

projectors being calculated from a set of 23 sub-simulations. Figure 6 shows the smoothing impact of the mean-projector 

calculation on the distribution of computed probabilities mainly in zone of high frequency.  Results of quantitative ratios 

using the mean projector (-M refers a mean projector) are shown in Figure 7.  Curves obtained by the initial projector and 

mean projector are almost superposed.  

∈
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(a) 

 

 
(b) 
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(c) 

 
(d) 

Figure 6. Probability distribution: 

(a) Global view of the initial projector  ; (b) Global view of the mean projector 

                    (c) Zoom on the first peak (initial)         ; (d) Zoom on the first peak (mean) 

 

Difference between initial projector and mean projector are mainly shown in the value of the frequency of the first peak, 

where we have a value of 160 000 for the initial projector and 90 000 for the mean projector.  

Blaise Pascal University, France 423 © OICMS 2005



Quantitation

0

0.5

1

1.5

2

2.5

3

Ite
rat

ion
 10

Ite
rat

ion
 30

Ite
rat

ion
 50

Ite
rat

ion
 70

Ite
rat

ion
 90

Ite
rat

ion
 11

0

Ite
rat

ion
 13

0

Ite
rat

ion
 15

0

Ite
rat

ion
 17

0

Ite
rat

ion
 19

0

Ite
rat

ion
 21

0

Ite
rat

ion
 23

0

Ite
rat

ion
 25

0

Ite
rat

ion
 27

0

Ite
rat

ion
 29

0

Refe
ren

ce

Number of iterations

R
el

at
iv

e 
qu

an
tit

at
io

n
rod-radius=4.7

rod-radius=4.7 -M

rod-radius=6.4

rod-radius=6.4 -M

rod-radius=7.8

rod-radius=7.8 -M

rod-radius=9.6

rod-radius=9.6 -M

rod-radius=11.

rod-radius=11. m-M

rod-raidus=12.

rod-radius=12. m-M

 

mm

 mm

mm

 mm

mm

 mm

mm

 mm

1mm

1 m

7mm

7 m

Figure 7. Comparison between convergence rates of respectively the initial projector and the mean projector 

 

Instead of calculating the mean projector of 20 elementary projectors Pi (i going from 1 to 20 in increasing order), we drew 

randomly 20 projectors from the set of the 20 projectors Pi (example: P1, P2, P2, P3, P6, P6….P14, P20) (using drawing 

with replacement). We repeated this operation 100 times and thus obtained 100 combinations of 20 randomly selected 

sample projectors, each one forming a bootstrap sample [Chernick et al 1999].(Fig 4) 

Figure 8 (a) shows the impact of bootstrapping in the apparition, within the probability spectrum, of new probability values; 

this could be explained by the fact that bootstrapped projector is obtained by dividing by 2000 the sum of the sub-projectors 

drawn randomly. The zoom on the zone where a pick appeared in the initial projector and the mean projector (Fig.8.b), 

shows that bootstrapping induces a quasi-stochastic distribution and that a set of new generated picks was involved within 

the bootstrapped projector.
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(a) 

 
(b) 

Figure 8. (a) Global spectrum of the bootstrapped projector 
(b) Zoom on the zone where a pick appears in the initial projector and the mean projector 
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Figure 9. Comparison between convergence rates of respectively the bootstrapped projector  

and the initial projector 

 

 

The Table 2 shown below presents critical value of probability in different projectors: 

Projector 
Minimal 

Probability 

Mean 

Probability 

Maximal 

Probability 

Standard 

Deviation 
Variance 

Initial 710421.3 −×  71041.5 −×  51001.3 −×  710762.4 −×  1310267.2 −×  

Mean 710257.3 −×  71041.5 −×  510983.2 −×  710764.4 −×  131027.2 −×  

Bootstrapped 710606.2 −×  71041.5 −×  510254.3 −×  710745.4 −×  1310251.2 −×  

Table 2.Critical values in different projectors 

 

We can easily notice that bootstrap technique has enlarged the interval of probability including new values lower than the 

minimum probability value and higher than the maximum probability value in the initial projector (i.e. in the mean 

projector).  
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5. Discussion 

 
Results shown in figure 4 demonstrate that overall, best accuracy is obtained for the largest number of histories considered 

for calculating the MC projector, as expected from the stochastic nature of MC simulations. We also notice that even if 

P132 (calculated from 132 sub-simulations) included fewer histories than P231 (calculated from 231 sub-simulations), it 

tended to give better results than P231, which also reflects the stochastic nature of the calculations involved. Bias between 

reference values and the plateau could be explained by the fact that the number of simulated events involved in the 

computation of the projector is still not high enough. 

 

Results shown in figure 4 suggest that initial projector and bootstrapped projector are nearly identical which means that 

combinations of initial projectors Pi in almost all cases yielded a bootstrapped projector quasi-equal to the initial projector.  

 

The weak decrease of variance in the bootstrapped projector (Table 2) indicates that we may still not have an important 

statistics involved in the calculation of the projectors (P1… P20) and that we should perform more simulations. This later 

comment could be a first explanation of the new generated picks in the bootstrapped projector. 

 

A second explanation could be that the projector calculated from the 460 simulations is already a kind of  bootstrapped 

projector since the Independent Sequence technique used seeds selected in an increasing order (not randomly). Indeed the 

seed initialization was taken in the [1,460] interval. It is known that the IS can lead to encapsulated sub-sequences, since a 

random number generated in one sub-sequence can match the seed used for another sub-sequence. Some authors warn 

scientists who run MC experiments in parallel [Hellekalek 1998]. The problem lies in the parallelization of pseudo random 

numbers. As for many parallelizing techniques of Pseudo Random numbers, the main problem of those methods is the 

"Long-Range" correlation [De Matteis et al, 1988]. Variants of the known techniques have been developed, a notable one is 

the parameterization method which is a variant of the IS technique [Srinivasan et al, 1999]. It consists in parameterizing 

both the seed and iteration function (i.e. the function that gives the next state in the sequence). One of the main contribution 

of this variant is that it results in a scalable period. 

 

A way to confirm this hypothesis is to have a simulation where we simulate a number of histories equal to the number of 

histories simulated within 460 separated simulations. Once this simulation is performed, we can compare the results of the 

quantitative ratio with those obtained by performing 460 separated simulations with independent seeds. However, we are 

still investigating in order to understand the spectrum of bootstrapped projector. 

 

6. Conclusion and Perspectives 
 

This paper is placed in the context of tomographic reconstruction in Single Photon Emission Computed Tomography 

(SPECT). The projector used for reconstruction is obtained by Monte Carlo Simulation. Thus we have studied the impact of 
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the number of generated events on the accuracy of the projector. We studied various issues in order to improve its accuracy 

either by computing a mean projector or by applying the bootstrap technique which has been detailed above.  

 

Even if results were not satisfying so far, investigations are in progress to improve the accuracy of the projector. As a 

solution to the slowness of GATE simulations, we intend to use faster MC software named SimSet [Lewellen et al. 1998]. 

With this simulator, we can quickly generate a high number N of events but it relies on some analytical approximations of 

stochastic laws that could also be source of inaccuracy. This high number of events could then be split into 20 sub-

simulations, from which bootstrapping can be implemented as described above. The fact that the variance in the 

bootstrapped projector hasn’t decreased enough leads us to investigate two possibilities: either the number of histories is 

still not enough or the possibility of an eventual correlation between sub-simulations. Getting rid of possible dependencies 

between simulations and increasing the number of histories by using a faster simulator (SimSet), bootstrapping might still 

improve the quality of the projector.  
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ABSTRACT 
In order to help clinicians with the diagnosis of neurodegenerative diseases, we provide a synthetic functional information 
located in relation with anatomical structures. The final image is processed by multimodal data fusion between SPECT and 
MR images. We propose a new method for the management of such multiresolution data, in which a geometrical model 
allows an accurate correspondence of voxels from both images, while preserving at best both original pieces of information. 
We use this matching method to replace the interpolation step in the compulsory image registration of the data fusion 
process. The geometrical model is first built from registration parameters. Computational geometry algorithms, applied to 
this model, allow the computation of numerical values used to process the final information. The method has been applied to 
brain perfusion and neurotransmission SPECT images. 

KEYWORDS 
Medical image processing, Synthetic functional image, Multimodal data fusion, Multiresolution data, Geometrical model 

1. Introduction 
In the context of brain study, considering the central function and the position of this organ, medical images are the primary 
tool for clinical investigation. Images of this kind provide models of either anatomical structures or functional activities. 
Parkinsonian syndromes and Alzheimer’s disease are both qualified by an abnormal death of neuronal cells, in the upper part 
of the brainstem in the first case [Blandini et al. 2000], and at least in particular regions of the cerebral cortex in the second 
case [Rusinek et al. 1991]. The major physiological consequences of this decrease in nervous cells population are: a lack of 
dopamine in the striatum for Parkinson’s disease, involving automatic movement disorders, and a decrease in blood supply in 
the affected regions for Alzheimer’s disease, representative of the low neuronal activity. Both neurotransmission 
phenomenon and brain perfusion are classically observed on single photon emission computed tomography (SPECT) images. 
This modality provides 3D data sets in which numerical activities may be linked with e.g. interneuronal exchanges or neurons 
blood supply, depending on the used radiotracer [Brooks 2004]. 

Recently, new preventive treatments appeared for neurodegenerative pathologies, such as Alzheimer or Parkinson’s diseases. 
They require an early detection of the denervation. Despite numerous compulsory corrections applied to SPECT data during 
the tomographic reconstruction [Soret et al. 2003], the functional information they provide keep a low spatial resolution, 
which hinders the study of neuronal activity within small anatomical structures (figure 1). The visual information brought by 
the classical multimodal approach (investigation of the MR image / SPECT image couple) are thus not sufficient to draw a 
conclusion in the early stages of the pathology. 

We propose here to provide new diagnosis elements by the synthesis of an image holding both functional and anatomical 
data. The anatomical part is brought by a magnetic resonance (MR) image, as in the classical multimodal approach. 
Nevertheless, automatic image processing makes it possible to bring out data which were not obviously visible in original 
images, and allows multimodal images matching by means of data fusion. In most of software applications managing 
multimodal medical images, the image fusion is limited to a superimposed display of e.g. MR and SPECT images, with 
different color scales (gray levels are more prevalent to display MR data). In this case, information combination concerns 
color models derived from numerical activities associated with image voxels. 
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images (axial slices) 

Figure 1. Schematic view, MR and SPECT images of brain structures involved in Parkinson’s and Alzheimer diseases 
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On the contrary, we intend to compute a new information from MR and SPECT images, designed to be as close as possible to 
original numerical data. This fusion method was first used in the context of functional activity quantitation [Montagner et al. 
2005]. It consists in replacing the registration step of the fusion process by the managing of spatial features (differences in 
orientation, position, and voxel sizes, due to differences in spatial resolution of acquisition equipments) of both images 
thanks to a geometrical model (tilling of the space by cubic models of the voxels). The main idea is to delay the modification 
of original activities until the final aggregation step of the fusion process. Original activities are then used, in combination 
with geometrical information extracted from the model, to compute the numerical values associated with voxels of the 
synthetic image (at the spatial resolution of the MR image). The idea of delaying the computations until the information 
quantity is sufficient, e.g. to take a decision or to reach the required accuracy, has previously been introduced in our work 
about image fusion, by the use of fuzzy logic to model the semantic part of the information [Barra Boire 2001]. Therefore, 
during the final step of the fusion process, the geometrical model is aggregated with the fuzzy one to generate the synthetic 
image. 

In the following, we first place our fusion process in the general context of multimodal medical image display. The method 
itself is then explained, from the extraction of registration parameters to the aggregation models used to create the final 
image. The fuzzy information model is only briefly presented, since the real contribution of this work concerns the 
geometrical model. This model and the algorithm used to compute the geometrical information are thus detailed. Finally, the 
fusion process is applied to brain perfusion and neurotransmission SPECT images, and these results are discussed. 

2. Combination of anatomical and functional information 
As mentioned above, the image fusion process is not restricted to a combined display of both information sources. The 
general aim is to extract or emphasize diagnosis elements, not only intended to a visual perception. The application we 
propose in the following aims at providing a localized quantitative functional information, dedicated to the diagnosis of a 
given disease (e.g. directly showing hypoperfused gray matter). Processing a synthetic image from this new information is 
only one among the possible goals of the fusion process. The information we compute is a quantitative value relative to the 
functional activity, located in relation with the voxels of the anatomic image (the functional activity is redistributed within 
these voxels). The visual presentation of this information is obtained thanks to an aggregation with data of anatomical 
classes. 

The common part of every multimodal data integration process is a preliminary registration step. During this step, at least one 
of the original data sets is transformed in order to give the same coordinates, on both images, to an anatomical location. As a 
consequence, a brain structure is finally represented by two voxel sets with similar size, position and orientation. Once the 
images are aligned, integration processes have different ways to display the data: using gray levels or color models, in 2D or 
3D, considering high level shape models or just numerical activities. The major difference we distinguish between these 
processes concerns their tendency to present the information through transformed data sets or thanks to data as close to the 
original values as possible. The synthetic image we process from original 3D data sets is presented as a collection of 2D 
images called slices. Therefore, we will only make below a brief presentation of 2D rendering techniques in order to give 
evaluation elements for the proposed method. 

2.1. Combination modes 
The selective slice by slice display of two combined medical images consists in drawing, on one of the images, either an 
entire part of the other one (e.g. a square window), or geometrical features extracted from the other (e.g. geometrical curves, 
region edges, level lines [Condon 1991]). The non-selective display consists in a global mixture of both data sets. When using 
a SPECT image for medical diagnosis, the maximal part of the functional information should be preserved [Stokking 1998]. 
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Display techniques for medical images are based on color models (e.g. variations of a hue) associated with either numerical 
activities or features processed from these activities. In a multimodal context, each image provides pieces of information 
which the other lacks. The quality of visual perception is an additional constraint. This quality depends on the image ability 
to emphasize relevant information (for the diagnosis) [Kundel 1990]. The interpretation of anatomical information is 
essentially linked to image outlines (i.e. strong activity gradients). In the case of a functional information, the important 
image features are large activity variations (within implicit anatomical structures). 

2.2. Combination of color models 
Main non-selective display modes are: arithmetical processing from numerical activities of the image (figure 2), and the 
association of some image features with color channels (e.g. RGB or HSV, possibly with an additional “alpha” channel for 
the management of transparency). The combined information may be confused when the multimodal data to integrate are 
both complex, or when they present many overlapping regions [Hill 1993]. The efficiency of color combination techniques 
decreases when the number of features to represent increases. In this case, it becomes necessary to use an advanced fusion 
strategy, as in the proposed method. 

  

 

 
Original MR image Registered SPECT 

image 
 MR data: gray levels

SPECT data: 
“rainbow” palette 

Combination of HSV 
models 

Combination of RGB 
models 

Figure 2. Non-selective combination of color models 

2.3. Synthesis of a dedicated medical information 
The image synthesis process presented in this paper belongs to the class of non-selective display methods. The redistributed 
functional activity may be considered as directly linked with the physical phenomenon measured in the SPECT image. The 
image fusion process allows reducing the complexity of the anatomical information, to emphasize the functional one. Since 
the anatomical information is limited to large brain tissue classes, the functional one is perceived through local activity 
variations within these classes. 

The preliminary study about image synthesis is presented in [Colin Boire 1999]. Image fusion between MR and SPECT data 
comes out to process fuzzy maps for brain tissues. Each map expresses the membership πC(v) of a voxel v from the 
anatomical image to a given class C of brain tissue (cerebrospinal fluid (CSF), white matter (WM), gray matter (GM) and 
hypoperfused gray matter (HGM)). The final value � (v) associated with voxel v, in the synthetic image, is processed as 

 
(1)

where µC is the mean functional activity of C voxels, estimated in the registered SPECT image. The information processed by 
(1) is composed of activity variations between the different classes, but local variations are suppressed by the average 
operator. The management of spatial features in image models allows the introduction of local variations into (1). 

3. Proposed method 
Our goal is to preserve both original SPECT data and the anatomical information extracted from the MR image until the final 
fusion step, in which local variations of functional information are processed by proportional activity redistribution within 
voxels of the anatomical image. The main difficulty comes out from the difference in spatial resolution between both images. 
Indeed, this multiscale aspect of the data and the spatial misalignment of corresponding structures in both images involve the 
anatomical information and the functional information to be expressed in two different geometrical spaces (figure 3). 
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Figure 3. 2D illustration of the geometric model building according to registration step, composed of a rotation, a translation 

(1) and a rescaling of the data (2) between the anatomical (� ) and the functional (� ) images 

�  �   

In the proposed method, the rigid deformation resulting from the usual registration step is not applied to the data, but we use 
the mathematical linear function associated with this transform to generate the geometrical models of both the MR and 
SPECT images, based on tilings of the space by their cubic voxels (figure 4). Finally, the identification of geometrical 
relations between the digital grids, i.e. volumes of the polyhedrons resulting from the intersection of the cubic voxels in 
general position, allows us to manage anatomical and functional data in a common spatial context for fusion. These 
numerical values, injected in the fusion process, act as weights to compensate the difference in resolution between original 
image data. The processing of intersection volumes, and thus the model itself, are, for the moment, restricted to the case of 
isotropic images (i.e. with cubic voxels). 

To our knowledge, the question of multiresolution management with preservation of both functional and anatomical original 
data has not been handled before. Moreover, most of the existing methods are based on the processing of the continuous 
information sampled in the images, and imply a compulsory resampling step [Calle 1999, Pajares DeLaCruz 2004]. To 
preserve the original SPECT activity and to locate it with respect to the anatomical information, we consider the discrete 
nature of the data, and the elementary volumes in which the continuous phenomenon has been integrated. 

 
 

 

  
Figure 4. Alignment of the SPECT data on the MR image (with superimposed mask of the putamens), without resampling 

of the functional information 

3.1. Information modeling 
We assume that every anatomical structure of interest is mainly composed of pure tissue components (WM, GM and CSF). 
Because of partial volume effects [Wang Doddrell 2001], the numerical value associated with a MR image voxel v is a 
mixture of pure tissue values. Brain components are segmented in the MR image thanks to a fuzzy classification algorithm 
[Barra Boire 2000], fuzzy logic [Zadeh 1978] providing an adapted framework for the modeling of this tissue mixture (and 
for the uncertainty which qualifies medical images in general). The classification algorithm gives a set of maps, each voxel 
being associated with a membership degree to each tissue class (figure 5). The basic assumption is that the normalized 
membership of a given voxel to a tissue class may be considered as a percentage of this tissue in the basic volume element. 

3.2. Building of the geometrical model 
In the case of a brain study, rigid transforms are sufficient to match the cerebral structures on both images, since the brain is 
considered as a non-deformable solid [VanDenElsen et al. 1993]. The anatomical image being kept as spatial reference, 
registration parameters are processed to align SPECT data with the MR image. The 3D rigid transform is initially composed 
of a rotation and a translation (6 parameters). The difference in spatial resolution between acquisition systems implies a third 
part in the transform, based on the application of a scaling factor. 

The geometrical model is based on the representation of voxels from both images by cubes. The MR image is also used as 
geometrical reference, and its voxels are thus arbitrarily associated with unit cubes. As a consequence of the size difference 
between voxels of both images, the SPECT image is associated with a tilling of the space by larger voxels in general position. 
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Figure 5. Fuzzy membership maps of cerebrospinal fluid, white matter and gray matter 

Let T be the registration operator in homogenous coordinates. Since T changes the information expressed in a basis of �3 
into information expressed in another basis, this matrix can be viewed as a basis change operator. T is the transition matrix 
from the basis (ui) associated with the MR image to the basis (bi) associated with the SPECT image (multiplying on the left 
by T transforms a coordinate set originally expressed in (bi) into coordinates expressed in the (ui) basis). Thus 
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where each basis is presented as an homogenous matrix, where columns 1..3 are the basis vectors (bi) and (ui), and column 4 
contains the coordinates of the origin point associated with the basis: o (for (ui)) is, by definition, the origin of the canonical 
basis, and p (for (bi)) is the image of o and is possibly not null, because of the translation components in T (figure 6). 
Nevertheless, the registration transform is often built with respect to a central point (rotation and change of scale) which is 
not the geometrical origin (e.g. center of mass of SPECT data). In this case, the original transition matrix T has to be replaced 
with 

  (3) 1−= CTCM

where C is the translation from the origin point (0 0 0 1)T to the center c of the T transform in (bi). The generator vectors of 
cubes in the general position are the images of canonical unit vectors by M, and other cubes of the tiling are obtained by 
translation of the origin voxel (based on point p). 

 

Figure 6. 2D illustration of the (bi) basis processing by applying the M transform to the {(ui),o} system 

(bi)c
p(ui)

o

3.3. Processing of the geometrical information 
The discrete nature of MR and SPECT images makes the question of establishing their spatial relations very close to the 
digital coordinates change problem. The ratio between edge length of the low and large size voxels is not sufficient to 
disregard the committed error when rounding to integers the results of classical base changing formulas [Reveilles 2001]. In 
this case, one shall determine the volume of the geometrical intersection between unit volumes of the grids, in order to use 
this value in the compulsory interpolation step. Voxel sets of both images are modeled by cubic tilings of the space, with unit 
length for the MR image (preserved as spatial reference), and general position for the SPECT image. The intersection 
volumes between high and low size voxels are polyhedral (figure 7.a), and are computed using an efficient cube intersection 

 

Blaise Pascal University, France 435 © OICMS 2005



algorithm. The processing cost of a single intersection volume is lower than using a general algorithm for the intersection of 
convex polyhedrons, thanks to the use of analytic formulas linked with inherent cube symmetries (figure 7.b). 

 

 

The octahedral group 
of cube symmetries 

 (a) (b)  

Figure 7. Example of intersection volume processed thanks to cube symmetries 

The principle is to run through the 6 faces of both cubes, processing a polygonal bound of the polyhedral volume at each 
iteration (at most 12 faces). Let C1 denote the cube providing the current square face F, and C2 the other cube (figure 8.a). 
The F support plan P presents a polygonal intersection I with the other voxel C2. The I vertices depend on the normal vector 
N of the plan P and the distance from C2 central point to P. Analytic formulas first provide vertices coordinates for a 
polygonal intersection I’ between C2 and a plan P’, located at the same distance from the central point of C2, and which 
normal vector N’ is constrained in a predefined conic region of the space (figure 8.b). N’ being an equivalent of N in the 
group of cube symmetries (figure 7.b), I is the image of I’ by a simple linear transform. I is possibly larger than the searched 
polygonal face. Therefore, the final polygon is processed as the plane intersection of I with the original square face F (figure 
8.c) using an adapted version of O’Rourke’s general polygon intersection algorithm [ORourke 1998]. 

   
(a) (b) (c) 

Figure 8. Main steps of the cube intersection algorithm (the current F is the basal face of cube C1) 

3.4. Model combination step and image synthesis 
In the context of the image synthesis process, the digital coordinates change is carried out by using intersection volumes as 
weights for numerical SPECT activities. A base activity µC is associated with each anatomical class C (either a mean activity, 
or an arbitrary gray level). The anatomical information is thus preserved in the edges of these classes, and local variations of 
the functional activity within each class are injected, in addition to µC, by equation (5). 

Let δv be the part of the activity, extracted from the original functional image �, associated with the voxel v in the synthetic 
image. This value is processed from numerical activities of voxels V from �, which v intersects: 

 
(4)

where ρ(v,V) ∈ [0,1] is the intersection volume between voxels v and V. The value δv is thus a weighted mean activity, 
which belongs to the same numerical range as original functional activities. Finally, the value held by a voxel v, in the 
synthetic image, is 

 

(5)
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4. Results and discussion 
4.1. Presentation of image data 
The image synthesis process has been applied to both brain perfusion SPECT ([99mTc]-ECD) and neurotransmission SPECT 
([123I]-FP-CIT) images (figure 9). The concerned patient was affected by a multiple system atrophy (MSA, parkinsonism plus 
syndrome). A unique MR data set (T1 weight) was associated with both SPECT images, simultaneously acquired [ElFakhri et 
al. 2001]. SPECT images are thus aligned, with the same spatial resolution. Voxels from the MR image are 0.94 mm large in 
the slice plane. SPECT images are isotropic, with a voxel size of 2.33 mm. The slice thickness of the MR image is 1.5 mm, 
but the used registration process interpolates these data to cubic voxels. 

 

 
  

 

 Original MR image Brain perfusion SPECT Neurotransmission SPECT  

Figure 9. MR image and dual neurotransmission / brain perfusion images 

4.2. Synthetic images 
Among the diagnosis elements brought by the classical multimodality approach (visual assessment of the couple SPECT / 
MR image), we focus on functional activity peaks, activity lacks, and on the shape and position of anatomical structures. The 
quality of synthetic images (figure 10), in relation to these diagnosis elements, has been assessed by an expert. He answered 
the following questions for both the brain perfusion and the neurotransmission images: 

1. Are original diagnosis elements present on final synthetic image, and are these elements clearly visible? 
2. Does this image fusion process really improve the ability to locate functional activity in relation to anatomical 

structures? 

Perfusion images refer to the activity of neurons in the whole brain. The corresponding functional activity is thus a global 
information, with low frequencies components. For the help in diagnosis, it has to be emphasized in the region of cerebral 
cortex. The concentration level of the tracer within CSF structures is null. Variations are visible in the WM and mostly in the 
GM (activity ratio estimated to 1/4). High activity levels in the cortical region are clearly visible, since the mean activity of 
this structure is already high. Nevertheless, hypoperfusion zones are mostly visible in regions with low base activity, i.e. 
white matter. 

In the case of the neurotransmission image, the high activity bound in the striatum implies a decrease of visual contrast in the 
surrounding region. Nevertheless, deducing the shape and position of anatomical structures remains possible thanks to the 
outlines of close tissue classes. Indeed the functional activity presents only low variations outside the striatum (CSF in the 
ventricular system and GM in the cortex). Likewise, edges of the putamens and caudate nuclei can also be deduced from 
activity low levels within the striatum itself. The synthesis process thus emphasizes the information brought by lacks of 
activity. 

Images presented in figure 10 were obtained by processing the voxel activities with formulas (4) and (5). The additive 
operator modeling information aggregation manages local variations, and the base activity associated with each tissue class, 
as signal deviations around a mean value. Nevertheless, this model is not unique, and other behaviors may be considered  
(e.g. multiplying operators). Moreover, equation (5) can be considered as incomplete, in the sense that the geometrical 
information don’t influence the first term of the numerator (global part of the functional information). In further 
developments, a solution will possibly consist in processing the global part of the functional activity associated with a voxel 
V of the SPECT image by modifying formula (1): the membership degree πC(V) of voxel V to a given brain tissue class C 
should be written considering the memberships of voxels v (membership maps extracted from the anatomical image) 
intersecting V, weighed by intersection volumes ρ(v,V). 
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(a)          (← bottom)   (b)          (← bottom)  

 

 

 
 (top →)   (top →) 

Figure 10. Axial slices of the synthetic images obtained by fusion of MR data and the brain perfusion SPECT (a) and the 
neurotransmission SPECT (b) 

5. Conclusion 
We have presented a method for the production of a new functional medical image, in which information location is 
improved thanks to the fusion with another reference image, delineating anatomical structures. From a clinical point of view, 
the produced information is fully coherent with physiological effects of the concerned pathology, and with the behavior of 
radiotracers used during the SPECT acquisition. The fusion of functional data with an anatomical reference provides the 
expected result, i.e. an improvement of the location of activity peaks and lacks in relation to brain anatomical structures. The 
clinical interest of the processed information for the differential diagnosis of parkinsonian syndromes will be assessed in the 
context of the FUSPARK project (French “Ministère de la Recherche”). 

Accuracy of the redistribution method is mainly linked with the quality of the registration step (through the transform 
parameters). This fusion process avoids adding an imprecision factor, linked with the location of anatomical structures, to the 
natural uncertainty of medical data. Moreover, the use of the geometrical model is fully coherent with the choice of fuzzy 
logic, since it allows delaying processing of the results until the available knowledge is sufficient. 

Thanks to the introduction of the geometrical model, the fusion process may possibly generate new information sets in which 
local variations of the functional activity are managed. First results are promising, and require to be confirmed with a larger 
database. In further developments, this principle will be applied to the synthesis of new information sets holding both global 
and local variations of the functional activity, and designed to emphasize dedicated diagnosis elements (e.g. new pathological 
tissue classes). 

ACKNOWLEDGMENTS 
This work was supported by a grant from the “Réseau National Technologies pour la Santé” of the French “Ministère de la 
Recherche”. The authors would like to thank the partners of the FUSPARK project, and specially Dr Marie-Odile HABERT 
(“La Pitié Salpetrière” hospital, Paris, France) for the assessment of synthetic images. 

REFERENCES 
[Blandini et al. 2000] Blandini, F., Nappi, G., Tassorelli, C., Martignoni, E. Functional changes of the basal ganglia circuitry 

in Parkinson's disease. Progress in Neurobiology, 62: 63-88, 2000. 

[Rusinek et al. 1991] Rusinek, H., De Leon, M.J., George, A.E., Stylopoulos, L.A., Chandra, R., Smith, G., Rand, T., 
Mourino, M., Kowalski, H. Alzheimer disease: measuring loss of cerebral gray matter with MR imaging. Radiology, 178-
1: 109-114, 1991. 

[Brooks 2004] Brooks, D.J. Neuroimaging in Parkinson's disease. NeuroRx, 1: 243-254, 2004. 

 

Blaise Pascal University, France 438 © OICMS 2005



 

[Soret et al. 2003] Soret, M., Koulibaly, P.M., Darcourt, J., Hapdey, S., Buvat, I. Quantitative accuracy of dopaminergic 
neurotransmission imaging with 123I SPECT. Journal of Nuclear Medicine, 44: 1184-1193, 2003. 

[Montagner et al. 2005] Montagner, J., Barra, V., Reveillès, J.P., Boire, J.Y. Multiresolution images fusion for the 
quantification of neuronal activity: a discrete approach. 3rd IASTED International Conference on Biomedical 
Engineering, Innsbruck, Austria, 2005. 

[Barra Boire 2001] Barra, V., Boire, J.Y. A general framework for the fusion of anatomical and functional medical images. 
NeuroImage, 13: 410-424, 2001. 

[Condon 1991] Condon, B.R. Multi-modality image combination: five techniques for simultaneous MR-SPECT display. 
Computerized Medical Imaging and Graphics, 15-5: 311-318, 1991. 

[Stokking 1998] Stokking, R. Integration of functional and anatomical brain images : a survey of approaches, in Integrated 
visualization of functional and anatomical brain images. Thesis, University of Utrecht, Utrecht, Netherland, part 3: 21-40, 
1998. 

[Kundel 1990] Kundel, H.L. Visual cues in the interpretation of medical images. Journal of Clinical Neurophysiology, 7-4: 
472-483, 1990. 

[Hill 1993] Hill, D.L.G. Combination of 3D medical images from multiple modalities. Thesis, University of London, London, 
England, 1993. 

[Colin Boire 1999] Colin, A., Boire, J.Y. MRI-SPECT fusion for the synthesis of high resolution 3D functional brain images: 
a preliminary study. Computer Methods and Programs in Biomedicine, 60: 107-116, 1999. 

[Calle 1999] Calle, D. Image enlargement using similarities from a pyramid and induction onto a set. Thesis, Joseph Fourier 
University, Grenoble, France, 1999. (in french) 

 [Pajares DeLaCruz 2004] Pajares, G., De La Cruz, J.M. A wavelet-based image fusion tutorial. Pattern Recognition, 37: 
1855-1872, 2004. 

 [Wang Doddrell 2001] Wang, D., Doddrell, D.M. A segmentation-based and partial-volume-compensated method for an 
accurate measurement of lateral ventricular volumes on T1-weighted magnetic resonance images. Magnetic Resonance 
Imaging, 19: 267-272, 2001. 

[Barra Boire 2000] Barra, V., Boire, J.Y. Tissue segmentation on MR images of the brain by possibilistic clustering on a 3D 
wavelet representation. Journal of Magnetic Resonance Imaging, 11: 267-278, 2000. 

[Zadeh 1978] Zadeh, L.A. Fuzzy sets as a basis for a theory of possibility. Fuzzy Sets and Systems, 1: 3-28, 1978. 

[VanDenElsen et al. 1993] Van Den Elsen, P.A., Pol, E.J.D., Viergever, M.A. Medical imaging matching - A review with 
classification. IEEE Engineering in Medicine and Biology, 12-1: 26-39, 1993. 

[Reveilles 2001] Reveilles, J.P. The geometry of the intersection of voxels spaces. Electronic Notes in Theoretical Computer 
Science, 46, 2001. 

[ORourke 1998] O'Rourke, J. Computational geometry in C., 2nd edition, Cambridge University Press (pub.), New-York, 
USA, 1998. 

[ElFakhri et al. 2001] El Fakhri, G., Moore, S.C., Maksud, P., Aurengo, A., Foley Kijewski, M. Absolute activity 
quantitation in simultaneous 123I/99mTc brain SPECT. Journal of Nuclear Medicine, 42-2: 300-308, 2001. 

Blaise Pascal University, France 439 © OICMS 2005



 

 

Blaise Pascal University, France 440 © OICMS 2005



 

Monitoring and modeling of pupillary dynamics: 
Study of the autonomous nervous system 

 
 
 Christophe Tilmant Mathilde Charavel Matthieu Ponrouch 
 ERIM Department of Reanimation Department of Reanimation 
 Faculty of Medicine Gabriel Montpied Hospital Gabriel Montpied Hospital 
 28, place Henri Dunant BP 38 58, rue Montalembert BP 69 58, rue Montalembert BP 69 
 63001 Clermont-Ferrand France 63003 Clermont-Ferrand France 63003 Clermont-Ferrand France 
 (+33) 473 178 123 (+33) 473 751 590 (+33) 473 751 590 
 christophe.tilmant@u-clermont1.fr mcharavel@aol.com ponrouch@yahoo.fr
 
 Guillaume Gindre Laurent Sarry Jean-Yves Boire 
 Department of Reanimation ERIM ERIM 
 Gabriel Montpied Hospital Faculty of Medicine Faculty of Medicine 
 58, rue Montalembert BP 69 28, place Henri Dunant BP 38 28, place Henri Dunant BP 38 
 63003 Clermont-Ferrand France 63001 Clermont-Ferrand France 63001 Clermont-Ferrand France 
 (+33) 473 751 590 (+33) 473 178 123 (+33) 473 178 123 
 ggindre@chu-clermontferrand.fr laurent.sarry@u-clermont1.fr j-yves.boire@u-clermont1.fr
 
ABSTRACT 
This study deals with the analysis of pupillary dynamics. The evaluation of pupil motion provides functional information 
about the autonomous nervous system. A non-invasive tool has been designed to help the understanding of physiology by 
modeling the reflex loop of the pupil. The monitoring is made up of three parts. First, a digital camera is chosen for image 
acquisition because of its simple use at the patient’s bed. Then a software estimates the pupillogram, i.e. the plot of the pupil 
area versus time, from the digital video sequence using deformable templates. And finally, the pupil light reflex is modeled 
by a second order linear system to compute characteristic parameters. They can be used to diagnose various affections from a 
statistical analysis. 

KEYWORDS 
Deformable template, physiological modeling, pupil light reflex, pupillogram. 

1. Introduction 
The humoral human system is regulated by the association of the autonomic nervous system (ANS) and the endocrine 
system. The integration of these two systems is done by the hypothalamus. The ANS provides involuntary control and 
organization of both maintenance and stress responses. The ANS has two divisions: the sympathetic nervous system (SNS) 
and the parasympathetic nervous system (PNS). Many but not all muscles and glands that distribute nervous impulses to 
larger interior organs possess a double nerve supply; in such cases the two divisions may exert opposing effects. There are 
several tests of the ANS: clinic (arterial blood pressure and cardiac frequency), blood biochemistry, and pupil tests. In fact, 
one of the interesting properties of the eye is the pupil response to light, when the pupil muscles are activated and lead to a 
miosis. The pupil dilation depends on the SNS and its contraction on the PNS. So the diameter and kinetics of the pupil are a 
consequence of the balance between these two antagonistic forces. 

Pupillometry is the recording of the pupillary diameter according to time. In order to make the recording independent from 
the variations due to the ambient light, the reference method is based on the infra-red (IR) acquisition. Pupillometry was 
initially used in ophthalmology: the pupillary size is significant for the interpretation of perimetry of the visual field and 
electroretinography and for the preoperative assessment of a refractive surgery [Ambrosio et al. 2002; Duffey Leaming 
2004], in neuro ophthalmology for the description of lesion of the afferent or efferent nervous ways [Loewensfeld 1993]. The 
modeling of pupillogram, acquired during a light stimulation, makes it possible to obtain the static and dynamic parameters 
driving pupil light reflex (PLR). The PLR has already been studied to detect a PNS defect [Kawasaki Kardon 2001] in 
various affections: alcoholism, diabetes, AIDS, Down’s syndrome, depression, anxiety, drug addiction, Alzheimer diseases, 
schizophrenia. 
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In much pathology, the ANS is reached with a different prevalence. Pupillometry makes it possible to evaluate the degree of 
autonomic dysfunction in the migraine [Mylius et al. 2003]. Indeed, the final values of the pupillogram parameters are 
reached 48 hours after a migraine. The way the ANS is affected indicates whether the sympathetic or parasympathetic 
systems prevail [Bertinotti et al. 2002]. This evaluation is also interesting for the diabetic disease to assess the severity of the 
nervous attack. Other pupillogram abnormalities are observed in the Alzheimer disease. 

Pupillometry is also of interest as a monitoring tool in the field of neurosurgery anesthesiology [Manley Larson 2002]. 
Indeed abnormalities of the different parameters of PLR are observed during the rise in intracranial pressure, the latter being 
either related to the effect of localized mass or a generalized oedema. They are unilateral or bilateral according to the attack 
mechanism [Taylor et al. 2003]. They last longer than intracranial hypertension. An asymmetry is found for only 1% of the 
subjects unharmed of all cerebral pathology. Pupillometry is used for the initial assessment of the serious brain trauma. The 
pupillogram was much altered for the most serious patients; it secondarily was nonreactive for patients for whom diagnosis of 
brain death was made afterwards. 

One of the other applications of pupillometry is the monitoring of pain for conscious or deadened patients. Indeed any painful 
stimulation involves a pupillary dilation [Tassorelli et al. 1995]. Only indirect parameters enable to appreciate pain for 
unconscious patients, these parameters (blood pressure and rate of heartbeat) are dependent on many factors and seem 
modified lately in case of analgesia defect [Barvais et al. 2003; Onal Tuglular 1999]. The opioids, used in anesthesia for the 
treatment of the pain, inhibits pupillary dilation related to pain when suitably treated. Pupillometry could be therefore 
interesting to guide the use of analgesics in anesthesia. Moreover, when regional anesthesia is combined to a global one, 
monitoring of the PLR makes it possible to locate the level of the anesthetic block induced by regional anesthesia [Larson et 
al. 1993]. 

Many molecules modify PLR [Knaggs et al. 2004]. So pupillometry is used for the tracking of medicamentous drug-
addiction. An evaluation of this technique was made in California and this method appeared profitable and efficient. 
[Richman Noriega 2002; Murillo et al. 2004] 

Pupillometry is a non-invasive technique that seems to be promising as a tool to follow-up numerous medical problems, but it 
requires a more complete evaluation that will be made possible by the automated system described below. The aim of this 
work is to build a new tool integrating knowledge about dynamic PLR and to use image analysis, in order to track pupil 
motion, and physiological modeling to quantify disorders. This tool has to be easy to use at the patient’s bed and to provide 
reproducible measures. 

In section 2, the material used for this study is described. In section 3, the methodology of image analysis and physiological 
modeling is exposed. Finally, section 4 focuses on the results and discusses the performances and limits of this tool. 

2. Materials 
2.1. Video Acquisition 
The choice of materials is above all justified by clinical constraints. Indeed, in order to be efficient in the clinical practice of a 
department of anesthesia and reanimation, image acquisition must be performed at the patient’s bed (cf. figure 1b). 
Furthermore, the following conditions should be fulfilled: 

 an initial light level as low as possible to have the most important mydriasis, 

 a light edge as rapid as possible to be in the conditions of the PLR, 

 and an amplitude high enough to obtain a significant modification of the pupil diameter. 

Nevertheless, there is a compromise to find between the previous clinical constraints, the patient comfort (non painful light) 
and a good image quality in term of pupil-to-iris contrast. The selected device (cf. figure 1a) is an IR video camera equipped 
with two IR light emitting diodes (LED) for the acquisition, one visible light LED for the light excitation, and an opaque 
mask in order to isolate the patient from the external lighting. This tool is commercialized by the Synapsys society (ULMER 
SYNAPSYS S.A SY.VNS.VAGS/N; 58 Rue Paul Langevin 13013 Marseille, FRANCE). Its characteristics are: 

 a temporal sampling of 25 fps (frames per second), 

 an image size of 320*240 pixels. 

It is linked to a laptop computer with an USB connection, where the data are stored. The visible light LED, that stimulates 
retina, emits a white light power of 200 lumens. The IR LEDs appear as two white spots in the video film. These reflections 
are taken into account in the image analysis method for pupil tracking. 
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2.2. Acquisition Protocol 
Measurements are performed on the left eye because the PLR is symmetric, consensual and bilateral with a healthy volunteer. 
The presence of the opaque mask forbids the perturbation due to the presence of a consensual reflex according to the right 
eye. Firstly, the visible light LED is supplied with the voltage off and the mask is applied to the patient’s face during two 
minutes, so that the eye adapts itself to the light. Secondly, the PLR is recorded when an impulsion or a step of light occurs. 
Afterwards, the video digital sequence is processed by the software described below. 

3. Methods 

 

  

 

 (a) (b)  
Figure 1: Complete view of the acquisition system (a). Portability of the system that can be used at the patient’s bed using a 

laptop computer (b). 

The analysis of the pupillary dynamics consists in two parts. The pupil is tracked for all the frames of the video sequence. 
Then the temporal evolution of the pupil area, called the pupillogram, is modeled by a second order linear system, parameters 
of which describes the pupil motion and may be used in statistical studies to detect specific diseases or phenomena affecting 
the ANS. 

3.1. Pupil Tracking 
The dynamic tracking for the pupillogram consists in detecting the pupil, frame per frame. Some workers have used temporal 
prediction by Kalman filtering for instance [Zhu et al. 2002] or physical properties of the eye by exploiting multiple light 
sources [Morimoto et al. 2000]. Pupil appears as a dark region compared to the light iris one. Contrast is dependent on the 
iris color, but is generally high enough to process the data frame per frame without using temporal information. There are 
many other works about pupil tracking, but they focus on eye gaze tracking for computer interaction and not on an accurate 
pupil size measurement. 

The tracking of the pupil between successive frames is based on deformable templates [Yuille et al. 1992] (cf. figure 3). A 
deformable template model is defined by a geometrical shape (e-g circle, parabola, ellipse, line segment, etc.) defined as: 

 [ ]
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where p is a n-dimensional vector of relevant parameters, R2 is the spatial domain, s a curvilinear parameterization of the 
template and (x, y) the Cartesian coordinates of a point according to s. This structure reacts to a function depending on the 
image gray level analogous to a potential field. Mechanical behavior (dynamics) is guided by an energy function E(p). The 
optimal positioning of the template over the potential corresponds to a minimum of E(p) which is usually found by gradient 
descent: 
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where pi is the i-th coefficient of p and γ the descent step. 

In this section the application of elliptical template to pupil-iris boundary tracking is presented. In order to attract the 
template to the pupil edges, the norm of the gradient [Young Van Vliet 1995; VanVliet et al. 1998] is integrated along the 
curve to build the potential field: 
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where  is a smoothed version of the image gradient, obtained by convolving the image with the first derivative of a 
Gaussian kernel with standard deviation σ. More robust fields could be obtained by applying, for example, a region based 
strategy. 

Iσ∇

The prior knowledge about the elliptical shape is exploited in the energy minimizing scheme. The ellipse is determined by a 
set of five parameters (cf. figure 2): 

 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) πθ

αθαθ
αθαθ

≤≤
⎩
⎨
⎧

++=
−+=

0
cossinsincos
sinsincoscos

210

210

llyy
llxx

, (4) 

where, (x0,y0) is the coordinates of the ellipse center, l1 and l2 are the major and minor ellipse axes, and α is the orientation 
angle with respect to the horizontal axis. 

The advantages of this approach are: 

 

Figure 2: Parameterization of the ellipse used for the deformable template method 

y 

α
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x 

 no need for post-processing to obtain a closed curve; 

 the use of prior knowledge about the pupil geometry; 

 the choice of a parameterized template constrains the model and therefore increases the robustness and speed of 
convergence, contrary to other active contours; 

 the subpixel precision; 

 and the simple estimation of the pupil area, denoted S, by the formula: 

  (5) 21.. llS π=

3.2. Deformable Model Initialization 
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Figure 3: Summary of the method: the video film is considered frame per frame and for each one, an elliptic deformable 

template permit to estimate the pupil area. 

As for all methods based on active contours, initialization is crucial. Indeed, deformable template converges to the closest 
local minimum, so initialization acts on the final result. Therefore, a method based on thresholding and binary mathematical 
morphology [Matheron 1975; Serra 1982] is proposed in order to extract an initial approximation for the pupil location. 

A pre-processing step is necessary because of the spots due to the reflection of the IR LEDs. These spots look like two 
reflection circles in the image, so a gray level mathematical morphology closing is applied by using a circular structuring 
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element. They are removed with hardly any change in the pupil geometry because of its smooth shape. The contrast of the 
pupil leads to a bimodal histogram that makes easy the determination of a global threshold by the use of the classical Otsu 
criterion.  

The object corresponding to the pupil is extracted from the binary image by mathematical morphology operators. A binary 
closing is applied and all resulting connected components are labeled. The biggest one is used to initialize the ellipse 
parameters. Its center is given by the center of gravity and its axes are computed by identifying the surface of the object with 
the one of an approximating circle. 

3.3. Mathematical Modeling of Pupillar Dynamics 
There have been several models to attempt to simulate pupillary dynamics. Longtin and Milton [Longtin Milton 1988] have 
developed a model of the PLR using nonlinear delay-differential equations. This technique from dynamical systems theory is 
used to analyze complex behaviors such as the onset of oscillations under high-gain negative feedback. 

In the literature [Bressloff Wood 1998; Longtin Milton 1988], pupillary control system is modeled as a linear feedback 
control system. The pupil contraction system can be considered as a closed-loop system with the afferent activity that acts as 
the amplifier and the efferent activity as the feedback (cf. figure 4a). The proposed model of the PLR, motivated by 
physiological knowledge and empirical observation, is the delayed step response of a second order linear system (cf. figure 
4b) that can be expressed by a second order linear ordinary differential equation: 
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where s(t) is the output temporal signal, e(t) the excitation signal, m the damping coefficient, K the static gain, ω the natural 
frequency and τ the latency time. It operates essentially in the underdamped case (m<1). This modeling enables to reduce the 
information into a set of parameters that have a physiological meaning. In fact, the latency time is the reaction delay of the 
system, the natural frequency is homogeneous to the rapidity and the static gain describes the area difference between the 
mydriasis and the miosis. 

Parameters are identified by a Marquardt-Levenberg [Marquardt 1963; Press et al. 1986] least-square fit of the model onto 
the experimental pupillogram. Indeed, the solution of second order linear ordinary differential equation (6) is not linear 
according to parameters, so the use of a non linear method is mandatory to solve the estimation problem. 

4. Results and Discussion 
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 (a) (b)  
Figure 4: Modeling of the reflex loop based on physiologic knowledge (a) by the response of second order linear system (b).

4.1. Methodological Tests 
The sensor of the camera is a CCD matrix, so the image is embedded with an additive Gaussian noise. The precision of the 
measure versus signal to noise ratio (SNR) is plotted on figure 5a. The study was done with a synthetic image of a dark 
ellipse on a light background with noise added. The use of a deformable model enables to increase the stability of the 
measure because of the sub pixel precision coupled to a parametric shape that constrains the solution. 

An interesting test is the validation of the model of PLR itself. Figure 5b shows the normalized average error and the standard 
deviation between the model and the pupillogram for 52 recordings on different people stored during a previous study done 
on voluntaries under morphine injection [Tilmant et al. 2003a]. The quadratic distance, normalized to the pupil area 
variation, is used as a measure of the error and is plotted against the number of samples of the pupillogram, i.e. the duration 
of acquisition after the light step. An optimal time of 1.13 s was found with model (6), corresponding to a minimal 
normalized average quadratic error of 0.07 % in area. This increase of the difference between the model and the experimental 
data can be explained by the adaptation of the retina sensitivity to light that causes the pupil to compensate. It permits to set 
the phenomena duration to modeling. 
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The use of more realistic physiological models is envisaged in order to analyze more accurately pupillary dynamics. For 
example the use of the Longtin-Milton model [Longtin Milton 1988] could be considered. 

4.2. Clinical applications 

  
(a) (b) 

Figure 5: Standard deviation of the measure with the signal to noise ratio (SNR)(a). Average and standard deviation of the 
normalized error between the dataset and the models for different numbers of temporal samples (b) [Tilmant et al. 2003a]. 

The purpose of clinical work was to determine the physiological characteristics of the loop reflex of the PLR for patients in 
basal state and in particular situations: patients under medication (opioïds, hypnotic...), or particular neurological states: brain 
trauma or intracerebral hemorrhage. 

The purpose of the first study, based on 95 voluntaries, was to check the influence of the color of the iris on the PLR. By 
using the previous modeling method, it was not discovered significant difference over the latency time: 0.190 +/- 0.03 second 
in the group "dark eyes" (DE) versus 0.189 +/- 0.04 second in the group "clear eyes" (CE). In the same way, no difference 
was found for the damping coefficient: 1.17 (DE) versus 1.2 (CE), neither for the natural frequency, nor for the maximum 
speed of contraction (Appendix A). The studied population comprised young adults (mean age = 36 +/- 8 years). Conversely, 
the study confirms that the size of the pupil in population CE is lower (0.26 % of the size of the iris), with that of population 
DE (0.30 % of the size of the iris); this phenomenon is described in the literature. 
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Figure 6: Values of the modeling parameters in case of electrical cardioversion. Four acquisitions were done: before the 
anesthesia (t0), after injection of propofol (t1), after electrical cardioversion (t2) and finally when after product elimination 

(t3). Latency time (a), initial pupil area (b), final pupil area (c), pupil area ratio (d), damping coefficient (e) and natural 
frequency (f) are given. 

The second study relates to the influence of hypnotics on the loop reflex of the PLR. The studied population concerns 35 
patients having to be anaesthetized without opioïds for electrical cardioversion. The hypnotic used was the propofol. The eye 
was filmed before anesthesia, under anesthesia (with a cerebral concentration of 3 µg/ml of propofol) before and one minute 
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after electrical cardioversion (so the sympathic stimulation is finished), and finally at the waking up after complete 
elimination of the drug. 

Statistical analysis acts on each parameter of the model independently from the others. The standard level of significance 
used to justify a claim of a statistically significant effect is 0.05. The differences at each time are computed according to 
parameters estimated before anesthesia (t0). 

The latency time and the pupil area ratio do not appear to be influenced by propofol or by shock (cf. figures 6a&d). 
Conversely, pupil sizes (mydriasis and miosis) are decreased under anesthesia (cf. figure 6b&c). The fact that the opioids lead 
to a decreasing size of the pupil is a well know result, but the effects of hypnotics are not well described in the literature. The 
damping coefficient is decreased under anesthesia but it does not present a significant difference after the shock. Finally, the 
natural frequency shows a significant variation after the shock but not before. The forthcoming of this work concerns the link 
between these parameters and their changes with a possible defect of anesthesia (cf. figure 6). 

The studies on the opioids and the head injuries are in hand. 

5. Conclusions 
A tool to analyze pupillary dynamics was presented. An image analysis based on deformable template followed by a 
mathematical modeling of the PLR was proposed. For now, a first clinical study using this tool was performed to quantify the 
consequences of morphine on the PLR [Tilmant et al. 2003b]. On the whole, these studies allow a better knowledge of 
physiology and pharmacological effects on the PLR that is at the junction of the neurovegetative systems. 
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APPENDIX A: PARAMETERS EXTRACTED FROM THE MODEL 
One interest of this modeling is the use of parameters deriving from the analytic representation of the phenomenon, giving 
access to physiological parameters in a less noisy and more robust way. The maximal velocity and its apparition time are two 
parameters usually used in the study of pupillary dynamics. They can be expressed in an analytical way for the three 
conditions relative to the dumping coefficient: 
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ABSTRACT 
Transcranial Magnetic Stimulation (TMS) is a new technique for brain stimulation. TMS has several applications in medical 
and clinical research. However, its use is still empirical binding many stimulations to find the best coil position for 
stimulation. We propose to develop a simulator of transcranial magnetic stimulation which aims at computing the 
electromagnetic field induced in the cortex by TMS. We present in this article the first step of this tool, a parametrical coil 
model allowing the computation of potential magnetic field outside the head.. 

KEYWORDS 
Transcranial Magnetic Stimulation, magnetic field computation, coil shape modelling. 

1. Introduction 
Transcranial Magnetic Stimulation is a new technique for brain stimulation [Ruohonen, 1998]. As another techniques like 
ElectroConvulsive Therapy (ECT) or the implantation of electrodes into motor cortex, TMS excites neurones. But contrary to 
those techniques, TMS is painless and noninvasive. Indeed, neurones are excited by electrical current induced by a rapidly 
changing magnetic field. This field is created by the discharge of thyristor (during about 300 µs) into a coil i.e a copper 
winding surrounded by a water-cooled system. The current circulating through the coil is about 10000 A in order to allow 
magnetic field to cross the skull of the patient. 

• TMS has several applications in medical and clinal research : 
• brain mapping [George et al,. 1999] 
• psychiatry : treatment of mood disorder and schizophrenia [Davey et al,. 1997] 
• treatment of epilepsy [Ziemann et al,. 1998] 
• treatment of chronic pain [Lefaucheur et al, 2001] 

But today, using TMS is still empirical. The clinician who wants to stimulate a specific cortex area given an expected result 
(phosphene, modification of vision, motor effect) will perform several stimulations, scanning over the patient's scalp to find 
the most important response (hot spot) [Thielscher and Kammer 2002]. The aim of our work is to avoid all those stimulations 
that modify the electrical activity of a wider zone of the cortex than needed. We propose to develop a transcranial magnetic 
stimulation simulator : according to position and orientation of the coil and to the parameters of the stimulation, the simulator 
will give a modelling of the stimulation effects. Result will be mapped on MRI image of the patient. 

We expect to be able to compute magnetic field, eddy currents under the skull, electrical induced field etc... All those scalar 
or vector fields are directed by complexe laws as Maxwell equations. If we want to manage a maximum of head and brain 
caracteristics (skull and cortex shape, non-homogenity conductivity and permeability following biological structures 
[Krasteva et al, 2002], [Hédou, 1997]), we will need to use a very sophistical finite-element scheme. 

Before developing such a framework, we set up a numerical tool to compute magnetic field generated by a given coil at any 
point of the empty-space. The aim is first to assess the magnetic field induced by the coil, then to provide a finite-element 
scheme boundaries conditions and finally to finite-element computation in free space. 
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2. Method 

The distribution of magnetic field  is defined by the well-known Biot-Savart law : 

 
where µ0 is free space permeability, I(t) the intensity of the current going through the coil,  the point where the magnetic 
field is computed  is a vector describing the coil i.e the winding C. 

Although this law was established more than 100 years ago, it is simple and allows to understand which parameters will be 
crucial during computation. In our care to develop simple and re-useable tools, we will consider that I(t) is constant and equal 
to its maximum. Indeed, even if TMS is time-varying we will restrict in a first step to quasi-static case as proposed in 
[Ruohonen, 1998] and [Krasteva et al, 2002]. 

In addition we will use the magnetic potential vector formulation, where . Then, the Biot and Savart law 
becomes : 

 
 thus mainly depends on winding's shape. That's why manufacturers have developed differents kinds of coils [Jalinous, 

1998]: 

• simple coil : a a circular winding 
• 8-shaped coil : similar to two simples coils (currents circulating in opposite ways) 
• double cone coil : a 8-shaped coil with an angle between the two wings of the coil. 

We then propose a tool able to take into account the specificity of each winding copper shape (Fig 1). For a given contour, 
the user has only to define a 3D-parametrical curve and the expression of its derivative (at a long term, derivative may be 
computed from the other parametrical equation with a symbolic computation module). The modeling of a single-turn coil 
whose center is (x0, y0, z0), radius r and axis 0z, is for example : 

 
where                   . To describe a n-turns coil, t may lie in 

   
Fig 1 : Circular, spiral and figure-8 shaped winding 

.Every coil kind may thus be described by a parametrical model. Several particular details may also be managed; a physical 
n-turn coil has a specific thickness, describing how winding passes from a wing of a 8-shaped coil to the other. It might here 
be useful to model it with a spiral-shaped coil. In addition, some coils (see [Nadeem et al, 2003] modelling) may have 
covering winding. In such case, a naive modelling would be deficient. 
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3. Results and discussion 

With those descriptions, the potential magnetic vector and by spatial derivate  the magnetic field are numerically 
computed at any point of the empty-space (Fig 2). 

 
Fig 2 : Potential magnetic field computation for circular and 8-shaped coil 

A 8-shaped coil is justified because  and so  are more focused. Those fields can not be computed for points nearest of the 
winding. Indeed, by definition field is not defined on the winding (0 division). 

In a second time, and  values could be given in a localized plane parallel to coil's one. Fig 3 shows the magnetic field 
modulus on plane z = z0-r. Those results are typically as those obtained by [Nadeem et al, 2003]. As expected, a 8-shaped 
coil will produce a stronger magnetic field. 

 
Fig 3 : Normalized magnetic field modulus on plane z = z0 – r for circular and 8-shaped coil 

In many references like [Krasteva et al, 2002], the time varying current going through the stimulation coil is modelled as a 
periodic signal. In fact the discharge could have different waveformes : slope, sinusoidal pediods... Altough discharge is by 
definition shortly and time limited, a pragmatic way is to consider our system as an harmonic one. Under this assumption can 

 

Blaise Pascal University, France 453 © OICMS 2005



be deduced the electric field  generated in empty space by stimulation , where ω is the frequency of 

the harmonic signal (typically 10 kHz) and i is the complex notation. Electric field amplitude  is then proportional to  
(Fig 4). 8-shaped coil has a better focusing and electric field is stronger directly under the center of the 8-shaped coil. That is 
why according to several authors stimulation is expected to be the strongest following coil axis. Many image-guided 
stimulation devices use therefore this approximation. We will try in our future work to give a better definition area of 
stimulation and study time effect. 

 
Fig : 4 Normalized electric field modulus on plane plane z = z0 – r for circular and 8-shaped coil 

Nowadays, we restrict our image-based nagivation tools to mapping  on a patient's head-model generated from MRI 
image (Fig 5). 

 
Fig 5 : Potential magnetic field mapping generated by 8-shaped coil on patient’s head 
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4. Conclusion and future prospects 
We produce a friendly and reusable tool for the computation of magnetic field generated by any coil during TMS. We now 
work on a finite-element based tool to compute potential magnetic vector diffusion into patient's head. This tool is based on 
Gmsh/GetDP http://www.geuz.org/. Our current results will be used as initial or boundary conditions. 

Our first tool will be also used to numericaly validate the second one studying diffusion of  in free space. Of course it will 
be also validated by measurement of  with Hall-Effect sensors, and experimentation on synthetic phantom and little 
animals. 

In another way we will set up a framework to compare magnetic fields. Indeed, numerical integration along a complex 
contour could be very slow whereas a simple approximation could drastically reduce computation time. The isssue is to know 
if variations between both fields are acceptable or not. 
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