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approaches using similarity-learning for combined terms in Court Text Documents”.

The automatically similarity-learning technique are used to generate

knowledge of a real court corpus. Knowledge is generated using combination of terms,

being identified by similarity technique in each document. MLP Neural Networks are

applied for court text document categorization. Binary and frequency approaches are

compared to train the MLP Neural Networks.

As  the  method  obtained  92%  accuracy  in  the  simulations,  it  is

believed that the proposed method meets the objective of the work.
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The automatically similarity-learning technique are used to generate knowl-
edge of a real court corpus.

Knowledge is generated using combination of terms, being identified by sim-
ilarity technique in each document.

MLP Neural Networks are applied for Court text document categorization.

Binary and frequency approaches are compared to train the MLP Neural
Networks.

The method can be used in many areas of knowledge.
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Abstract

Learning using similarity for combined terms in text document is applied to
generate knowledge in real court documents. These combinations of terms
found in the corpus are used to train neural networks. Two computational
representations are generated from this learning, being used to train the MLP
neural networks: binary and frequency. This article compares these two
computational forms and presents the one with the best accuracy to predict
new lawsuit documents. Although the method can be used in many areas
of knowledge, these work is being applied in court documents, judgments,
verdicts and pleadings. The method can provide celerity in the judgments,
solving the yearning of society as soon as possible, simulating the judicial
advisers work on judicial verdicts preparation.

Keywords: artificial intelligence, big data, similarity-learning, artificial
neural networks, data mining, knowledge management.

1. Introduction

There are several areas of expertise working on document classification
using machine learning, such as: i) medicine [1], ii) biology [2], iii) engineer-
ing [3], iv) law [4], v) education [5] among others. Information retrieval inno-
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vations are using techniques to define document type in a corpus, with auto-
matic knowledge generation and automatic information handling [3]. Many
studies are moving in this direction, like: i) [6]; ii) [7]; iii) [8]; iv) [9]; v) [4]
continue the work in [9]; vi) [3] and vii) [10].

Some studies classify documents using bag-of-words [11] [12] [13] [14],
others bag-of-concepts [15] [16] [17] and others applying both solutions [10].
However, it is noticeable that each scenario or area of expertise may have
characteristics in its document corpus that do not require much processing
exaggeration. Therefore, it is observed that simple solutions, with shorter
processing time, can achieve the objective in the specialist demands.

This work presents an artificial intelligence method that performs the
recognition of document patterns using similarity-learning to identify docu-
ments by their combined terms. The proposed method was applied in the
real corpus of lawsuits documents.

Although most of the papers report the difficulty in applying techniques
to automatically generate knowledge of a database of documents, this study
presents a similarity method that allows construct the knowledge of a cor-
pus automatically. The knowledge obtained by the similarity-learning are
inserted in an artificial neural network, enabling the making of taxonomic
forecasts for new documents.

This paper’s goal is to present MLP training approaches using similarity-
learning for combined terms in court text documents. One of the training
approaches allowed neural networks to reach 92% in predictive accuracy.

This paper contains the following structure: Sections 2 and 3 describes the
theorical basis of this work. Sections 4 and 5 details the proposed method-
ology, Section 6 and Section 7 present the results obtained and the brief
discussion of the work, respectively, while the conclusions are provided in
Section 8.

2. Environment for case study: data from the Judiciary

According to the Brazilian National Council of Justice, the judiciary in
Brazil ends the year 2017 with more then 80 million lawsuits in progress [18].
Figure 1 shows the lawsuit stock increased by 0.3 million (0.4%) in relation
to the previous year and it’s increasing year by year.

In Figure 1 shows that the judiciary cannot reduce the case currently
pending judgment. The judiciary needs to increase the number of judges
and their advisers, or construct a software tool capable of speeding up the
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Figure 1: Brazilian judicial branch’s historical lawsuit series.

procedures for judging and filing the lawsuits. This work is trying to use
artificial intelligence software to help in this scenario.

3. Quantitative model in information retrieve

Information retrieval is responsible for handling and retrieving data ob-
jects such as text, images, sounds, and so on. [19], [20], [21] and others de-
scribes and evolves information retrieval (IR) making it more sophisticated
and interactivity.

The objective of IR is to find and present the correct information, from
the contents of the document to the user, satisfying their need in the search
expression. The search engine is the most relevant points in the process of
retrieving the information, it compares the query of the users/systems with
corpus. Most of the search engines are quantitative in nature, based on dis-
ciplines such as: i) logic, ii) statistics, and iii) set theory. Boughanem et al.
[22] state that quantitative models have boosted the development of infor-
mation retrieval systems, including: i) Booleans, ii) Vector, iii) Probabilistic,
and iv) clustering. The efficiency of the IR system is directly linked to the
applied model. These IR models are also known as search engines.

The quantitative models used in information retrieval can associate weights
both in terms of indexing and in terms of the search expression. These
weights are used to calculate the degree of similarity between search ex-
pressions established by the user for each document, or between documents.
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Thus, it is possible to obtain documents ordered by degree of similarity based
on search expression [23], [24].

The term is the word that represents the concept or meaning present in
the document and to identify the relevance of the term in the description of
the content of the document is an onerous task [23], [24]. The calculation of
the weight is an important aspect and it can be applied in several ways like
described by [25], [26], [23], [24] and [26].

The corpus is commonly represented by matrix with various documents
and indexing terms. In the matrix, you can retrieve the information by
calculating the similarity, where the intention is to quantify the similarity of
content between two documents or between the search expression and each of
the documents of the corpus. Some of the traditional models for calculating
similarity are: i) Jaccard model; ii) the cosine model; iii) coefficient of Dice
and iv) other [27].

The Jaccard Sϑ similarity is metric used in statistics and returns values in
the range [0 1], being indicated to compare significant volumes of documents
and terms, as in the case of Big Data. Jaccard’s expression measures the
similarity relation between documents D1 and D2 and is given by:

Sϑ(D1, D2) =

n∑
j=1

(w1,j · w2,j)

n∑
j=1

(w1,j)
2 +

n∑
j=1

(w2,j)
2 −

n∑
j=1

(w1,j · w2,j)

(1)

where w1,j is the weight of the j-th term of document D1 and w2,j is the
weight of the j-th term of document D2. The result of the expression (1) is
presented in percentage of similarity of document D1 with document D2.

4. Similarity-learning for combined terms

A different way of applying the similarity in 1 is presented in this article to
generates knowledge and identity to the corpus. The similarity technique will
not be used to compare documents, D1 and D2, or compare search expressions
and documents. The similarity technique will be used to find similarities
between terms, t1 and t2, in the documents database. The Jaccard expression
1 is altered to construct the relationship between the terms or combined
terms. The altered Jaccard expression Sα, is given by (2).
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Sα(t1, t2) =

m∑
i=1

(wi,1 · wi,2)

m∑
i=1

[(wi,1)
2 + (wi,2)

2] −
m∑
i=1

(wi,1 · wi,2)
(2)

In (2), the similarity between the terms t1 and t2 is calculated, where t1
is the first term and t2 is the second term, wi,1 is the frequency of the term
t1 in the ith document, and wi,2 is the frequency of the term t2 in the ith
document. This process is repeated by calculating the similarity between all
n terms tj = t1, t2, · · · , tn.

After calculating combinations in all n terms and in all m documents,
it is possible to infer the similarity relation of the terms in the corpus of
certain taxonomy, as set out in Table 1, which considers the relationship
is automatically constructed between the terms t1 and t2. The expression
(2) is constructed to calculate the similarity between two terms (2 × 2), but
this expression can be generalized to perform the calculation by combining
several terms (n× n).

Table 1: The relationship between terms built automatically, given by Sα (2) .
t1 t2 t3 · · · tn

t1 – Sα(t1, t2) Sα(t1, t3) · · · Sα(t1, tn)
t2 Sα(t2, t1) – Sα(t2, t3) · · · Sα(t2, tn)
t3 Sα(t3, t1) Sα(t3, t2) – · · · Sα(t3, tn)

...
...

...
...

. . .
...

tn Sα(tn, t1) Sα(tn, t2) Sα(tn, t3) · · · –

The Table 1 is the representation of the similarity matrix. It is observed
that this matrix has the main diagonal null and that the values above the
main diagonal are identical to the values below the main diagonal. Figure 2
illustrates the Algorithm of the proposed model. The result of the applica-
tion of this methodology creates the relationship between terms, generating
the digital fingerprint of the corpus for a certain lawsuit taxonomy. This
same computational procedure can be implemented for any type of corpus,
constructing the understanding in the relations between the terms and the
documents. This constructed fingerprint is used to train neural networks.
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Step 1:
Within the universe of the entire content of the documents (Di) for a

given judicial taxonomy, the frequency of all terms is counted, where wi,j is the
frequency.

Step 2:
Of the set Di, are separated n terms that had more frequency, excluding common

terms in lawsuits, articles, prepositions, adjectives, adverbs, numerals and
interjections (stopwords).

Step 3:
A term-by-document matrix is created with the n most frequent terms. In this

matrix is counted the frequency of terms within the universe of the entire
content of the documents (Di), for a given judicial taxonomy.

Step 4:
After identifying the frequency of n terms in each document, the expression (2)

is applied for the similarity calculation Sα. The similarity matrix is constructed by
combining the n terms.

Step 5:
The combinations of terms/words that have a similarity percentage greater than

50% in the matrix will be used to train MLP neural networks.

Figure 2: Algorithm used to construct the corpus identity.

5. MLP technology

After establishing the knowledge of the corpus, vectors of combined terms
found by the percentage of similarity given by (2) are used to train a Multi-
layer Perceptron (MLP) with backpropagation neural network. With super-
vised training, MLP can predict the classification of new lawsuits documents.

The algorithm showed in the Figure 2 is used in the Big Data of court
decisions of a given taxonomy, generating the vectors of most frequent com-
bination of terms. Since there may be repeated combined terms in differents
taxonomies or classes of lawsuits documents, it is understood that it is a
nonlinearity problem.

The activation function used in the MLP is logistic expression. MLP is
made up of 5 hidden layers, each layer with at least 4 neurons.

6. Results

Real data from the Judiciary is used, being imported for simulations one
hundred thousand documents. Five lawsuits classes/taxonomies were chosen
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to carry out the experiments: i) contract; ii) possessory; iii) family/divorce;
iv) public pension and v) security mandate.

Programs constructed with Ruby-on-Rails language is used to similarity-
learning and programs constructed with R language is used to machine learn-
ing.

6.1. Applying the similarity-learning combined terms

Documents of contract taxonomy are separated and applied steps 1 and
2, as shows in Algorithm in Figure 2. Ten terms with higher frequency in
documents are separated, disregarding common terms in lawsuits and others
stopwords.

With the terms of highest incidence in corpus, a matrix of term is created
(step 3 in Figure 2). With this weights created by the expression in (2), the
term to term matrix is structured (step 4 in Figure 2), as showed in Table 2
and in Table 3.

Table 2: Court decisions indexations terms - similarity matrix 1/2.
interest contract review collection payment

interest - 0.51 0.04 0.41 0.16
contract 0.51 - 0.13 0.56 0.40
review 0.04 0.13 - 0.56 0.54
collection 0.41 0.56 0.56 - 0.30
payment 0.16 0.40 0.54 0.30 -
capitalization 0.39 0.57 0.51 0.57 0.34
consumer 0.32 0.48 0.58 0.68 0.54
fines 0.17 0.32 0.21 0.37 0.42
installments 0.08 0.22 0.21 0.16 0.37
credit 0.15 0.32 0.12 0.34 0.44

Table 3: Court decisions indexations terms - similarity matrix 2/2.
capitalization consumer fines installments credit

interest 0.39 0.32 0.17 0.08 0.15
contract 0.57 0.48 0.32 0.22 0.32
review 0.51 0.58 0.21 0.21 0.12
collection 0.57 0.68 0.37 0.16 0.34
payment 0.33 0.54 0.42 0.37 0.44
capitalization - 0.61 0.41 0.20 0.35
consumer 0.61 - 0.45 0.20 0.43
fines 0.41 0.45 - 0.30 0.34
installments 0.20 0.20 0.30 - 0.32
credit 0.35 0.43 0.34 0.32 -
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With the automatic relation between terms created, the combined terms
with similarity percentage ≥ 50% are used to identify contract taxonomy
documents (step 5).

The same process is applied to others taxonomies: i) possessory, ii) fami-
ly/divorce, iii) public pension and iv) security mandate. The complete result
of the process to find the combined terms is stamped in Figure 3.

6.2. MLP training approaches using similarity-learning for combined terms

In order for MLP neural networks to correctly classify court documents,
you must first train them with the combined terms found, shown in Figure
3. Two approaches were evaluated for MLP training: binary and frequency.
The objective is to verify which approach is best suited for training, so that
when the MLP neural network is in production mode it can classify lawsuits
documents more accurately.

In this scenario, the court document is represented by a vector, each field
in a vector is represented by a combined term. Then, the combined terms
shown in the Figure 3 are transformed in vectors.

Thus, we have two vector approaches: i) binary vector and ii) frequency
vector. In the binary vector approach, if the court document has the com-
bined terms in your content, the field in a vector receives 1 (one), otherwise
0 (zero). In the frequency vector approach, if the court document has com-
bined terms in your content, the value of the lowest frequency of one of the
double terms is inserted in the field in a vector, otherwise 0 (zero). Then,
vector is the fingerprint of one court document.

This vector is the input to the MLP neural network. The number of fields
in a vector is the same number of combined terms discovery by similary-
learning applied in subsection 6.1, shown in Figure 3.

The MLP with backpropagation has 46 inputs, plus the bias, 5 hidden
layers, each layer with at least 4 neurons, and only one output. Since the
activation function used is logistic expression, the result of the MLP are
between 0 and 1. The neural network has been trained to show the following
ratings tags: 1 for contract; 0.75 for possessory; 0.5 for family/divorce; 0.25
for public pension and 0 for security mandate, Table 4.

The results should be: between 0.875 and 1.125 is contract; between 0.625
and 0.874 is possessory; between 0.375 and 0.624 is family; between 0.125 and
0.374 is public pension and between -0.125 and 0.124 is security mandate.
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 contract + interest
 collection + contract
 collection + capitalization
 contract + capitalization
 review + consumer
 payment + review
 payment + consumer
 review + capitalization
 review + collection
 consumer + capitalization
 consumer + collection

Corpus of Contract

reintegration + injunction
reintegration + mortgage
possession + immobile
injunction + mortgage
possession + mortgage
injunction + possession

Corpus of Possessory

couple + marriage
guardianship + children
divorce + couple
foods + guardianship
divorce + marriage
ministry + litigious
couple + value
foods + children

Corpus of Family/Divorce

rural + ages
retirement + ages
rural + proof
rural + retirement
benefit + retirement
ages + proof
social + concession
retirement + insured
retirement + proof
benefit + rural
benefit + concession
benefit + ages
retirement + concession

warrant + safety
injunction + warrant
warrant + claimant
warrant + public
security + claimant
public + municipal
injunction + safety
safety + public

Corpus of Public Pension Corpus of Security Mandate

Figure 3: Knowledge generated by the automatic method presented in Subsection ??.

6.3. Simulations with real court documents

The neuralnet package was used in the R language to implement back-
propagation MLP. The purpose of the simulation is to use the MLP neural
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Table 4: Definition of the tags in the data set to represent the taxonomies of documents.
Taxonomies Tags

Contracts 1
Possessory 0.75
Family/Divorce 0.5
Public Pension 0.25
Security Mandate 0

network, trained by similarity-learning of the combined terms, to automat-
ically classify the new lawsuits, after reading the entire content of the com-
plaint. Thus, 25 real court documents were used, five for each taxonomy.

Figure 4 shows the results of the simulations of the MLP neural network
trained using binary vector and Figure 5 shows the results of the simulations
of the MLP neural network trained using frequency vector. The dots on each
line, in both Figures, show the MLP outputs for each taxonomy of the court
document.
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Figure 4: MLP outputs for each court document after training using binary vector. Each
line presents the results for five document taxonomies.
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Figure 5: MLP outputs for each court document after training using frequency vector.
Each line presents the results for five document taxonomies.

7. Discussion

Simulations have shown that the application of altered Jaccard expression
(2), given by Sα, to find similarity in combined terms is able to recognition
court documents and can be applied together with MLP neural networks in
order to predict the correct classification of new documents.

In scenario using binary vector training, the method was able to correctly
classify 21 documents of the 25 loaded in the simulator, accuracy of 84%. In
Figure 4 it is possible to see that MLP misclassified two court documents for
contract taxonomy and two court documents for possessory taxonomy.

In scenario using frequency vector training, the method was able to cor-
rectly classify 23 documents of the 25 loaded in the simulator, accuracy of
92%. In Figure 5 it is possible to see that MLP misclassified one court
document for divorce/family taxonomy and one court document for public
pension taxonomy.

Both scenarios used were satisfactory for the proposed objective. How-
ever, in the tests performed, frequency vector-trained MLP showed better
prediction accuracy than binary vector-trained MLP. The results presented
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are indicative of the potential of the propose method.
The combination of the terms founded by calculation of similarity, given

by Sα in (2), was performed two by two (2 × 2), this combination can be
modified in order to perform the calculation with larger combinations of
terms and producing more accurate results.

8. Conclusion

The obtained knowledge by altered Jaccard, in the expression (2), was
inserted in the artificial neural network, aiming to make correct predictions
to establish the classification of the lawsuits. With the accuracy of 92%, by
training using frequency vector, it is concluded that the proposed method
meets the objective of this work, which is to establish methodology to gener-
ate automatic knowledge and to indicate the correct taxonomy of new court
documents.

Among the several contributions of this work, the main ones are: i) knowl-
edge obtained by altered Jaccard, in the expression (2) and in the proposed
scenario, present the best way to train an MLP, using binary vector or fre-
quency vector, to predict new court documents.

The method is still under construction, undergoing improvements and
refinements. Studies are under way to use Wordnet database to match the
combined terms founded with their respective synonyms and their meanings.
This is expected to increase the ability to find documents related to the
already known taxonomy.

Another point of interest is the possibility of finding and creating new
classifications, in cases where the documents do not fit in any of the known
classes or that have scores of ties between two or more taxonomies. In these
situations the solution can automatically create other taxonomies of docu-
ment and start the knowledge process. However, the problem is in defining
the value that allows identifying when the document does not fit into any of
the established tags taxonomies.

The method proposed in this work can be applied in several branches of
knowledge that have large data volumes and need to automate the process of
knowing and establishing intelligent and automatic relations with new data
inputs.
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