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Abstract: With the advancement of data-acquisition systems, information technology, and network 

technologies, the energy and power system has entered the deep integration of the cyber and phys-

ical sides as known as cyber-physical energy and power system (CPEPS) leading to more attention 

from researchers and practitioners in industry. The feedback loops in which physical processes af-

fect cyber parts and vice versa, therefore, can gain greater efficiency, resilience, and intelligence 

through the data exchange process between two layers. The concept of CPEPS has been existed for 

a long time and its applications are gradually increasing in the real world, however, there has been 

still many potential risks and challenges in the research and development process. Simulation 

method is a common and simple approach for the purpose of analyzing, evaluating, and considering 

solutions before actual implementation. For this purpose, this paper provides first the framework 

of CPEPS, and current applications and challenges that researchers are facing. Then, the next section 

is the overview of simulation methods with different software and tools in CPEPS research in order 

to provide researchers with an optimal approach to the ongoing and further research towards the 

transition of digitalization on energy and power system. 

Keywords: cyber-physical energy and power system; cyber-physical simulation methods; CPEPS 

framework 

 

1. Introduction 

In the era of digitalization transformation, cyber system (control, computing, and 

communication) capabilities have been embedded in all types of objects and structures in 

the physical environment. A new technology with the integration of two layers, physical 

and cyber, is called Cyber-Physical System (CPS) leading to significant impacts and eco-

nomic benefits that will be developed by harnessing these capabilities across both space 

and time [1]. With the same integration trend, the energy and power system are becoming 

increasingly complex in the development direction to utilize sustainable energies suffi-

ciently and improve the safety, reliability, and efficiency of power grid. Indeed, electrical 

power grid is presently integrated with data devices, data acquisition devices and com-

puting devices via the information communication technologies (ICT). The operation of 

the power system is dependent not only on energy flow but also on information flow. The 

integration of conventional energy and power systems with physical equipment as a core 

element and cyber system is called Cyber-Physical Energy and Power System (CPEPS). 

Even though the concept of CPEPS has appeared for a long time, the deep study of 

smart grids or energy and power sectors have gradually increased over the years with 

examination of physical power grids and power communication networks in collabora-

tion [2]. Research efforts have been made worldwide from industry, academia, and na-

tional laboratories in the field of CPEPS research to contribute the investigation of power 

system vulnerabilities, mitigation strategies and system behavior during different kinds 

of conditions. Accordingly, the annual publication in the sector of CPEPS is increasing 
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gradually over the years as shown in Figure 1 demonstrating the high interest of research 

in this area. 

 

Figure 1. Annual publications in advanced search for CPEPS sector (Source: Google Scholar). 

To develop a systematic, efficient, and all-encompassing approach to analyze the 

framework of CPEPS with energy and information flow in the day and age, it is important 

to understand the foundation concepts, and simulation methods. For this purpose, in the 

recent years, numerous and various review materials intend to provide overview and col-

lect new research ideas, achievements in CPEPS. Cao et al. published a book named 

“Cyber-physical Energy and Power Systems” [3] in the motivation of reporting new re-

sults of modelling, analysis, and applications such as a CPEPS cascading failure model, a 

quantitative analysis method for substations with a cyber-physical interface matrix, a sim-

plified co-simulation model for analyzing CPEPS interdependencies, or a CPEPS co-sim-

ulation architecture. Additionally, the document [4] provides a comprehensive review of 

different modelling, simulation, and analysis methods. Even though the digital technolo-

gies monitoring and controlling the energy and power system more efficiently and relia-

bly, the dynamic consequence in cyber-system is opening high risk to cyber-security in-

volving the complex interdependency between cyber and physical system. Therefore, tak-

ing integration and unification of the cyber and physical systems into consideration is 

important for configuration optimization and ensuring the safety and security of operation. 

With the development of modelling and simulation environments, there has been 

lots of software, tools and integration modules support for researcher in CEPES sector, 

however, it is difficult to see the literature review about the software with its advantages 

and disadvantages. Therefore, the common simulation approaches used in CPEPS are 

summarized. This paper outlines as follows: the framework of CPEPS to describe the con-

cept of CPEPS, then, the current CPEPS applications and challenges. The simulation ap-

proaches are given with advantages and disadvantages of common simulation software. 

Lastly, Sections 5 and 6, “Proposed Research Direction” and “Conclusions”, will conclude 

this paper. 

2. CPEPS Framework 

The CPEPS mainly consists of two separated layers: energy and power system (phys-

ical layer), and communication network (cyber layer). In the physical layer, electrical and 

energy quantities (such as current or voltage measurement) in analog signals are con-

verted into digital signals, then this data is transferred to the cyber layer through wired 

or wireless communication unit [2]. These signals are analyzed and processed via deci-

sion-making and computation unit of cyber layer and send the control signals back to the 

physical devices. Essentially, energy and power flows are optimized through information 
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layer-based computation and control. The two layers are described detailly as following 

sections, physical energy and power system, and cyber system. 

2.1. Physical Energy and Power System 

The physical layer of CPEPS involves all the domains of energy and power system 

such as generation, transmission, distribution, or utilization, as shown in Figure 2. It may 

be defined as a huge structure made up of nodes and branches, with energy flowing be-

tween them. Other factors affecting to the energy flow such as temperature, humidity, 

wind speed, light intensity or other non-energy information influencing the functioning 

of equipment are also required. In addition, CPEPS can cooperate with other social sys-

tem, such as transportation system, and with the environment to create a green economy 

and long-term development [3]. CPEPS has capabilities to monitor and operate power 

system in a secure, reliable and efficient manner, assisting in the achievement of the opti-

mal balance between generation, distribution, and consumers [5]. The aforementioned fu-

sion of power, information, and control can increase the safety, reliability, and efficiency 

of the power system by providing physical entities with functions of computing, commu-

nication, accurate control, coordination, and autonomy [6]. 

 

Figure 2. Structure of CPEPS. 

The methods of modelling, analysis and simulate energy and power system, today, 

has been relative mature, but mainly using offline and static approach, these methods 

when applied in discrete event or synchronization time, they become imprecise. The im-

pact of integration between physical and cyber system to each other is studied and devel-

oped in the future. 
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2.2. Cyber System 

The cyber system contains three main features as known as 3C, control, computing, 

and communication. While the computing and control part are considered as the brain of 

the system with the task of analyzing and making decisions, the communication part is 

considered important with the task of exchanging information between the two layers, 

receiving data from the physical layer and return feedback from cyber layer. With differ-

ent systems, the construction of computing and control parts is also different, however, 

the communication unit is based on basic working principle. Figure 3 shows the structure 

of cyber system with the communication part connecting with the physical system. 

 

Figure 3. Framework of cyber system. 

The communication feature consists mainly of equipment for information and data 

exchange such as terminal equipment, switching equipment and transmission link. The 

process of exchanging data and information of energy and electricity quantities is of pri-

mary interest in the research of CPEPS. The main purpose of communication layer in 

CPEPS is functionally to realize the measurement data of the energy and power system’s 

flow and the control of operation equipment on the support of SCADA based on telecom-

munication control technology to completely receive the energy and power flow data, re-

motely indication and command, and remotely system adjustment. The remote terminal 

unit (RTU) at energy and power station and front-end process at the control center play 

an important role. The RTUs are responsible for collecting operation information of the 

physical system required from the dispatching center, and then sending it to the terminal 

processor of the dispatching center in the real-time process [2]. The front-end processor 

forward collected information from RTUs to the control center with two functions, com-

putation for decision making and control signal feedback to the physical layers [2]. 

In energy and power industries, the automation of control systems of substations 

uses variety of specialized standards, technologies, and protocols, Among the most fre-

quently used belong MODBUS [7], IEC 60,870 [8], DNP3 [9], and IEC 61,850 [10], the 
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standard of communication in substations has resolved the interoperability between 

measurement equipment such as intelligence electronic devices (IEDs) from different ven-

dors. However, these protocols still operate at the electronic utility level, the cyber system 

is usually adopted over the standards with the ultra-high speed and low loss latency com-

munication environment [11]. It is difficult to describe fully structure of cyber system, this 

section gives the insight concept of cyber system and its operation, neglecting particular 

and complicated processes such as coding and modulation. 

3. Current Applications and Challenges 

3.1. Applications 

Today, CPEPS are used as a new innovation of built-in control systems capable of 

monitoring and controlling physical energy and power systems in real-world scenarios. 

Many applications are being increasingly dependent on CPEPS. In this paper, common 

and trending applications of CPEPS research are given. 

3.1.1. Management and Control Energy and Power 

Applying integration of cyber and physical system for monitoring and control en-

hances controllability and energy flow in different operation situation and ensure the re-

liability, efficiency and resilience of physical energy and power stations. Sensors and ac-

tuators are being used to connect the electrical devices from physical world to communi-

cation network. Both communication capabilities via wired and wireless are set up in this 

system so that it can be utilized depending on the essence of the surrounding environ-

ment. Moreover, it has the ability to supervise and operate the activities in the control 

center by connecting it to the virtualization system. This application is being studied 

deeply to develop a large-scale integrated system to reduce the number of physical de-

vices and achieve high efficiency in energy management and control. Automation optimi-

zation mechanism or self-healing after failure will be emphasized in the future develop-

ments. 

3.1.2. Smart Grid 

Even though power grids have been utilized for decades, smart grid is the new inno-

vation of power grid that generates electricity with state-of-the-art features [12]. 

Smart grid is an ecosystem which will integrate its basis on information acquisition 

assessment and decision making as well as management. In general, it will control the 

connection of the network and the operational aspects in the electricity generation by two-

way communication and control between power grid and consumers. The transition to-

wards green energy leading to the high integration of renewable energy, it is where smart 

grid can play to its advantage through ability to receive measurement and respond opti-

mal operation to physical power grid. Indeed, in recent years, the number of smart grid 

project has been gradually increased. Figure 4 shows the information of R&D (research 

and development) and demonstration project around European countries through the 

outlook of fact and trends in this area in 2017. The smart grid will receive more attention 

and focus on the future. 
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Figure 4. Number of smart grid projects in the EU in 2017 [13]. 

3.1.3. Smart Vehicles 

CPEPS provide an intelligent vehicle or smart vehicle that are vehicles that are more 

eco-friendly, more energy-efficient, safer, and have improved usability and convenience. 

Nowadays, smart vehicles can exchange data through various communication protocols 

in response to technological developments in smart transport system. As the IoT and data 

remaining fundamentally related, the virtual vehicle is possible in transport network’s 

evolving design [14]. The smart vehicles are being developed presently to improve both 

carbon footprint as well as help reduce traffic congestion and maximize use of public 

transit. 

3.2. Challenges 

The existing challenges in CPEPS are proposed in this paper, which is ongoing re-

search and encourage people to find out the solutions addressing these challenges. Ac-

cording to the existing technologies in the day and age, the devices currently are smart 

and connected to the Internet leading to challenges in (1) Cyber-physical attacks, (2) Data 

protection and data security. Therefore, it requires a system to predict and detect attacks 

as quickly as possible, challenge (3) Forecasting. Furthermore, the integration of cyber-

system into existing conventional system with different vendors can bring challenge (4) 

Change management and conflicts in integrations, as well as the simulation-based in the 

future system–challenge (5) Model-based development. Overall, Figure 5 shows the cur-

rent challenges of CPEPS. 
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Figure 5. Current challenges of CPEPS. 

3.2.1. Cyber-Physical Attack 

In CPEPS, measurement data is collected from the physical system and transferred 

to the control system in the cyber layers. It makes higher efficiency and reliability of power 

and energy system related to the development of ICT. However, consolidated layers lead 

to new types of potential risks. On the one hand, the cyber system may adversely influence 

the physical system when cyber-attacks are involved. For example, untimely and/or fake 

commands may damage the facilities or even initiate a sequence of cascading events. On 

the other hand, many critical functionalities of the CPEPS require accurate information 

and measurements from the physical system. Failures of sensors, devices and communi-

cation lines lead to incomplete data, delays in computing and failures to deliver important 

commands. Consequently, the reliability of the physical system is compromised. 

3.2.2. Data Protection and Data Security 

Users are concerned about how their information and data will be used when regis-

tering to use the smart grid in the form of smart meters integrated into mobile devices, or 

remote monitoring devices. Since these devices connecting to Internet become more prev-

alent, this has become major issues for people. Customers ‘data should not only be en-

crypted, but anonymization techniques should also be suggested to prevent attackers 

from deducing patterns or encrypted data to reveal private information. As a result, it is 

critical to ensure that the mechanism designed can both encrypt and safe data. 

3.2.3. Forecasting 

Detecting and responding to an attack is critical. Supervisory and monitoring sys-

tems are used to look for traces from invalid intrusions form a network or computer sys-

tem. However, the algorithms become ineffective against attacks that tend to deceive the 

estimation and control mechanism. In addition, the control devices, and sensors, if phys-

ically attacked, are difficult to detect. As a result, the study of human–computer interac-

tion is critical and difficult, because not only must recovery with a person-in-the-loop be 

considered, but also recovery without a person interface or self-healing. The unforeseen 

problems when people consider and develop a secure system after using autonomous 

real-time decision-making algorithm helping control the real-world cases, is being devel-

oped. 
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3.2.4. Change Management and Conflict in Integrations 

The new integration also leading to the new equipment and software from different 

vendors, therefore, many conventional devices must be replaced, altered, or removed. To 

avoid problems, a CPEPS system update needs to be considered carefully. Furthermore, 

numerous investors can modify the security posture of the CPEPS system without their 

awareness, therefore the coordination in change management in avoiding and tracking 

security-related in the CPEPS should be taken into account. In order to avoid new security 

issues, new components can be safely integrated into existing systems. Notices that the 

power grid has been exist in a long time ago, therefore, the amount of old system can be 

vulnerable in integrations. It will require a lot of time, effort, and fund to replace them all 

with new, safer ones. As a result, short-term solutions need to be found to keep the system 

running smoothly without any major issues. 

3.2.5. Model-Based Development 

Model-based design is a power design technique for CPEPS that emphasizes the 

mathematical modelling to design, analyze, verify, and validate dynamics systems. Mod-

elled systems may be tested and simulated offline, enabling developers to verify the logic 

to their application, assumptions about its environment, and end-to-end such as open-

loop or closed-loop behavior. The design of open, large, and complex engineered system 

will be always challenge, the expectations of model-based is solving real-world problems. 

4. Simulation Approach of CPEPS 

Simulation is a typical and simple approach for evaluating CPEPS performance as 

well as solving existing challenges by modelling the CPEPS in simulation environment to 

analyze and evaluate before actual implementation. Therefore, this paper reviews simu-

lation approach with two implementation manners classified as re-implementation and 

co-simulation. The first method is to re-implement the communication models in the 

power system simulator (or vice versa), while the second is to set up a co-simulation plat-

form that incorporates both simulators and uses a simulation control module to achieve 

time synchronization and data interchange. 

4.1. Re-Implementation Method 

For simulating the entire CPEPS, re-implementation is a traditional method when 

implementing the communication models in power system simulator (or vice versa), with 

no integration of time synchronization and data exchange construction. In other words, 

this method uses the results of the simulation to perform another simulation. Therefore, 

in this approach, the power and energy system, and communication simulator lacks the 

connections and cannot support exhaustive functions from each other. The platform ac-

complished analysis of static power and energy system or communication network, and 

then uses the results to continue conducting simulations of the remaining system. For in-

stance, an integrated development platform was setup by modelling the power system in 

MATLAB and then linking to OMNeT++, a discrete event simulator to assess the effective-

ness of control mechanism by controlling storage and loads from available renewable en-

ergy [15]. By compiling the MATLAB files into .h, .lib, .ctf, and .dll files, and add these file 

into OMNET++, then, the integrated platform can be executed. In addition, the authors in 

[16] proposed an integrated simulation platform to analyze the impact of cyber system on 

power systems. The work in this paper includes three simulation modules, power system 

by TH-STBLT (a power system simulator designed by Tsinghua University), communica-

tion simulation with NS2, and the control simulation based on MATLAB. The authors also 

emphasized the difficulties to integrate different platform to simulate smart grid. 

This conventional approach lacks the integration, connection and data exchange of 

two layers. Additionally, this method faces the challenge in selecting a communication 

network, power system or other platform as the basis for CPEPS, and implement the other 
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components from scratch or link existing libraries or tools [17]. However, it contributes 

the concepts as well as fundamental buffer for simulation platform in the future. 

4.2. Co-Simulation Method 

When two or more models are used in a single simulation, the term “co-simulation” 

is used. In other words, co-simulation occurs when these two or more distinct models are 

run simultaneously and their variables or states depend on each other, then, these simu-

lators are synchronized periodically. 

Co-simulation is a viable and practicable method for ensuring simulation accuracy 

and efficiency by utilizing dedicated and readily accessible libraries for the integration of 

power and information communication system [18], and develop a collaborative simula-

tion platform employing mature power system simulation software and communication 

system software to enable interaction under separate simulation conditions. The ad-

vantages of co-simulation approach can be listed as follows [19]: 

- New models can be combined with legacy models already in use. Frequently, it is not 

possible to re-implement the given resources. 

- A multidisciplinary problem can be broken down into pieces using specialized sim-

ulators. By doing so, models of one sub-model need to be duplicated in the simulator 

of another sub-problem. The model library and user interface of the specialized sim-

ulator are typically better and more tailored to the specific domain. 

- The focus of the simulation study can have multiple foci. There is no need to simplify 

sub-problems, in contrast to a typical simulation. Since each sub-problem operates in 

a specialized environment, it is possible to model each one in detail. 

The co-simulation consists mainly of the four sections as follows: power system sim-

ulation, communication network simulator/emulator, data measurement and collection 

simulator, and end user application simulator [3]. Simulators for digital power systems 

and communication systems are often discrete time based. The communication simula-

tor/emulator must be used to mimic data measurement and collecting equipment in order 

to measure and export power system data to end user applications. There are two types 

of co-simulation methods: non-real-time and real-time. 

4.2.1. Non-Real-Time Co-Simulation 

The non-real-time co-simulation is using offline simulation based on discrete event. 

In other words, the discrete event can be described that the time step approach for a sim-

ulation model to advance time with fixed quantity, then, every state variable is updated 

according to the logic define by the model. There are a variety of simulation tools for mod-

elling and simulating individual domains of CPEPS as well as integrated frameworks of 

power system domain and cyber system domain. Multi commercial software tools are 

available for CPEPS simulation as proposed by [4], as shown in Table 1. The power system 

and cyber system simulators in first and second column, respectively, are only capable for 

simulating power or cyber system, therefore, to perform co-simulation, users need to use 

concurrent links between these software. In the recent years, there has been many re-

searchers performing the non-real-time co-simulation using integration of power and 

cyber simulator [20,21]. Yang et al. [18] provided a co-simulation for innovative integrated 

smart grid simulation framework by using MATLAB/Simulink for the distribution grid, 

through communication channels such as UDP and TCP socket, in order to consider com-

putation and communication delays on the controller side. In the same interest of using 

co-simulation in smart grid scheme, the authors in [22] described a co-simulation frame-

work by using Virtual Test Bed for dynamic simulation of the multi-physics power system 

and OPNET for realistic representation of communication network, with a wide range of 

protocols. The co-simulation framework in this paper is based on code generation that is 

implemented in C# and equipped with users interface to allow users to set a global co-

simulation step time. Additionally, a global event-driven co-simulation framework is pro-

posed in [23] by using PSLF and NS2 software. In this paper, the authors used global 
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event-driven mechanism to create co-simulation framework to exchange the data between 

two simulators. It can be seen that the co-simulation framework between pure power, or 

cyber simulators requires much time and effort in finding a suitable way to connect these 

software/tools with each other. In addition, today’s popular cyber system simulation tools 

with advantages and drawbacks that can be listed in Table 2. 

Table 1. Simulation tools. 

Power System Simulation 

Tools 

Cyber System Simulation 

Tools 
Co-Simulation Tools 

1. MATLAB-Simpower systems 1. OMNET++ 1. Modelica + FMI 

2. PSCAD/EMTDC 2. J-SIM (JAVA SIM) 2. Dymola 

3. PowerWorld Simulator 3. NS2 3. MathModelica 

4. OpenDSS 4. RINSE 4. MapleSIM 

5. DIgSILENT PowerFactory 5. OPNET 5. Ptolemy II 

6. EMTP-RV 6. Visual Studio 6. JModelica 

7. PSS/E 7. NS3 7. Simantics 

8. ETAP 8. GridSIM 8. Mosaik 

9. GridLab-D 9. NeSSi2 9. Mathworks  

10. GE PSLF 10. GridStat 10. Simscape 

11. MATPOWER 11. COOJA 11. EPOCHS 

12. EnergyPlus 12. DeterLab 12. Simulink 

13. UWPFLOW 13. WANE 13. LabVIEW 

14. TEFTS 14. UPPAAL  

15. PST–MATLAB 15. Stateflow  

16. InterPSS 16. TIMES-Pro  

17. OpenETran 17. MATLAB-SimEvents  

18. OpenPMU 18. GLOMOSIM  

19. rapid61850 19. Cloonix  

20. Aspen 20. GNS3  

21. PLECS 21. IMUNES  

22. Adevs 22. Shadow  

23. NEPLAN   

24. EUROSTAG   

25. Homer   

26. PCFLO   

27. PSAP   

However, with the development of simulation technology, integrated model-based 

design of complex CPSs or called co-simulation tools (which mix physical dynamics with 

software and networks) are currently established to being able to model itself or integrate 

both systems in the same software that can be given in co-simulation tools part in Table 1. 

The MODELISAR project has released FMI—Functional Mockup Interface, a new open 

standard for model interchange and tool interoperability that simplifies whole product 

modeling [24]. FMI enables any modeling tool to generate C code or binaries that repre-

sent a dynamic system model, which can then be seamlessly integrated into another mod-

eling and simulation environment [24]. FMI only specifies how the (co) simulation soft-

ware interacts with the models, it is not in itself a simulation software. FMI is now sup-

ported by a plethora of simulation-based software/tools. Based on FMI, Modelica or Mod-

elica-like simulation environments exist for modeling, compiling, and simulating Model-

ica models, such as Dymola, MapleSim, OpenModelica, Wofram SystemModeler, and oth-

ers. These environments are responsible for transforming graphical models into efficient 
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simulation code using symbolic algorithms for manipulating and simplifying resulting 

large-scale equation systems [25]. In the field of CPEPS, the paper [26] presented the elec-

trical components adapted to Smart Grid simulation based on Modelica language and the 

FMI standards. In the similar topic, the authors in [27] emphasized the focus on possibili-

ties to exploit Modelica and FMI technologies through the rapid toolbox and the power 

system library in Modelica for power system model identification. In addition, the authors 

in [28] proposed LabView as an oriented programming technology utilization for cyber-

physical systems modelling and simulation purposes without integration with another 

software/tools. 

Table 2. Common communication system simulation tools. 

Simulation 

Tools 
Applications Advantages Drawbacks References 

OMNET++ 

- Building network simulators 

based on C++ simulation library 

and framework. 

- Modelling communication net-

works, multiprocessors and other 

distributed or parallel system. 

- Real-time simulation, network 

emulation, hardware-in-the-loop 

functionality 

- Structured and strong 

- Extremely adaptable 

- Not limited to network protocol 

simulation 

- Source code is freely accessible 

- Internet, IPV6, mobility simulation 

model is able available 

- It does not provide a wide range 

of protocols 

- Users with significant background 

work 

- Poor standard performance analy-

sis and management 

- The mobility extension is compar-

atively incomplete 

[29–31] 

OPNET 

- Simulate any type of network’s 

behavior and performance. 

- Potential working with OSI 

model 

- Fast discrete event simulation en-

gine 

- Element libraries with source code 

- Object-oriented modelling 

- Environment of hierarchical model-

ling 

- Support for scalable wireless simu-

lations 

- Customizable wireless modelling 

- Discrete event, Hybrid, and Analyt-

ical simulation 

- Grid computing support 

- Complex GUI operation 

- It does not allow a collection of 

nodes within a single connected 

device 

- The sample resolution limits the 

precision of the results 

- If nothing happens over lengthy 

periods of time, simulation is ren-

dered ineffective 

[31,32] 

NS2 

- Provide substantial support for 

simulation of different protocols 

over wired and wireless net-

works 

- Provide a highly modular plat-

form for wired and wireless sim-

ulations supporting different net-

work elements, protocols, traffic, 

and routing types 

- Low cost and costly equipment is 

not required 

- Complex scenarios can be easily 

tested 

- Simple and quick way for correct-

ing errors 

- Supported protocols 

- Supported platforms 

- Popularity and modularity 

- Actual system is complicated to 

model 

- Unreliable bugs 

[31,33] 

NS3 

- Provide and open, extensible net-

work simulation platform for net-

working research and education 

- Provide models of how packet 

data networks work and perform 

and provides a simulation engine 

for users to conduct simulation 

experiments. 

- Modelling how Internet protocols 

and networks work. 

- The system has been modularized 

- Modular libraries can be accessible 

- Individual modules are organized 

in a directory structure 

- The node to use external routing is 

enabled 

- Suffers from lack of credibility 

- Modules, component based on 

NS2 

- NS3 needs lot of maintainers 

- Active maintainers are necessary 

[31,34] 

GLOMOSIM 

- Simulate network protocols 

- Simulate a large-scale wireless 

and wired networks 

- It gives modular simulation for pro-

tocol stack 

- The documentation is inadequate 

- No specific routing protocols for 

sensor network, no energy 

[31,35] 
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- Support Mobile adhoc networks 

and many major networking ar-

eas 

- It is able of scaling up to networks 

with thousands of heterogeneous 

nodes 

- Parallel model execution is given to 

users in transparent manner 

- It is no cost for education and re-

search 

consumption models for transport 

layer and IP address support 

- It depicts the Random Waypoint 

mobility model, which may not be 

appropriate for all types of simula-

tions 

- QualNet, the commercial version 

of GLOMOSIM, is primarily fo-

cused 

MATLAB Si-

mEvent 

- Model message-based communi-

cation in Simulink or any event-

driven process with its discrete-

event simulation engine and 

component library 

- Analyzing and optimizing event-

driven system models 

- Platform Independence 

- Predefined Functions 

- Device-Independent Plotting 

- Graphical user interface 

- MATLAB compiler 

- Interpreted language 

- High cost 

- Difficult to develop real time ap-

plications 

[36,37] 

4.2.2. Real-Time Co-Simulation 

In order to make the simulation behave exactly like real-world circumstances, real-

time simulation refers to a model of a physical system that can run at the same speed as 

actual clock time. Comparing between non-real-time and real-time simulation, there has 

several research in recent years [38,39]. The authors in [40] proposed several experiments 

to calculate the time gap from the wall-clock time to verify the real-time behavior of a 

simulation run. The result in this paper demonstrated the difference in milliseconds be-

tween discrete event simulation with real-time simulation. As a result, when applied to 

the CPEPS sector, real-time simulation may be utilized to assess the dynamic power sys-

tem by deriving the mathematical expression of numerous events originating in power 

and information systems. For simulating of CPEPS in real-time, according to [41], it was 

concerned with the creation and deployment of a complete cyber-power test bed com-

prised of simulation, emulation, and actual devices. Real-time co-simulation necessitates 

that the simulation software can run in real-time and the model be partitioned into several 

sub-models for parallel computing. This requires hardware-based real-time power system 

simulation platforms, such as Real Time Digital Simulator (RTDS) [42], OPAL-RT [43] and 

a new developing technology called Typhoon HIL [44] with the structure as shown in 

Figure 6. The real-time co-simulation is expensive and difficult because of hardware re-

quirement; therefore, it is currently being developed and is mostly used for testing and 

exercising smart grid projects. However, Typhoon HIL developed and established Virtual 

HIL that is a true enabler or test-driven development processes where supports for users 

can deploy and run all real-time ready models without any actual hardware devices 

At the same time, RTDS is commonly used to simulate the power system and sensor 

simulation as while network simulator-3 (NS3) is used to simulate the communication 

system according to [45]. The RTDS can be interfaced with external devices through ded-

icated analog and digital signal interface cards. In addition, phasor measurement units 

(PMUs) compliance, with the IEEE C37.118.1 standard [46], GOOSE messaging and IEC 

61850-9-2 sampled value messaging for power system voltages and current are also used 

according to [47,48]. 

Related work about real-time CPEPS was conducted on suitable power system 

testbeds. The researchers at national SCADA testbed at Idaho National Laboratory inves-

tigated how a cyber-attack can cause damage to a physical system through an aurora gen-

erator test [49]. Similarly, the DIgEnSys-Lab [50] (a research group and a laboratory) at 

University of South-Eastern Norway is facilitated for real-time simulation research with 

OPAL-RT and Typhoon HIL as focus. The researchers at this lab proposed solutions to 

the most critical challenges to carbon-neutral energy system by showing the implement-

ing a cyber-physical testbed for frequency analysis response in integration of two real-

time simulators Typhoon HIL and Opal-RT [51]. 
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Figure 6. Real-time simulation using Typhoon HIL. 

Focusing to a CPS testbed for cyber security issues, a testbed has been developed at 

University of Arizona using PowerWorld and MODBUS protocol to detect cyber-attacks 

on SCADA system [52]. In addition, a power system cyber-physical testbed was devel-

oped for intrusion detection and provides the platform for Hardware-in-the-Loop (HIL) 

simulation, cyber-attack and generated data sets for developing and validating an intru-

sion detection for monitoring power system events [53]. Researcher in [54] provided the 

development of a real-time cyber-physical system testbed for cyber security and stability 

control. The SEL 351S protection system with OPAL-RT including control functions and 

communications were used in that paper to analyze the impact of failures in experiment 

of knocking down two transmission lines. The high number of real-time CPEPS research 

demonstrates the major role in the development of the next-generation technology sys-

tems. 

5. Proposed Research Direction 

The large-scale deployment of networked CPEPS has been applied to address global 

needs in a variety of areas such as energy, water, health care and transportation during 

the recent decades. In the energy and power system major, CPEPS is considered as a smart 

power grid, future grid, intelligent grid, inter grid of the 21st century power grid of the 

world [55]. 

It allows two-way flow of electrical/energy and information to create a wide distrib-

uted automated power delivery network. According to the current challenges in the 

CPEPS research, the following research directions of CPEPS can be explored as follows: 

(1) In CPEPS simulation methods, the time synchronization methods play a critical role 

in the efficiency of simulation, especially non-real-time-co-simulations. Therefore, 

creating and establishing and effective synchronization strategies will improve the 

accuracy of the simulation. Currently, physical energy and power, and communica-

tion network is analyzed, validated, and simulated in separated tools, so it is neces-

sary to develop and platform capable of integrating features of these software, and 

satisfy the conditions of real-time simulation. In addition, real-time simulation soft-

ware lacks specific analysis features such as specialized software for physical and 

cyber systems, the development of these features should be concerned. 

(2) Digital twin is another concept associated with the cyber-physical integration that 

can creates a high-fidelity virtual model of physical objects in virtual space in order 

to simulate their behaviors in the real world and provide feedback. In terms of oper-

ating status and risk prediction, digital twin can propose an accurate equivalent 

method for physical entities and become an opportunity for the rapid development 

of CPEPS simulation methods in the future. 

(3) The merged functionality to reduce physical equipment in the power station can be 

developed in the future. For example, the control devices such as silicon-controlled 
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rectifier (SCR) or DC-AC converters and protection devices such as circuit breaker or 

protection relays in the power system today are independent and unrelated to each 

other. These devices’ functionality can be merged on the advancement of ICT, the 

control center receives data from the physical system, and then makes protection or 

control decisions. Figure 7 shows the diagram of cyber-physical convergent purpose 

for protection and control functionalities under ultra-high speed communication. 

(4) Data and information transmission processes, from receiving data at the cyber layer 

to responding the control signals to the physical layers, are now being implemented 

according to communication protocols standards. However, with the increase of 

massive data nowadays, there is a need for a method out of standards limitation to 

speed up data processing between the two layers to improve the robustness of state 

perception, attack prediction, reliability assessment and CPEPS models. 

(5) The cyber-security in communication network is necessary to enhance the anti-hack-

ing capabilities toward the transition of digitalization of energy and power system. 

The cyber system should have self-healing and self-defense during cyber-attack. This 

direction should develop in the near future. 

 

Figure 7. Ultra-high speed communication protocol together with convergent protection and control 

functionalities development. 

6. Conclusions 

In the transition toward digitalization with the respect to ICT advancement, power 

and energy systems gradually integrate digital processing technologies toward a new gen-

eration term called cyber-physical power and energy system aiming to the greater effi-

ciency, reliability of the system. CPEPS has certain benefits and is being researched and 

developed with current applications such as smart grids, energy and power control and 

management or smart vehicles, however it still has many potential challenges and risks. 

These challenges can be addressed through simulation approaches, which help research-

ers simulate, analyze, and validate their logics and solutions before actual implementa-

tion. This paper gives two simulation manners including re-implementation, a traditional 

way, and co-simulations which are being applied commonly by many researchers. The 

review of research in the past years with overall simulation tools in CPEPS are also given 
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in this paper with advantages and disadvantages. This paper helps ongoing and further 

research have accurate simulation approaches. 
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