
Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalInformation?journalCode=tbps20

Journal of Building Performance Simulation

ISSN: 1940-1493 (Print) 1940-1507 (Online) Journal homepage: https://www.tandfonline.com/loi/tbps20

Exploring the use of traditional heat transfer
functions for energy simulation of buildings
using discrete events and quantized-state-based
integration

Víctor-Manuel Soto-Francés, Emilio-José Sarabia-Escrivá, José-Manuel
Pinazo-Ojer & Pedro-Juan Martínez-Beltrán

To cite this article: Víctor-Manuel Soto-Francés, Emilio-José Sarabia-Escrivá, José-Manuel
Pinazo-Ojer & Pedro-Juan Martínez-Beltrán (2020): Exploring the use of traditional heat transfer
functions for energy simulation of buildings using discrete events and quantized-state-based
integration, Journal of Building Performance Simulation, DOI: 10.1080/19401493.2020.1723704

To link to this article:  https://doi.org/10.1080/19401493.2020.1723704

Published online: 06 Feb 2020.

Submit your article to this journal 

Article views: 10

View related articles 

View Crossmark data

https://www.tandfonline.com/action/journalInformation?journalCode=tbps20
https://www.tandfonline.com/loi/tbps20
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/19401493.2020.1723704
https://doi.org/10.1080/19401493.2020.1723704
https://www.tandfonline.com/action/authorSubmission?journalCode=tbps20&show=instructions
https://www.tandfonline.com/action/authorSubmission?journalCode=tbps20&show=instructions
https://www.tandfonline.com/doi/mlt/10.1080/19401493.2020.1723704
https://www.tandfonline.com/doi/mlt/10.1080/19401493.2020.1723704
http://crossmark.crossref.org/dialog/?doi=10.1080/19401493.2020.1723704&domain=pdf&date_stamp=2020-02-06
http://crossmark.crossref.org/dialog/?doi=10.1080/19401493.2020.1723704&domain=pdf&date_stamp=2020-02-06


JOURNAL OF BUILDING PERFORMANCE SIMULATION
https://doi.org/10.1080/19401493.2020.1723704

Exploring the use of traditional heat transfer functions for energy simulation
of buildings using discrete events and quantized-state-based integration

Víctor-Manuel Soto-Francés a, Emilio-José Sarabia-Escrivá a, José-Manuel Pinazo-Ojer a and
Pedro-Juan Martínez-Beltrán b

aDepartamento de Termodinámica Aplicada, ETSII, Universitat Politècnica de València, C/Camino de Vera s/n, Valencia 46022, Spain; bDepartamento
de Ingenieria Mecanica y Energia, Elche, Universidad Miguel Hernandez de Elche, Alicante ES 03206, Spain

ABSTRACT
The target of the paper is to study how to devise an efficient discrete-event model for the yearly energy
simulation of buildings. Conventionally, software tools use time-driven schemes and many components
must be computed at every sampling time-point. Event-driven simulation aims at lowering this burden,
by calling only those components whose state is evolving quickly. The article explores a model based
on DEVS formalism and Quantized State Systems (QSS) techniques. Within this paradigm shift, our strat-
egy was to reuse as much widely accepted knowledge as possible. One immediate difficulty was, that the
well-known conduction heat transfer function (CHTF) of multi-layered walls is not suitable for DEVS in its
traditional form since it is constrained to sample at a fixed time step. Instead, the paper introduces a non-
conventional method: the Successive State Transition method (SST). Its distinguishing traits are: it allows
variable time steps, has high accuracy and its computational workload adapts to the elapsed time between
transitions. Unfortunately, although we found that SST and QSS work well together, the paper shows that
the aforementioned transfer function is not adequate for event-driven simulations. Based on the paper
outcomes, we propose a workaround for further research: a new transfer function, relating the conduction
heat flux (input) to the timederivative of thewall superficial temperature (output) (recall that the traditional
input-output relationship: superficial temperature and conduction heat flux, respectively).

Abbreviations: CHTF: Conduction Heat Transfer Functions; DEVS: Discrete Event Simulation; DRFM: Direct
Root Finding methods; SST: Successive State Transitionmethod; QSS: Quantized State System
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1. Introduction

Nowadays the increasing computation power and low prices of
personal computers is leading to a new paradigm in calculation
methods applied to complex engineering systems. In this con-
text, energy simulation of buildings is a growing field (see Li
et al. 2015).

Any building as a technological object is, in fact, a very com-
plex system where, in our opinion, the Discrete Event System
Specification (DEVS) formalism suits perfectly (see Ziegler 2000).
DEVS can be used for developing either discrete-event or
discrete-time simulations. The discrete-event method focuses
on state events issued by any simulation component at any
time while in discrete-time, the time step is the only event or
driving force of the calculation. Therefore very non-linear phe-
nomena, likeON/OFF controls, or random signals like occupancy
(see Gunay et al. 2014) fit naturally.

In industry, this idea of non-monolithic simulation, is materi-
alizedwith theFunctionalMock-up Interface standardFMIwhich
provides the means for model based development of complex
systems. Building energy simulation tools like EnergyPlus are
already scheduling a change into this new paradigm (see SOEP;
Wetter and Nouidui 2015) and the IEA (International Energy
Agency) IEA-annex60 also supports a model based develop-
ment.

CONTACT V. M. S. Frances vsoto@ter.upv.es Departamento de Termodinámica Aplicada, ETSII, Universitat Politècnica de València, C/Camino de Vera s/n,
Valencia 46022, Spain

1.1. Previous works on quantized state integration
applied to build energymodelling

To our knowledge, there have been few attempts to use
discrete-event methods in building energy calculations (see for
instance Zimmermann 2001). More recently the work by Gold-
stein, Breslav, and Khan (2013) shows how DEVS, from a math-
ematical perspective, accommodates the co-simulation strate-
gies known as loose and strong coupling, as well as, strate-
gies involving variable time steps. A recent work by Berg-
ero et al. (2017) uses a very specialized engine to integrate
quantized state systems (QSS). Roughly, a QSS is a conven-
tional dynamical system whose variables may only change in
chunks called quanta. They studied very simplified rooms and
air conditioning systems. Their room model is of the thermal-
network type. Unfortunately, the infra-red heat exchange inside
the rooms was not considered. Previously Gunay et al. (2013)
studied a similar type of thermal-network model but for a
single room, modelling the infra-red heat exchange as con-
stant thermal resistances among the surfaces (i.e. linearizing
the radiation heat exchange). Their objective was to see the
effect of random loads or excitations like the occupancy. They
applied a quantization integration scheme, without a concrete
specification, where the state dynamics of every node was
tracked.

© 2020 International Building Performance Simulation Association (IBPSA)
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The heat conduction calculation method lies at the core
of any building energy simulation and is still a controversial
question. Recently Mazzarella and Pasini (2015) published a dis-
cussion about this. Incidentally, we would add the differential-
difference scheme (see Pakanen 1996) as an intermediate
method, between the two big Mazzarella’s classification sets;
CHTF (ConductionHeat Transfer Function) and finite differences.
Mazzarella splits CHTF into: the SS (State Space), Direct Root
Finding and Frequency Domain Regression (FDR) subsets. His
main outcome is that CHTF methods are quicker for big time
steps (1[h]), but for smaller steps (15[min]), finite differences and
CHTF are similar. Additionally, according to EnergyPlus (2012)
Section 3.1.3 page 62 (version 9.0.1): ‘ . . . conduction transfer
function series become progressively more unstable as the time
step decreases . . . related to round-off and truncation error
. . . finite difference approximations were considered . . . to
address this problem’. Other authors (see Maestre, Cubillas, and
Pérez-Lombard 2010) are in favour of Laplace methods because
of its accuracy and speed. CHTF methods use a hold function
between sampling time-points. The surface temperatureprofiles
are shaped by this externally imposed hold function thus allow-
ing greater time advances. The traditional hold function, is the
linear one.

However, this linearity and the selection of the temperature
as the input signal comeswith a hidden cost. As Ojer et al. (2015)
showed, in a simple case, the penalty of choosing large time
steps along with the linear hold function is an unbalance, within
the time step, of the energy (in form of radiation, convection
and conduction) that crossed the external surfaces of the multi-
layered slab. This shows up as a fictitious increase of the wall
heat capacity or thermal inertia. Perhaps this has something to
do with Li et al. (2015) comments at their conclusions section;
‘more research is needed because the simulation tools tend
to underestimate energy consumption ’. Also, although not so
clearly stated, Ko and No (2015) showed discrepancies between
simulated and measured values.

Here, we present a very basic multi-zone building model
for discrete-event simulations. It extends previous work by
Francés, Escrivá, and Ojer (2014), for a single room. We have
used the conventional conduction heat transfer function of
multi-layered slabs (CHTF) which relates surface temperatures
to heat fluxes (see Equation (A2)). However, in order to be
used by a discrete-event engine, the successive state transi-
tion method (SST) has been employed (see Appendix 1 or
Francés, Escrivá, and Ojer 2014 for details). The SST method
also uses a hold function, but allows a variable time step
(see Francés, Escriva, and Ojer 2015; Ojer et al. 2015). The SST
could be considered to belong to the set of Direct Root Find-
ing methods. If short-time responses are needed the SST has
a good workload self-adjusting capability (see Section 2.1 and
Appendix 1 and see Ojer et al. 2015). Our proposal keeps a
key idea behind traditional CHTF methods: solve the multi-
layered 1D conduction heat transfer beforehand, leaving as
explicit state variables, only those of the room/zone air. Our
intentionwas twofold: large component elapsed times and local
reaction to events, thus increasing the SST speed and avoid-
ing calling concurrently, all the conduction elements. Unfor-
tunately, as it will be argued, the current implementation has
problems which did not come up in the single-room case.

However, the positive aspect is that it hints at a possible
solution.

Previously Francés, Escrivá, and Ojer (in 2014), we only tested
the QSS integrator for quantized systems, while here we include
variants named centred (CQSS) and linearly implicit (LIQSS)
integrators.

Finally, building simulations require dry air and water mass
balances, energy balances and air flow-networks. Traditionally,
calculations are done in separate and specialized realms (i.e.
energy, flow-networks, HVAC systems, etc.) and some kind of
linking is devisedamong them (seeWangandZhai 2016or Trcka,
Hensenaand, and Wetter 2009). Our ultimate goal is to create a
discrete-event model which includes all of the phenomena.

2. Discrete-event building energymodel

This section presents key aspects of the discrete-event building
model.

2.1. Successive state transitionmethod

Figure 1 shows themulti-layered conductionelement alongwith
the scheme of the transfer functions. By transfer functions, we
understand Laplace’s transform function relating an input to
an output. In building energy simulation, the traditional trans-
fer functions take as excitations, the temperatures at either side
of the slab/wall and, as outputs, the conduction heat fluxes.
By G01 it is meant the excitation at side = 0 and the response
at side = 1. Briefly, the idea is that the model receives trains
of temperature pulses at either side, unevenly located in time
and the (linear) hold function shapes the temperature evolu-
tion between two consecutive pulses. The conduction heat flux
is the output signal and it is sampled at the same time-points
as the input pulses. In other words, after a temperature input
event at either side, the method outputs the conduction heat
flux at each side assuming that the surface temperature evolved
linearly from the last known temperature at that side to its cur-
rent value. Notice that since the wall works as a single element,
this temperature change at one side induces an evaluationof the
temperature at the other side1. The newoutput conduction heat
fluxes are evaluated and the state of the wall is updated.

Explaining the details of SST is out of the scope of the paper.
A very detailed explanation of the use of SST can be found in
Francés, Escrivá, and Ojer (2014). For completeness, the basics
of the Successive State Transition method can be found in
Appendix 1.

However, we provide here a summary of the key ideas.
Roughly, the wall model comes from partial differential equa-
tions. Therefore the model has an infinite amount of relaxation
modes which characterize (along with other information) the
wall response. The characteristic response time of each mode
is obtained from the roots of a function and are negative num-
bers named poles (that is the origin of being called a Direct Root
Finding method). The more negative, the quicker the response
decays. The user of the SST chooses the maximum amount
of poles to be used during the simulation, according to the
expected shortest excitation time. After an input signal (surface
temperature change), according to the elapsed time te from the
last input change, a variable amount ofmodes are excited. These
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Figure 1. Transfer functions scheme for amulti-layered slab. (A) Reference axis. (B)
Details of the hold/shaping function parametrized by the elapsed time te and the
output sampler. (C) Simplified scheme in Z-transform form.

modes are needed to build up the output (i.e. conduction heat
flux). We stress that not all the available modes need to be com-
puted. This information is stored as an internal state while the
wall element waits for another input. At the next input event, if
te is large thenmanyof themodes have alreadydisappeared and
many states can be simply discarded. In this way, the transition
of the state of the wall is successively computed in time. In sum-
mary, SST has two great advantages: allows a variable time step
and the workload of computing both, the state transition and
the response, goes down with te.

2.2. Building energy balancemodel

In Francés, Escrivá, and Ojer (2016) we proposed an ordinary
differential equations system to model the multi-zone simulta-
neous energy, air andwatermassbalance. Itwasdevisedbearing
in mind its future use in discrete-event simulations. Neverthe-
less, here we focus exclusively on solving the energy balance
inside the rooms. Thus, there is no inter-flow of water or dry air
among the rooms or, in other words, each room is airtight with
a constant amount of dry air and no ventilation. The energy bal-
ance just expresses that the sum of the convective heat fluxes
from each boundary surface into the room air, plus the internal
convective sources inside the room, equals the energy storage
rate into the room air.

Firstly, let us briefly see, thegeneral poseof theproblemwith-
out anydiscrete-event consideration. For then-room, the energy
balance is written as:

Ėn(t) = mn · cda · Ṫn =
∑
j∈Bn

[
Q̇conv, j[side](t)

]+ Q̇src−conv,n(t), (1)

where Bn is a subset of J (the set of all the conduction elements)
such that Bn = {j ∈ J|j is a boundary of room n}, where,

Q̇conv,j[side](t) = hj[side] · Aj · (Tj[side](t)− Tn(t)) (2)

this dependency can be just written as:

Ṫn(t) = fn(. . . , Q̇conv, j[side](t), . . . , Q̇src−conv,n(t)) j ∈ Bn. (3)

The convective signal Q̇conv,j[side] can be evaluated continuously
in time by using the traditional heat balance method. This
method consists of the superficial heat power balance at each
side ∈ {0, 1} of the j-boundary element (see Equations (4) and
Figure 2). The unknowns are the surface temperatures Tj[side]
which keep the balance. As it was explained in Section 2.1, the
wall has internal states related with the the previous excita-
tions, due to changes in its surface temperatures. These excited
states decay exponentially with the elapsed time from the last
excitation (see Appendix 1). Those temperatures are used in
Equation (2) to get Q̇conv,j[side].

The power balance method is illustrated in Figure 2 and
represented mathematically by Equations (4).

Q̇conv,j[0](t)+ Q̇rad−lw,j[0](t)+ Q̇cond,j[0](t) = Q̇src,j[0](t),

Q̇conv,j[1](t)+ Q̇rad−lw,j[1](t) = Q̇cond,j[1](t)+ Q̇src,j[1](t).
(4)

The infra-redheat exchangehas analgebraic dependencyon the
surface temperatures as Equation (5) shows.⎡

⎢⎢⎣
Qrad−lw,1/A1
Qrad−lw,2/A2
· · ·

Qrad−lw,Bn/ABn

⎤
⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1
ε1
− F1,1

(1− ε1)

ε1
· · · −F1,Bn (1− εBn)

εBn

−F2,1 (1− ε1)

ε1
· · · −F2,Bn (1− εBn)

εBn
· · · · · · · · ·

−FBn,1 (1− ε1)

ε1
· · · 1

εBn
− FBn,Bn

(1− εBn)

εBn

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

−1

·

⎡
⎢⎢⎣
1− F1,1 · · · −F1,Bn
−F1,2 · · · −F2,Bn
· · · · · · · · ·
−FBn,1 · · · 1− FBn,Bn

⎤
⎥⎥⎦ ·

⎡
⎢⎢⎣

σ · T41,[side](t)
σ · T42,[side](t)
· · ·

σ · T4Bn,[side](t)

⎤
⎥⎥⎦ . (5)

Finally, the conductive heat flux signal Q̇cond,j[side] can be
solved as shown in Section 2.1.

Traditionally, when using discrete-time methods, one may
imagine the situation as if there was an imaginary clock, that
issues events at a certain rate, the well-known time step. Usu-
ally, nobody thinks of it as an actual component of the system of
equations, but as an element of the integration scheme. At any
sampling instant t, Equation (4) is evaluated for each j-element
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Figure 2. Balance method at conductive j-element. Superficial thermal power
balance at each side of a multi-layered conductive element.

and the output is the set {Tj[side]} of all the surface temperatures
along with the set {Q̇conv,j[side]}. Therefore, the variables {Tj[side]}
are not continuous any more, but concurrent and discrete in
time. Between sampling instants, due to the lack of informa-
tion, a hold function is employed to shape the evolution profile
of the surface temperatures {Tj[side]}. It should be stressed that
the profiles are imposed as external input excitations to the
multi-layered heat conductive elements. Traditionally, this hold
function is a triangle that creates a linear interpolation between
the last and the new surface temperature values. Notice that this
is just an arbitrary choice (see Francés, Escriva, and Ojer 2015;
Ojer et al. 2015) andmay even not correspond to an actual phys-
ical evolution. As mentioned, this profiling acts as an internal
mechanism forhandling, beforehand, theheat conductionprob-
lem. Its single output signal, in the linear case (seeOjer et al. 2015
for other possibilities), is the conduction heat Q̇cond,j[side] at the
sampling event at t. Finally, this output value is kept constant
between sampling instants due to the lack of information and,
therefore, up to the first order of approximation, the same is
assumed for the rest of the heat fluxes (like the convective or the
radiative infra-red heat flux).

Usually, the discrete-time methods use a predefined and
fixed time step which acts, in fact, as a simulation parameter not
as a variable. It could be said that the functions fn in the right
hand side of (3) are evaluated according to the pulses from a
clock.

Summarizing, conventional discrete-time methods think of
the building dynamics, as follows:

Ṫ1 = f1(T1, {Tj1[side]}, Q̇src−conv,1), j1 ∈ B1

Ṫ2 = f2(T2, {Tj2[side]}, Q̇src−conv,2), j2 ∈ B2

· · ·
ṪN = fN(TN, {TjN[side]}, Q̇src−conv,N), jN ∈ BN

Additionally at every time step tm the following

equations must be solved :

∗ Infrarred radiant heat exchange in each i-room,

→ {Q̇rad−lw,j[side]}

∗ Balance method equation at each surface j[side],

→ {Tj[side]}
∗ Heat flux conduction at each j-element

{→ Q̇cond, j[side]}
∗ Convective heat flux at each surface,→ {Q̇conv,j[side]}
∗ Room convective model→ {hconv,j[side]}
∗ Q̇src(t), (for instance, weather signals or occupancy).

∗ Clock ,�t parameter, tm+1 = tm +�t (6)

In the Equations (6) the arguments of any function fn show
explicitly the functional dependency on the room air temper-
ature Tn, the internal convective sources Q̇src−conv,n and the
boundary surface temperatures {Tjn[side]} at each time step tm.
Notice that in turn the {Tjn[side]} depend, in fact, on all the other
room air temperatures and on the external sources but they do
not appear as dynamical variables in Equation (6). Therefore the
fn could have been written formally as:

Ṫn = f1(T1, . . . , TN, Q̇src−conv,1) (7)

Remark: Why these arguments have been
chosen explicitly will be clarified ahead,
when dealing with the DEVS model.

The algebraic equations below the differential equations
in (6) are evaluated at each time event triggered by the clock
in (6). Usually, the other input or source signals Q̇src are also
evaluated at sampling points and remain constant within them.
Notice that the set of differential equations does not depend
explicitly on time and thus the system is autonomous. Finally, to
integrate the differential equation system (6) the literature uses
different well-known quadrature schemes.

2.3. Discrete-event version of the building

Our approachmust be necessarily different sinceweneed a gen-
eral event-driven (not a time-driven) evaluationof the right hand
side terms fn of equations (6). At any time, many different types
of events can trigger the evaluation of the superficial balance
equations (4) and hence of the fn terms. For instance to name
a few: the change in the weather conditions (solar radiation,
outdoor temperature, etc..), a change in any of the room air tem-
peratures, an internal gain, a control and so on. The successive
state transition method was chosen because it allows to use a
variable time step along with a hold function. This means that
now the new Q̇cond,j[side] at both sides are determined by both,
the new Tj[side] and the elapsed time te,j since the last input event
to the j-conductive element. In other words, the same surface
temperature change but with a different elapsed time would
output different Q̇cond,j[side] values. This implies that the same
time dependency passes on to the convective heat Q̇conv,j[side]

and to the fn functions.
The conventional problem (6) turns now into an event-driven

system. All the algebraic equations remain the same but the last
two since now the events come from input sources distributed
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unevenly in time:

∗Q̇src(t) weather, occupancy, etc.
∗ Clock ,�t parameter, tm+1 = tm +�t

}

→ Q̇src randomweather, occupancy, etc. (8)

Now a new difficulty arises. The system (6) becomes non-
autonomous, i.e. depends explicitly on time but in a subtle
way. More exactly, although all the fn arguments were con-
stant, as time goes by, the time derivative of the n-room air
temperature would change due to the introduction of the time
dependency of the heat fluxes of the walls (concretely with
te). Expressed in another way Equation (6) now becomes: Ṫn =
f1(T1, . . . , TN, Q̇src−conv,1, t). Moreover, now neither the set of sur-
face temperatures {Tj[side]} will be concurrent, nor their com-
putedamountwill be the same for every j-element. Itwill depend
on how quickly events happen around that j-element. The sys-
tem is just driven by the weather events signals or other source
signals (like the internal gains). Sourcesmay issueevents to some
subset of the boundary conductive elements (like the external
walls, in caseof theweather).Moreover, diverse causesmay issue
events; schedules, random signals or even rule-based events
(for instance, a change by a certain amount of solar radiation)
and so on.

The new system is not ready yet for discrete-event simu-
lation. We need to see the changes of the air temperature
of the rooms. However, these temperatures are present in a
continuous differential equations set. Fortunately, there exists
a solution method which allows to integrate them by using
events. The idea is based on the quantized state systemmethod
(see Migoni 2010). The set of state variables {Tn} is replaced by
its quantized counterpart {qTn}. Roughly explained, an event is
triggeredwhenever any quantized variable crosses a predefined
threshold, defined by a quantum (for instance, a temperature
change of 0.1[◦C]). The numerical integration of quantized sys-
tems is known generically in the literature as QSS methods and
there are different schemes (named for instance QSS, CQSS,
LIQSS, BQSS) some with several orders of accuracy (QSS1 for
first order, etc.). In Appendix 5 we explain briefly the idea of
QSS methods, but for very detailed explanations the reader is
referred to Migoni (2010).

Some final remarks should be done. The differential equa-
tions system can be written in a more canonical form (see
Equation (9)) by using, as before, the dependency of {Tj1[side]} on
the quantized variables qTn .

Ṫ1 = f1(qT1 , . . . , qTN , Q̇src−conv,1, t)

Ṫ2 = f2(qT1 , . . . , qTN , Q̇src−conv,2, t)

· · ·
Ṫn = fn(qT1 , . . . , qTN , Q̇src−conv,n, t)

(9)

Moreover, the differential equations could have been written in
the energy content of the room air, instead of its temperature
(see Eq. (10)). In this case, the quantumwould be an energy con-
tent change of the room air. Notice that the same quantum is
applied to all the rooms. Therefore, in a general case, depending
on the size of the room, the change of temperature that triggers

an event would be different.

Ė1 = f1(qE1 , . . . , qEN , Q̇src−conv,1, t)

Ė2 = f2(qE1 , . . . , qEN , Q̇src−conv,2, t)

· · ·
Ėn = fn(qE1 , . . . , qEN , Q̇src−conv,n, t).

(10)

This last optionwas chosen here. As a general rule, it is preferred
since it should track more accurately, the energy flows.

2.4. Implementation

Each particular software implementation of a DEVS simulation
engine may exhibit different features. We have used the imple-
mentation by Bergero and Kofman (2011) named PowerDEVS.
Therefore the exposition of our implementation follows the
implementation constraints imposed by the PowerDEVS engine.

Figure 3 shows the building model to be defined as a DEVS
model. The model has not complexities like windows or venti-
lation and it is not coupled to the ground since our intention
is to illustrate the basics and to search for the foundations of a
good performance discrete-event simulation method. In order
to study several building configurations, themodel is built upon
amodular approach (see Figure 3). Every roomhas the same size
and all the rooms are arranged matrix-wise so that by the nota-
tion a× b× c we mean a building with a, b and c rooms in x, y
and z directions respectively.

In DEVS there are two types of components; atomic and cou-
pled. Any coupled component represents a sub-system made
up of atomic and possibly other coupled components. The DEVS
model to be simulated is in itself a coupled model. PowerDEVS
uses a positive integer as a component identifier ID (starting at
ID = 0). The ID increases in the same order in which the compo-
nent is declared inside the coupled element to which it belongs.
This order is important since it acts as the Select function of the
DEVS formalism. The role of this function is to select, in case
of concurrency among several components, the order in which
they are called. Concurrency appears naturally when there is the
need to solve recursively a system of algebraic equations dur-
ing the simulation. Therefore in PowerDEVS, in case of concur-
rency, the concurrent components are called in the same order
in which they are declared. Each component has input and out-
put ports identified by positive integer numbers. Every coupled
component is defined by two lists; one for the components and
another for the port connections (also called structure), among
them. An atomic component is defined by its type and by a list
of arguments that define its non-structuredependentproperties
(for instance, for a wall-component, its composition, orientation,
area and so on). Figure 4 shows a DEVS model scheme for a
(2× 1× 1)-building. Each box in the figure represents a compo-
nentof a certain type. Thenumbers on the left and right are input
and output ports respectively. As aforementioned, the position
of each component in this figure is not arbitrary. The compo-
nents are declared in the PowerDEVS input file, according to the
following scheme; first by moving from top to bottom and then
from left to right. In Figure 4 this rule is partially broken for the
WALLS component list for a better visualization. However, in this
particular case, the order of the walls does not matter since they
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Figure 3. (A) (3× 3× 3)-building model, the numbers indicate the order in which the rooms are declared in the DEVS model. (B) 1st-floor top view: shows the senses
and numbering of every side of the conductive elements.

Figure 4. Scheme of the DEVS model of a (2× 1× 1)-building, that shows the details of the connections.
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can be called in any order (i.e. inside their own column in the
scheme).

3. Discrete-event model explanation

This section presents the multi-zone model and explains its
design.

3.1. Model component types

As the example of Figure 4 shows our DEVSmodel proposal uses
one coupled and nine types of atomic components. The role of
each component is summarized as follows:

Note: By WALL we refer to any multi-
layered slab whose conduction heat must be
computed.

(1) RAD2WALLS: This component is in charge of calling a sub-
set of the WALL set during an iteration. It could have been
implemented just with a single component but for imple-
mentation reasons, there is one component per room.

(2) WALL: This simulates any multi-layered conductive j-
element and forces the local superficial heat flux balance
(Equation (4)). Its outputs are the Tj[side] and the Q̇conv, j[side].
If the elapsed time, after an external event, is not zero then
it computes its state transition, i.e. computes the conduction
heat flux coefficients {a00, a01, a10, a11,D0,D1}, using Equa-
tions (A6b) and (A7j). Regardless of the elapsed time and
during an infra-red heat exchange iteration, it computes
the superficial heat flux balances at both sides, clearing for
the new temperatures Tj[side], side ∈ {0, 1} which fulfil such
balance with the current qrad−lw,j[side]. The converged new
state is computed with Equation (A8) using the converged
temperatures.

(3) WEATHER: In our implementation, it is a pure forcing func-
tion (i.e. has no input-ports). It issues an event every hour.
Nevertheless any other rule could be employed (like split-
ting the signals into events due to partial changes in;
solar radiation, sky temperature, dry-bulb and wet-bulb
temperature).

(4) RAD: Computes the infra-red radiation heat exchange
among the boundary surfaces of a room using the
Tj[side],side∈{0,1} (see Equation (5)). There are asmany RAD ele-
ments as rooms. The view factors of our modular room are
shown in Table 1. The way to sort the room boundary sur-
faces in order to compute the view factors among them so
that RAD is able to assign correctly those values, is to form
a six-tuple (since we have six walled rooms) as follows: (step
1) if the boundary surface of the ZONE corresponds to the
side = 0 of theWALL the ID assigned to aWALL-component

is taken with positive sign and negative otherwise, (step
2) the output set of numbers from step 1 is sorted from
the lowest to the highest value. For instance, in Figure 4
the results are: ZONE1 :(−12,−10,−7,−6,−4,−2) and
ZONE2 :(−11,−9,−8,−5,−3, 12). (Remark: Recall
Figure 3 about the general rule used to
orient the WALLs).

(5) GLOBALBALANCE: This component controls the superficial
heat power balance fulfilment for all the building WALLs. In
fact acts as a control for the concurrent iteration over the
infra-red heat exchange.

(6) ZONE (coupled DEVS element): It represents the conserva-
tion laws applied to the room (just energy in our case).
(a) RSUM: This element adds the convective power Q̇conv

from any origin. In other words, it computes the right
hand side of Equation (1).

(b) QSS-integrator: It is a (first order) quantized state inte-
grator of any type { QSS1, CQSS1,LIQSS1,etcetera}.

(c) Air-node: Our original approach was to use the differ-
ential equations in energy form (see Eq.(10)). There-
fore this component transforms the energy content of
the room air into its dry-bulb temperature (see also
Francés, Escrivá, and Ojer 2014).

3.2. Overview and features of the proposed DEVS building
model

Showing the details of each component falls out of the extent of
the paper. A summary of key points can be found in Appendix 4.
For a better understanding we prefer to expose an overview
about how all the components work together.

The main guiding ideas in developing an efficient model
should be; avoiding high frequency events (oscillations not due
to the model dynamics) and within any event to reduce the
amount of concurrent element calls. A good building model
would not try to call all the conductive boundary elements of
the building (all the rooms), after an event.

The main difficulty to achieve that is how to extend the
tracking of the superficial heat power balance inside a room
between events without the need of computing the state tran-
sition since it is a computationally expensive task (see Equa-
tions (A6b) and (A7j)). Additionally the infra-red radiation heat
exchange acts instantaneously inside the rooms thus creating
thermal couplings that break the superficial heat power balance
(see Equations (4)) among the WALLs. Therefore, at first sight it
seems that there would be a concurrent need for a state transi-
tion propagation through all the building conductive elements
after a local event.

To deal with this problem, we have addressed two sub-
problems:

Table 1. View factors of the roommodule.

Number Floor Roof/ceiling West Wall North wall East wall South wall

Floor 0.00000 0.34276 0.22224 0.106380 0.22224 0.106380
Roof/ceiling 0.34276 0.00000 0.22224 0.106380 0.22224 0.106380
West Wall 0.26668 0.26668 0.00000 0.107750 0.25114 0.107750
North wall 0.25532 0.25532 0.21550 0.000000 0.21550 0.058366
East wall 0.26668 0.26668 0.25114 0.107750 0.00000 0.107750
South wall 0.25532 0.25532 0.21550 0.058366 0.21550 0.000000
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Figure 5. 3× 3× 3-Building. Example of concurrent propagation of wall evolution.

• TheWALLs thermal relaxation: after an elapsed time te due to
an incoming event, the superficial temperature of previously
excited walls might still be changing rapidly. This should be
checked by the model.

• The thermal coupling inducedby the infra-redheat exchange:
a change in qrad−lw,j[side] at just a single side of a wall, changes
the temperatures at both sides. In turn this makes changes
in qrad−lw,j[side] at the rest of the walls of the same room but
also at the other side thus affecting the neighbouring rooms
and propagating the need for the conduction state transition
calculation.

The following exposition is based on Figure 5 that represents
a three-floored building made up of 27 rooms. Additionally a
scheme like the one in Figure 4, but a bit more complex for
this 3× 3× 3-building must be imagined. The steps are used to
understand the message processing after an event. We stress
that by ‘propagation front’ it is meant those elements which are
going to be called for a state transition concurrently due to any
event.

step (1) Imagine that ZONE 27 emits a temperature change
event after a time advance ta from the last simulation
call. All their boundary WALLs receive that message
and their state transitions (after an elapsed time te,
which may be different for each WALL) are computed.
This breaks the heat power balances Equation (4), at
the WALLs surfaces facing ZONE 27. The new surface
temperatures of those walls,which restore the balance,
must be computed. That means that, simultaneously,
the WALLs surfaces facing the neighbouring rooms
have also their heat power balance equations broken
(ZONES18, 24, 26). Therefore, eachWALLelement com-
putes new temperatures at both sides. In doing so, the
previous valuesqoldrad−lw,j[side] areused. Concurrently, the
new surface temperatures are sent to the correspond-
ing RAD elements. The RAD for ZONE 27 will solve
an unconstrained equation system like (5) clearing for
the qnewrad−lw . However, for the neighbouring zones, the
temperatures and states of the non-calledWALLsmust
be kept fixed during the RAD call for the qnewrad−lw (see
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Appendix 2). The change in qrad.lw is measured as:

Errorrad−lw

= maxcalled RADs{|qnewrad−lw,j[side] − qoldrad−lw,j[side]|}
< TOLrad−lw (11)

Note: notice that the max function is extended only to all
the RADs of previously called rooms.
The GLOBALBALANCE component is in charge of con-
trolling the iteration and it checks the Errorrad−lw . If it is
not under TOLrad−lw then it is set to propagationmode
PMODE = OFF, so that only the already called WALLs
are used in the next iteration. In doing so, it first tries a
local iteration. The new test values are the qnewrad−lw,j[side]
for those rooms where all their walls have been called
(ZONE 27), and for those neighbouring rooms in the
propagation (18, 24 and 26) the new test values are
obtained (Appendix 2).
Finally, the RAD2WALLs elements are in charge of call-
ing the individual WALLs called in a room (ZONES 18,
24 and 26) or all the WALLs of a room (ZONE 27).
RAD2WALLs emit signals which plug into the qrad−lw
port of WALLs.
Now, WALLs clear for the new surface temperatures
which force the heat power balance at both sides of
each WALL without state transition since we are still
trying to solve the effects of the event.

step (2) The local iteration continues over the subset of all
the qrad−lw,j[side] which belong toWALLs already called.
However, since we are trying to solve a non-linear
equation system where some variables are kept fixed,
it is possible that the Errorrad−lw cannot be reduced
below TOLrad−lw . This is checked by GLOBALBALANCE
using the condition of a non-monotonically decreasing
of Errorrad−lw after each iteration.

step (3) If this happens, then GLOBALBALANCE sets propaga-
tion mode PMODE = ON and all the WALLs of the
neighbouring rooms are called. This means computing
the successive state transition of new WALLs and the
appearance of a new ‘propagation front’.

step (4) If during a propagation it happens that Errorrad−lw <

TOLrad−lw then the iteration is finished and the WALLs
are called with the final qnewrad−lw,j[side].
Finally each WALL stores its new converged state and
sends a signal to their ZONES indicating the new con-
vective heat power. The QSS integrator schedules its
new time advance for the next temperature event from
the ZONE.

It is worthwhile to make a few remarks. Firstly, iterating over
all the WALLs always gives a solution since both the number of
equations and unknowns match, but it would make the compu-
tation very time consuming. Some parts of the building, away
from the event, may be changing slowly. If these elements are
included in the iteration from thebeginning thenonemay check
too late that calling themwas actually not necessary. This would
be a way to deal with the thermal coupling sub-problem. Sec-
ondly, when iterating locally, if condition (11) is attained the

solution is not considered goodwhenever theGLOBALBALANCE
is not in propagating mode. That means we need to check if
the elapsed time has changed enough the state of the WALLs
at the ‘propagation front’ so that the apparently good solution
for the qrad−lw,j[side], in fact, does not yet satisfy the superficial
heat power balance when this time lapse is taken into account.
This would deal with the relaxation sub-problem. Notice that in
fact, there is a trade-off in a building with free floating tempera-
tures. If the elapsed time between events is short, the time effect
is less important for a ‘propagation front’ and less rooms are
called but at the cost of a higher number of events. On the con-
trary, if the elapsed time is big, the thermal relaxation of thewalls
may be important and the front propagates further away from
the element where the event was originated but less events are
emitted. Nevertheless, in general, when a WALL is near a steady
state condition (i.e. not strong dynamics) and an ‘iteration prop-
agation front’ arrives at it, the WALL actually may stop the need
for further propagation.

In the next section, we try to illustrate all the findings and
comments done in this section by means of some simulation
examples.

4. Example and discussion

All the example buildings have the constructive solutions shown
in Table 2.

Thevertical partitionwall, roof/floor andexternalwall dynam-
icswere computedwith; 1089, 3801 and 2392poles respectively,
which arenegativenumbers distributedunevenly dependingon
thewall composition. The k-pole absolute value isαk (αk < αk+1)
and the actual amount of poles used for the successive transi-
tion state calculation was always k = 400 (i.e. k ≤ 400, the rest
400< kwasemployed to compute the termsQm (seeAppendix 1
and Francés, Escrivá, and Ojer 2014 for details)). We must stress
that not all these 400 states (at both sides of each wall) are per-
manently tracked during the simulation (see Francés, Escrivá,
and Ojer 2014 for details). This value represents the maximum
amount of retained data used to characterize a certain wall-
type dynamics. In other words, this is the information at our
disposal, in order to be able to construct a heat flux response
after a superficial temperature change event. However, not all

Table 2. Constructive solutions. The order is from outside to inside (the floor is the
same as the roof but the order of the layers is reversed).

Name k[W/m/K] ρ [kg/m3] cp [J/kg/K] Thickness[m]

External Wall
Solid brick 0.870 1800.0 1380.0 0.120
Concrete mortar 1.400 2000.0 1050.0 0.015
Polystyrene foam 0.033 25.000 837.00 0.040
Void brick 0.490 1200.0 920.00 0.040
Gypsum 0.300 800.00 920.00 0.015

Roof/Floor
Pavement 1.100 2000.0 1380.0 0.050
Waterproof film 0.190 1100.0 1680.0 0.010
Light concrete 0.350 1000.0 1050.0 0.100
Concrete filler block 1.540 1254.0 1050.0 0.260
Gypsum 3.000 800.00 920.00 0.020

Vertical partition wall
Gypsum plaster 0.400 1000.0 1000.0 0.010
Void brick 0.210 630.0 1000.0 0.070
Gypsum plaster 0.400 1000.0 1000.0 0.010
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the information must be used at each step. Roughly, by looking
at Appendix 1, Equations (A6b), it can be concluded that if the
elapsed time te is large enough then many response modes are
negligible (those with big enough αk). These response modes
contribute practically nothing to the overall response and can
be discarded beforehand. In this way, the effort to compute the
response becomes adaptive. Stated in another way, if the next
superficial temperature change occurs close in time then the
computational effort increases and vice versa. Therefore anobvi-
ous question comes up, what is the shorter te? (see details in
Francés, Escrivá, and Ojer 2014). The minimum elapsed time te
for each constructive solution that allows to model correctly the
conduction heat transfer dynamics was 0.26[s], 9.7[s] and 2.8[s]
for the vertical partition wall, the roof/floor and the external wall
respectively.

The DRYCOLD weather file, of the ASHRAE (2001) procedure
for energy simulation tools, was used. It has a very cold win-
ter and hot summer and therefore represents a big forcing or
excitation function for any building. Our tests were done assum-
ing that the temperature of the building was floating, that is,
there was no thermostat. The shortwave length emissivity at
both sides is 0.85 and the infra-red (longwave length) has been
kept at 0.8 inside and 0.9 outside for all the WALL elements.
The internal convection model used was the same as the simple
model of EnergyPlus (2012) (inside: 3.076 [Wm−2K−1] for walls,
0.948 [Wm−2K−1] blocked natural convection, 4.04 [Wm−2K−1]
non-blocked for ceiling and floor, outside: 10.79 [Wm−2K−1] ).
No optimization of the code was done in terms of computer
speed. Finally, the tolerance for the infra-red heat exchange was
TOLrad−lw = 0.01 [W].

Themain parameter that controls the simulation is the quan-
tum for the energy (temperature) change in the zone, obvi-
ously along with the type of QSS method. We have chosen the
same quantum for all the zones. The aim of the paper is not to
make a complete study of the QSS methods but to explore the
potentialities, difficulties and weaknesses, however, some extra
comments are needed. Bolduc and Vangheluwe (2003) made a
discussion about the consistency, convergence and stability of
quantization methods and proposed an algorithm to make the
quantum adaptive. The main problem comes when ẋn = 0 for
any n of the ODEs. Non-autonomous systems are problematic
since whenever the derivatives are zero, convergence is unde-
fined (see Bolduc and Vangheluwe 2003). Notice that by assum-
ing that time z = t is another independent state and adding an
equation like ż = 1 to thedifferential equations system,wemake
the system autonomous but now the existence of a quantum of
time makes the method resemble a discrete-time method.

The QSS methods employed here are those implemented
into the software PowerDEVS (Bergero and Kofman 2011). The
details anddifferences among thebasicQSSmethod and its vari-
ants CQSS or LIQSS can be found elsewhere (see Migoni 2010,
phD thesis). Implemented QSS methods could be considered,
in general, as not adaptive. They use an absolute and a relative
quantum (Kofman 2007). It should be pointed out that these
quantized integrators do not consider time as another state in
the case of non-autonomous systems. Here, we have not used
the relative quantum but just a fixed one for the QSS and CQSS
integrators. CQSS is usedwhen there is a need to correctly repre-
sent oscillatory dynamics (see Migoni 2010). However, LIQSS (a

linearly implicit QSS method) goes a step further from QSS and
CQSS and tries to findwhen the timederivative of a state is going
to be zero and changes the quantum size accordingly in order to
reach that equilibrium state. In case of a non-linear system LIQSS
only gets an approximation to that point. Therefore, LIQSSmight
be considered as a kind of adaptivemethod. The original deduc-
tion of LIQSS (Migoni 2010) was done for autonomous systems.
In Appendix 3 we have adapted LIQSS for non-autonomous sys-
tems. LIQSS’s objective is to avoid high frequency oscillations
when any of fj at the right hand side of the system in Equation (6)
is close to zero.

In Figure 6 we show the temperature for 5 of the 27 ZONEs in
a 3× 3× 3-building. It was solved using a LIQSS integrator with
a quantum of 3000 [J] for the energy content of the air which
represents air temperature changes of around 0.1[◦C]2. The zone
numbers correspond to those of Figure 5. As expected, the core
zone (number 14) has a smoother temperature fluctuation that
the others since it is protected from the exterior. It is followed
by zones 1 and 2 which are at the 1st floor and finally zones 21
and 23 -in this order- which are at the 3rd floor and are more
exposed. In Figure 6(D) a day is plotted with bars. It is clearly
appreciated that the sampling rate is not uniform like in tradi-
tionalmethods but adjusts itself to the speedof the temperature
changes. Near the top and bottom of the temperature profiles
or in the plateaux, when the convection power is nearly zero,
there appears some small ripples (see the detail in sub-figure D).
We think that this is due to LIQSS failing to find the exact zero
and to the non-autonomous character of the problem.When the
quantum is reduced these ripples are smoothed out since the
time dependency is reduced. This is a general trend for any QSS
method. Figure 7 shows the effect of decreasing the quantum
on the ripples or oscillations.

Table 3 collects information about several yearly simula-
tions. Notice the high computing time values. In general, the
smaller the quantum the greater the precision but the greater
the amount of events and computational time. It can be seen
that LIQSS seems to be superior to QSS or CQSS since for the
same quantum (roughly the same precision) it takes less time.
This happens despite LIQSS involves more calculations. Table 3
also shows how the quantum and the QSS method affect the
mean value of the number of rooms being called per concurrent
iteration. For the 3× 3× 3 and 1× 27× 1 cases, the maximum
is 27 rooms while for the 5× 1× 6-building the maximum is 30
rooms. As a general trend, the greater the quantum the closer
the mean is to the maximum. The cause is clear, a big quantum
lets higher time advances and therefore the dynamical relax-
ation of the conduction elements is not negligible. As a check of
this statement, Table 3 collects two caseswhere the core roomof
the 3× 3× 3-building has been kept at a fixed and low temper-
ature (2[◦C]) in order to simulate the effect of several conduction
elements close to a steady state. It is shown how the average
number of called rooms decreases and that the effect is bigger
for a smaller quantum.

Figure 8 represents the detailed histograms about the num-
ber of called rooms for a state transition per concurrent iteration.
In general, almost all the rooms are called. However, it must
be taken into account that the buildings are relatively small,
the temperature of all the rooms is floating -there is no active
thermostat- and the BESTEST weather is an extreme case. The



JOURNAL OF BUILDING PERFORMANCE SIMULATION 11

Figure 6. 3× 3× 3-Building. LIQSS DEVS integrator quantum= 3000[J]. Zone temperature evolution. (A) year (B) a week (C) two days (D) one day.

Figure 7. 3× 3× 3-Building. Same week as (B) of Figure 6 but with a smaller quantum 1000[J].

design of our test building was aimed to check if the internal
zone was called much less than the external ones.

Some interesting trends show up. The case with the smallest
number of called rooms per iteration is LIQSS with a quantum
equal to 1000[J] (with or without the core room temperature

fixed). Besides the obvious case of calling all the rooms, there are
otherswhere it is noticeable that a smaller number than themax-
imum number of rooms was called. The reason is also clear and
is related to where the event originates. Next there is a list of the
number of rooms called per building case:
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Table 3. Summary of outcomes from different building simulation cases using
different QSS methods and quantum values.

QSS method quantum [J] mean size time [s] relative time Building case

LIQSS 3000 25.37 5210 1.00 3x3x3
LIQSS∗ 3000 25.35 6010 1.15 –
LIQSS 1000 21.19 17500 3.36 –
LIQSS∗ 1000 20.60 16800 3.22 –
QSS 33000 26.93 8850 1.00 –
QSS 11000 26.87 11800 1.33 –
QSS 3000 26.32 28800 3.25 –
CQSS 33000 26.86 13200 1.00 –
CQSS 11000 26.77 17100 1.30 –
CQSS 3000 26.23 30000 2.27 –
LIQSS 3000 24.88 7600 1.00 1x27x1
LIQSS 3000 27.08 6990 1.00 5x1x6
LIQSS 1000 24.36 18400 2.63 –

Note:(∗) constant temperature of the core zone (number 14). (note: CPU intel
i7.6500U, SSHD).

• 3× 3× 3 case (see Figure 5):
◦ 4 : corresponds to an event at a room at the corner of the

building (i.e ZONES 1,3,7,9,19,21,25,27).
◦ 5 : corresponds to an event at a room at the edge of the

building (i.e. ZONES 2,4,6,8,10,12,18,16,20,22,24,26)
◦ 6 : corresponds to an event at a room at the centre of the

face of the building (i.e. ZONES 11,13,17 and 15).
• 1× 27× 1 case:
◦ 3 : are the rooms in the middle of this long building (25

rooms).
• 5× 1× 6 case:
◦ 3 : rooms when the event originates at the corners (4

rooms).
◦ 4 : rooms when the event originates at the edge (14

rooms).
◦ 5 : rooms when the event originates at the centre (12

room).

The relative distribution in Figure 8 agrees with the relative
amount of potentially called rooms at each position.

4.1. Main outcome

Although we think that the paper introduces several interesting
and positive ideas to achieve a high performance event-driven
simulation, it is not a successful implementation. As Figure 8
shows, some degree of asynchronicity is actually obtained but
the computing times are very high (see Table 3). This would
make, at first sight, the method inoperative.

We have identified the main reason. Obviously, it seems
that every event triggers the state transition of too many wall
elements. Moreover, the short elapsed time (or high time fre-
quency, in the order of few minutes or even seconds) causes a
computational penalty on the SST, undermining its high poten-
tial to speed up the computations since the SST method per-
forms much better for long elapsed time between calls.

But, what are the causes of calling toomany wall elements so
frequently?

The difficulties lie on using the traditional or conventional
heat transfer functions for the wall elements. The surface tem-
perature dynamics (time derivative) of the walls is not present
explicitly in the discrete-event model. This transforms the orig-
inal system of differential equations into a non-autonomous
one. Moreover, it forces to devise a concurrent iteration to
solve a non-linear algebraic system of equations for several
rooms. Figure 4 shows that only the dynamics of the thermal
zones/rooms is explicitly included (represented by the air state,
-energy or temperature-). The conventional transfer functions
take the surface temperatures as the internalwall state variables.
This makes the DEVS integrator (QSS) unaware of their change.
However, the QSS does need explicitly their rate of change or,
so to speak, to appear as external state variables (i.e. on the QSS

Figure 8. Histogram or ratio of number of iterations finished with a certain number of rooms called during a concurrent iteration to the total number of iterations during
a yearly simulation.
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side). The derivatives {Ṫ0, Ṫ1} should be handed over to the
discrete-event model integrator.

Therefore a new point of view is required. We propose aban-
doning the traditional transfer functions (see Equation (A2)) and
develop a new scheme that uses the following Ĝ instead, along
with the SST method and a DEVS model using QSS:

[LṪ0(s)
LṪ1(s)

]
=

[
Ĝ00(s) Ĝ01(s)
Ĝ10(s) Ĝ11(s)

][Lq0(s)
Lq1(s)

]
(12)

Now input and output signals are different. The input signals
would be the conduction heat fluxes while the output signals
would not be the surface temperatures but their time deriva-
tives. This decision would allow including the ‘dynamics’ of the
surface temperatures, of the multi-layered slabs, as additional
new ẋ variables into the scheme of Figure 4. Their role would
be on an equal footing to that of the zone states. Besides, with
this modification, as the surface temperatures would be out-
puts from the QSS integrators, there would not exist a need to
concurrently solve a non-linear algebraic system of equations
for several zones. The conduction heat fluxes would be linearly
interpolated between events and the successive state transi-
tionwould compute the state transition of the temperature time
derivative due to the change of these fluxes. In short, new con-
duction heat transfer functionsmust be employed as ameans to
get the time derivatives of the surface temperatures of thewalls.

A final remark is worthwhile. The reason to initially pose the
formulation in the way described by the paper was to reduce
the amount of state variables. Let us take the 3× 3× 3 exam-
ple building: the number of its state variables, according to our
formulation, is 27 (the room temperatures). If the surface tem-
peratures were also included as state variables, according to the
new proposal, then that amount would be 243.

The paper shows that although asynchronicity can be
obtained by our formulation, the potential advantage of a
reduced problem is not achieved. As it was shown, the root cause
is that our formulation becomes non-autonomous and sensitive
to the time evolution of the surface temperatures. By taking a
careful look at our results we noticed that the problem was a bit
more convoluted. These temperatures are forced to vary linear-
wise (between events) like traditional heat transfer functions do.
However, their actual time evolution is exponential-like. In Ojer
et al. (2015), as aforementioned in the introduction, we showed
that this linearity comes along with a hidden effect. It gives an
extra fictitious heat capacity to the wall element, due to themis-
match among the surface heat fluxes between sampling time-
points. Fortunately, this mismatch cancels out and simulations
donot crash3. Logically, the greater the elapsed time, thegreater
the effect. On the other side, searching for higher computational
speeds implies increasing the quantum size since the elapsed
time between events gets bigger. Nevertheless, the latter pro-
motes the previous spurious effect. As a consequence, there
appears a superimposed oscillation of the room temperatures
(like a predictor-corrector step) which unfortunately increases
the number of events and decreases the overall performance
and accuracy. As a consequence, this compelled us to use small
quantum sizes thus increasing the computational cost.

5. Conclusions

This article has exploredadiscrete-eventmodel for yearly energy
simulation of buildings. Traditional methods are time-driven
simulations with a fixed time step. Our strategy to shift the
current paradigm was to proceed in a step-by-step manner
by reusing well-based traditional knowledge as much as possi-
ble. Therefore the paper uses the well-known conduction heat
transfer functions which relate wall superficial temperatures to
conduction heat fluxes at both sides.

The traditional methods, employing these functions, do not
allow a variable time step needed by a discrete-event simula-
tion. Therefore the paper employs a less conventional method
based on the Japanese school. It is a Direct Root Finding based
method, named successive state transition method (SST) which
does allow variable time steps. A previous work for a single zone
(see Francés, Escrivá, and Ojer 2014), pointed out that the SST
and QSS methods work very well together. Thus, our intention
here was to discover if it could be extended straight away to
multi-zone buildings. The answer is negative.

On one side, the paper confirms that event-driven simula-
tions within the building energy field, are possible along with
Direct Root Finding and different QSS methods. Incidentally,
the paper also proposes an improvement for the LIQSS method
applied to non-autonomous systems. Moreover, we emphasize
the positive features of the SST method. It allows the excita-
tion of a variable amount of internal states, as a function of
the elapsed time between calls. Therefore, its workload is adap-
tive: the longer the elapsed time, the smaller the computational
effort. In other words, if the walls were called at a low fre-
quency, then the computational burden would decrease with-
out affecting the accuracy. Nevertheless, despite the model was
implemented without optimizations (like file writing or detailed
analysis of execution time), the expected computational load
reduction was not achieved.

However, this downside has a positive facet since led us
to another important finding: the traditional conduction heat
transfer functions do not actually fit into discrete-event simula-
tions. The new paradigm requires to shift the multi-layered wall
heat transfer functions from Equations (A2) to the new set (12).
The new functions relate the input heat fluxes to the timederiva-
tive of the superficial temperatures. This new view is not so
obvious as might seem at first sight and implies also a change
in the traditional way of thinking.

The development and implementation details of this new
paradigm remains open for further research. In doing so, the
computation could benefit from specialized QSS solvers for
ODEs (see Fernandez and Kofman 2014) and even parallelizing
techniques (see Fernandez, Kofman, and Bergero 2017).

Notes

1. Precisely, this happened to be the main obstacle for the success of our
implementation, as it will be shown.

2. The roommass of dry air ismda = 45[m3]× 1.2[kg ·m−3] = 54[kg] and
a quantum in energy is related to a quantum in temperature as �QE =
mda · cda ·�QT , then �T ≈ 0.1[◦C] = �QT · 2 since the quantum �Q
represents one half of the magnitude change.

3. Notice that this alsohappens in accepted traditional simulationmethods
based on the same assumptions.

4. (0 ≡ origin of spatial axis and 1 ≡ the other end side).
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Appendices

Appendix 1. Successive transition state
The successive transition method can be tracked back to Urano et al. (see
Yoshimi and Toshiyuki 1981, Yoshimi and Toshiyuki 1982) or Testuo Hayashi
et al. (see Hayashi et al. 1985). A short resume of themethod is the following.
The response in heat flux on a surface of a multi-layered wall to a unitary
(step) temperature excitation is expressed as:

φm(t) = Am0 +
∞∑
k=1

Amk e
−αk t , (A1)

wherem ∈ {X ,±Y , Z}. Thewell-knownmatrix Chen andWang (2001) expres-
sion for the heat fluxes (W/m2 ) in Laplace domain, in our case is4:[Lq0(s)

Lq1(s)
]
=

[GX (s) G−Y (s)
GY (s) GZ(s)

] [LT0(s)
LT1(s)

]
. (A2)

The Am0 ,A
m
1 , . . . in Equation (A1), are the residuals at the corresponding

poles -αk . These poles have been calculated using the Hittle method (see
Hittle and Bishop 1983) and characterize completely the dynamic thermal
responseof the element. Thegreater the k thebiggest theαk becomes. There
are four A sets, well in fact three since A−Y = −AY . In all of them A0 is the
thermal conductance of the element. The infinite series cannot be computed
so the series must be truncated at k = K.

φm(t) = Am0 +
K∑

k=1
Amk e

−αkt + Qmδ(t) (A3)

In Equation (A3) δ is the Dirac’s function and Qm =∑∞
k=K+1 Amk /αk . Finally

the transfer function Gm(s) is obtained multiplying the Laplace transforma-
tion of φm(t) by s.

Gm(s) = Am0 +
K0∑
k=1

Amk s

s+ αk
+ Qms (A4)

The hold or shaping function between sampled values of the forcing tem-
peratures is not a triangle but a trapezoidal shape. This shape allows to adapt
itself to a variable time step. Multiplying Equation (A4) by the transfer func-
tion of the hold function, using the Z-transform and after some involved
manipulations, we arrive at the different equations about the heat fluxes at
each side of the multi-layered element:

q0(tn) = a00T0(tn)+ a01T1(tn)+ D0

q1(tn) = a10T0(tn)+ a11T1(tn)+ D1

(A5)

The Equation (A5) is just a linear system of equations relating the new tem-
peratures and the density of the conduction heat flux [W/m2] at both sides
and at tn . The coefficients axx andDx depend on the time elapsed te from the
last evolution of the states and their previous value wside

k,n−1, Tside,n−1, side ∈
{0, 1}, k ∈ {1, . . . , K}. The succesive state transition computation has been
re-organized as follows to adapt it to the DEVS model implementation:

ϕk = e−αkte (A6a)

pk = (1− ϕk)/αkte (A6b)

a00 = AX0 +
QX

te
+ pAX (A7a)

a01 = −AY0 −
QY

te
− pAY (A7b)

a10 = −a01 (A7c)

a11 = AZ0 +
QZ

te
+ pAZ (A7d)

b00 = −
(
pAX + QX

te

)
(A7e)

b01 =
(
pAY + QY

te

)
(A7f)

b10 = −b01 (A7g)

b11 = −
(
pAZ + QZ

te

)
(A7h)

D0 = b00T0,n−1 + b01T1,n−1 +W0
ϕ (A7i)

D1 = b10T0,n−1 + b11T1,n−1 +W1
ϕ (A7j)

with pAm =∑K
k=1 pkAmk and Wx

ϕ =
∑K

k=1 ϕkwx
k,n−1, side ≡ x ∈ {0, 1}. Recall

that not all the terms in Equation (A6b) are computed. It depends on how
much time has elapsed te and the value of the poles since ϕk goes to zero as
time goes by (For details see Francés, Escrivá, and Ojer 2014).

Equations (A8) serve to update the states at both sides of the conduction
element.

w0
k,n = ϕkw

0
k,n−1 + pk{(AXk T0,n − AYk T1,n)− (AXk T0,n−1 − AYk T1,n−1)} (A8a)

w1
k,n = ϕkw

1
k,n−1 + pk{(AYk T0,n + AZk T1,n)− (AYk T0,n−1 + AZk T1,n−1)} (A8b)

Appendix 2. Projectionmethod for qrad−lw,new test
values
Any set {qrad−lw,j[side]} for a n-room is constrained to fulfil Equation (A9) or, in
other words, the radiation heat power balance.∑

j∈Bn
qrad−lw,j[side] = 0 (A9)

When propagating an event to a neighbouring room, the state of some
surfaces will be forced to remain constant; i.e. their Tj[side] and qrad−lw,j[side].
Additionally, the rest will be variable and used as test values qrad−lw,j[side],new .
Therefore now, these latter variables must be chosen carefully so that
Equation (A9) still holds and here we explain our approach to achieve that.

In order to simplify notation let us call qrad−lw,j[side] as xk according
to some ordinal enumeration of the room surfaces. By xoldk and xnewk , we
mean the fixed qoldrad−lw,j[side] and variable qnewrad−lw,j[side], respectively. The
Equation (A9) and the new constraints represent the intersection of hyper-
planes in a space of size(Bn) = K dimensions (see Equation (A10) in the new
notation).

x1 + x2 + · · · + xK = 0

xc1 = xoldc1

· · ·
xcC = xoldcC

(A10)

where the amount C of fixed values are named; c1, c2, . . . cC ∈ {1, . . . , K}.
Substituting the constraints into the first equation of (A10) we get:

xv1 + xv2 + · · · + xvK−C = −(xoldc1 + xoldc2 + · · · + xoldcC ) = d (A11)

where v1, v2, . . . are the actual surfaces used as variables during the itera-
tion, the rest remain constant. This represents an hyperplane in a subspace
of the original problem, or a projected problem, not crossing the origin. The
distance vector from the origin is:

d = a · d
‖a‖2

a = (1, 1, . . . , 1), (K − C)-dimensional vector

‖a‖2 = K − C

(A12)

Any new set {qnewrad−lw,j[side]} obtained from Equation (5) compatible with the
new set {Tj[side]} must be constrained to the previous hyper-plane. Using
the previously computed values, we create the projected vector xnew =
(xnewv1 , xnewv2 , . . . , xnewvK−C ). Next, the hyperplane (A11) is moved to the origin:
x’new = xnew − d The following K−C-vectors always belong to the trans-
lated hyperplane:

w1 = (−1, 1, 0, 0, . . . , 0)
w2 = (−1, 0, 1, 0, . . . , 0)
· · ·

w(K−C)−1 = (−1, 0, 0, 0, . . . , 1)

(A13)

A Gram-Schmidt orthogonalization {O1,O2, . . . ,OK−C} of (A13) is employed
to project x’new onto this hyperplane, as an approximate test point (see
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Equation (A14):

x’newproj = (x’new · O1)O1 + (x’new · O2)O2 + · · · + (x’new · OK−C)OK−C
(A14)

Finally the result is untranslated thus obtaining the new test values
qnewrad−lw,j[side] in the projected subspace compatible with the original con-
straints.

xnew = x’newproj + d (A15)

Appendix 3. LIQSS non-autonomous
Originally the LIQSS Migoni (2010) was devised for autonomous systems of
the type:

ẋ1 = f1(x1(t), x2(t), u(t)) ≈ f1(q1(t), q2(t), u(t))

ẋ2 = f2(x1(t), x2(t), u(t)) ≈ f2(q1(t), q2(t), u(t))

· · ·
(A16)

where u(t) is an external forcing function. If LIQSS detects that ẋj = 0 within
the actual quantum step then it tries to get an estimate q̃j of q̂j :

ẋj = 0 = fj(q1(t
−), q2(t−), . . . , q̂j , . . . , qn(t−), , u(t−)) (A17)

where t− indicates the previous value. The estimate is obtained as:

0 = ẋj(xj(t)) = ẋj(qj(t
−))+ ∂ ẋj

∂xj
(qj(t

−)) ·�Qj = ẋj(qj(t
−))+ Aj,j ·�Qj

(A18)
Therefore if Aj,j �= 0 then the new quantum should be:

�Qj = fj(q1(t−), q2(t−), . . . , qj(t−), . . . , qn(t−), , u(t−))

Aj,j
(A19)

However, for the case of non-autonomous systems:

ẋ1 = f1(x1(t), x2(t), u(t), t) ≈ f1(q1(t), q2(t), u(t), t)

ẋ2 = f2(x1(t), x2(t), u(t), t) ≈ f2(q1(t), q2(t), u(t), t)

· · ·
(A20)

Equation (A19) does not take into account the effect of the time advance
�t = ta from the current quantized state qj(t−) until q̃j . In this case the esti-
mation A18 must be changed. As in (A19) it is assumed that all variables are
constant but xj and now also t:

0 = ẋj(x1, x2, . . . , x̌j , . . . , ť) = ẋj(qj(t
−), t−)

+ ∂ ẋj
∂xj

(qj(t
−), t−) · ∂xj

∂t
(qj(t

−), t−) ·�t

+ ∂ ẋj
∂t

(qj(t
−), t−) ·�t

0 = ẋj(x1, x2, . . . , x̌j , . . . , ť) = ẋj(qj(t
−), t−)+ ðẋj

ðt

∣∣∣∣ �=t,xj (qj(t
−), t−) · ta

(A21)
Calling aj the derivative ðẋj/ðt|�=t,xj (or partial acceleration) the estimated
time advance t̃a needed to achieve ẋj(t) ≈ 0 is:

t̃a = − ẋj(qj(t−), t−)

aj
(A22)

therefore, now, the quantum �Qj needed is:

�Qj =
∫ t̃a

0
(ẋj(qj(t

−), t−)+ aj · t)dt = ẋj(qj(t
−), t−) · t̃a + aj · t̃

2
a

2
(A23)

Appendix 4. Components DEVSmodel
The DEVS formalism explanation can be found in many good books like
Wainer and Mosterman (2010). DEVS is a structure :

M = 〈X , S, Y , δint(), δext(), δcon(), λ(), ta()〉 (A24)

where X is the set of input values, S the set of internal states, Y the set of out-
put values and the rest are functions. Namely, δint() : S→ S is the internal
transition function, δext() : Q× S→ S the external transition function, λ() :
Y → S the output function and ta() : S→ R+0,∞ the time advance function.

Figure A1. General blocks scheme of a DEVS QSS integration and its mapping to
the our DEVS model of Figure 4.

Q = {(s, te)|s ∈ S, 0 ≤ te ≤ ta(s)} is the total state and δcon() serves to sort
how concurrent events are processed. The DEVS simulation engine follows,
briefly, the following rules:

• External transitionwhen an external event arrives: 1) δext() is calledwith te
less than the last scheduled ta for the component, 2) a new ta is scheduled
by calling ta() with the internal state created by the external event.

• Internal transitionwhennext scheduled component needs to be called: 1)
the component issues an output by calling λ(), 2) then there is an internal
state change by δint(), 3) finally ta() is called and a new time advance ta is
scheduled, i.e. when the component needs to be called again.

The detailed exposition of each DEVSmodel would require specifying all
these structures for each component and falls out of the scope and extent of
the paper. Nevertheless here we include some key aspects of the models.

Any componentwhichbehaves as a functionhas somebehaviour in com-
mon: after an external transition, ta() returns 0[s] in order tomake an internal
transition instantaneously and after λ() outputs a value and δint() is called,
the ta() returns ta = ∞, i.e. it remains waiting forever until a new external
event arrives.

Appendix 5. Inclusion of the QSS integrator in our
buildingmodel
Figure A1 shows a very simplified scheme (see the details in Migoni 2010) of
aQSS integrator of anODEs. The idea of aQSS integrator is the following. The
functions fj are used to evaluate the time derivative of each dynamical vari-
able. These values are handedover to the integrator. In the simplest case, the
QSS takes that derivative as constant and accordingly, inside the integrator, a
continuous variablemust evolve linearly. QSS computes the time left for this
internal state variable to reach its next quantum value and the DEVS engine
schedules the next output event. This is done for all the variables asyn-
chronously. Therefore, the next output event for the QSS integrator-block
componentwill occur for that quantized variable {q1, . . . , qN} corresponding
to the internal variable {x1, . . . , xN} closer, in time, to its next quantized value.
If this happens then all the functions fj (time derivatives) must be evaluated
and each QSS integrator element must re-schedule its next output event.
Notice that from the point of view of the root DEVS simulator, an external
input u(t) event could arrive before an output event from theQSS-block thus
re-scheduling, once more, the next quantum transition of those {x1, . . . , xN}
which depend on the input event.

Since the functions fj must be evaluated, that means that the compo-
nents RAD2WALLs, WALL, RAD and GLOBALBALANCE (used inside these fj ,
see Figure 4) behave actually as functions. Details of theWALL and RAD com-
ponents are similar, although not identical due to implementation issues,
to those found in Francés, Escrivá, and Ojer (2014). The GLOBALBALANCE
component also changes from Francés, Escrivá, and Ojer (2014) for the same
reason, but it is worthwhile to expose here, at least the logic of its λ()

function.
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Algorithm 1 GLOBALBALANCE
1: procedure λ(t)
2: OK ← true
3: if Errorrad−lw > TOLrad−lw then
4: OK ← false
5: if !OK then
6: Propagation← false
7: Create a vector with the subset of actual variables qrad−lw,j[side]
8: if Errorrad−lw < Previous Errorrad−lw then
9: Previous Errorrad−lw ← Errorrad−lw

10: else
11: Propagation← true � Cannot reach a local solution

12: if (OK & Propagation) ‖ (OK & All WALLs called) then � End
13: return Event
14: if (OK & !Propagation) ‖ (!OK & Propagation) then � Locally solved ‖ not locally solved, respectively
15: Propagation← true
16: Prepare everything for a new propagation

17: if (!OK & !Propagation) then � Try to solve locally
18: Estimate the qnewrad−lw,j[side] using Appendix 2

return Event

Note: The GLOBALBALANCE return value of the Event
in (Algorithm 1) is not important because some
internal information structures are used to pass the
information.

Finally, the ROOM/ZONE components are different, they are not func-
tions and contain the QSS integrators (all of them could be just QSS or CQSS
or LIQSS, in our case). These are the balance or conservation equations.
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