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Abstract— Unmanned aerial vehicles (UAV) swarm is an
organic whole formed by a certain number of drones coop-
erating with each other. It has more advanced and diversified
functions and can complete more comprehensive and complex
tasks. UAV swarms currently are faced many problems such
as low intelligence, rough cooperative control algorithms, and
inaccurate behavior prediction. Simulation modeling plays an
important role in the research of these critical technologies.
Traditional simulation modeling has serious simulation error
accumulation and data lag. We propose the design of par-
allel simulation system for UAV swarms. We complete the
related work of dynamic generation of simulation entities, state
synchronization between simulation entities and UAVs, and
ultra-real-time simulation. Through the performance test, the
experimental results prove that UAV swarm parallel simulation
system (UAVSPSS) has the ability to dynamically generate
the simulation entity in a short time and complete the state
synchronization of the simulation entity in a limited time.
These results show that the UAV swarms parallel simulation
system provides stability of simulation errors and real-time
synchronization of data.

I. INTRODUCTION

With the development of related technology and the ex-
pansion of mission fields for UAV, the action mode of UAVs
has begun to change from a single UAV to UAV swarms.
In the complex and changeable battlefield environment, the
survivability of a single UAV is weak, the task execution abil-
ity is limited. In the UAV formation, the drones collaborate
on tasks and complement each other’s advantages, improving
the efficiency of task execution, expanding the scope of tasks,
enhancing combat capabilities, and improving environmental
adaptability [1], [2].

In the research and development of UAV swarms cooper-
ative control, modeling and simulation is still an important
research method for scientific exploration. Many scholars
focus on the four aspects of combat modeling framework,
combat effectiveness analysis, autonomous control methods
and simulation platform development, and research, optimize
and innovate UAV swarms collaborative control algorithms
[3]-[6]. Undoubtedly, these studies have contributed their
own strength to the development of UAV swarms, but there
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are still many shortcomings. UAV swarms are the very com-
plex system with strong dynamic evolution and adaptability.
The simulation system still doesn’t accurately predict the
behavior of the next moment, which has extreme precision.
The reason is that the errors between the model parameters
and the physical equipment are constantly accumulating and
expanding with the advancement of simulation [7].

Parallel simulation emerges as the times require. In fact,
there is no unified statement about parallel simulation at
home and abroad. Similar concepts include data-driven, data
twin, symbiotic simulation and online simulation. In 2000, in
a special academic discussion held by the National Natural
Science Foundation of the United States, Frederica Darema
put forward the concept and main content of dynamic data-
driven application system [8]. According to the requirements
of modeling and simulation, dynamic data-driven modeling
and simulation dynamically injects data into the simulation
modeling process, realizing the real-time evolution of models
and parameters [9]. In 2002, Richard Fujimoto etc. proposed
the concept of Symbiotic Simulation System [10]. In the
same year, Michael Grieves, a professor at the University
of Michigan in the United States, mentioned in a paper
that a corresponding simulation entity can be constructed
on a virtual simulation platform by using physical device
data, and the life cycles of the two can be linked in both
directions, proposed the concept of digital twin [11]. In
2004, the team of Wang Feiyue from the Key Laboratory of
Complex System and Intelligence Science in China proposed
the ACP method related to parallel systems [12]. In 2007,
the "Deep Green” program proposed by the US Defense
Advanced Research Projects Agency (DARPA) attempted to
embed simulation into the command-and-control system to
provide online real-time simulation for decision-making, im-
proved decision-making capabilities and prediction accuracy
[13]. In a word, parallel simulation dynamically updates the
model and parameters by collecting the real data of physical
system, correcting the simulation system state, improving the
reliability of simulation modeling.

In order to solve the problems faced by the current UAV
swarms simulation, we propose an ultra-real-time simulation
system for UAV swarms based on parallel simulation, and
implement UAVSPSS. Compared with the traditional simu-
lation system, UAVSPSS is driven by real-time data, which
ensures the stability of simulation errors and the real-time
synchronization of data. UAVSPSS and UAV swarms execute
in parallel and control each other, optimizing the relevant
parameters of UAVSPSS, improving the collaborative control
capability of UAV swarms.
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The remainder of this paper is organized as follows.
Section II tells the overall design of UAVSPSS. Then, in
Section III, we describe in detail the implementation of
UAVSPSS, including dynamic generation, state synchroniza-
tion and ultra-real-time simulation for simulation entities.
Section IV discusses the experimental results of dynamic
generation and state synchronization for simulation entities.
Section V summarizes related works of this paper.

II. OVERALL DESIGN OF UAVSPSS

This paper proposes the overall design of UAVSPSS,
as shown in Fig. 1. Specifically, it includes six modules:
simulation engine, communication module, data processing
module, resource management, decision-making and learning
module and resource support library.

The simulation engine, the core component of system
operation, is responsible for advancing simulation time,
scheduling, and running simulation entities, managing data
logging, and controlling simulation events. The simulation
engine manages and calls each functional module as needed
to ensure the complete and accurate of the simulation pro-
cess. The simulation engine synchronized startup with the
parallel simulation system. The simulation engine will call
the communication module and data processing module to
complete the data interaction with the UAV cluster, call the
resource manager to realize the dynamic addition, correction,
and deletion of simulation entities, and call the decision-
making and learning module to evaluate and study.

UAV Swarms Parallel Simulation System

Simulation Engine

Simulation
Control

Time

Advance Schedule
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Decision &
Learning Module
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Model Library Algorithm Library

Fig. 1.
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Overall design of UAVSPSS

The communication module, based on the TCP /IP pro-
tocol, ensure data communication between the UAV swarms
and the parallel simulation system. A series of data interfaces
are defined inside the communication module to ensure the
standardization of data output, and simple preprocessing is
performed on the data to facilitate further analysis of the
data. The data processing module performs a more detailed
analysis operation on the data output by the communication
module, analyzes it according to the characteristic parameters
in the data, and formatted storage it.

The resource manager is responsible for real-time dynamic
addition, modification, and deletion of simulated entities.
According to the entity parameters obtained by data pro-
cessing, the model library is matched, and the corresponding
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simulation model is associated, and is instantiated and loaded
into the parallel simulation system. In addition, in the process
of interaction between the UAV swarms and the parallel
simulation system, to ensure the consistency of the state and
information of the real UAV and the simulation entity, revise
the parameters of the simulation entity by the real-time data
which the UAV swarms provide.

The decision-making and learning module in charge of
making decision and study by calling appropriate algorithms.
Based on the real-time data provided by the UAV swarms,
a reasonable plan is designed according to the task planning
algorithm, and the path planning algorithm is used to design a
reasonable path during the timeout simulation process to en-
sure the completion of the task. During the entire simulation
process, the scheme is evaluated through a suitable evaluation
algorithm, the optimal strategy is finally selected and sent to
the UAV swarms. After the UAV swarms is executed, the
algorithms, models and systems are corrected and optimized
through the execution results.

The resource support library provides basic data support
for the parallel simulation system to dynamically generate
simulation models, modify simulation entities, and time-
out simulation, including databases, algorithm libraries, and
model libraries. The database mainly stores the basic data,
decision historical data and simulation historical data of
the system. The algorithm library contains the core algo-
rithms necessary for the UAV to perform tasks such as path
planning, task allocation, and formation control. The model
library contains mainstream UAV models for the generation
and simulation of simulated entities.

III. IMPLEMENTATION OF UAVSPSS

UAVSPSS is driven by the real-time data of physical
equipment. UAVSPSS provides the full process of UAV
swarms simulation, including dynamic generation of simu-
lation entities, state synchronization of simulation entities
and ultra-real-time simulation. In this section, we discuss in
detail the implementation of UAVSPSS. Firstly, Subsection A
talks about the full process of simulation entities generation,
including generation, association, load. Next, Subsection B
explains what happened in the whole process of simulation
entities state synchronization. Finally, Subsection C describes
in detail how ultra-real-time simulation works.

A. Dynamic Generation of Simulation Entities

In a parallel simulation system, the dynamic generation
of simulation entities is a necessary operation to ensure that
the simulation engine works normally and does not affect
the entities being simulated. For the simulation entities that
need to be dynamically added, the real system will provide
the parallel simulation system with the drone’s serial number,
model, and related parameters such as current power, speed,
and size. After UAVSPSS receives the data, it checks whether
the drone simulation entity already exists by the unique
identifier of the drone: if it exists, the drone simulation
entity is directly called, and the matching is completed. if
it does not exist, according to the drone The model and
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related parameters are matched in the model library, the UAV
simulation entity is created and initialized, and the simulation
entity is loaded in the simulation engine. If the corresponding
model is not found, a pop-up warning will be displayed. The
specific process is shown in Fig. 2.
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Fig. 2. Dynamic generation of simulation entities

B. State Synchronization of Simulation Entities

The environment in which the UAV swarms perform tasks
is usually unknown, so changes in data such as status and
operating parameters are inevitable during the execution
process. With the advancement of the task process, to ensure
the accuracy of the simulation of the UAV swarms by
the simulation entities in the parallel simulation system,
according to the real-time detection data of the UAV swarms
and the UAV state information, system synchronize the state
of simulation entities. The specific process is shown in Fig.
3.

The UAV swarms send the UAV state update message
to UAVSPSS when the state changes. UAVSPSS parses the
received data, performs consistency check, does nothing for
entities that do not need to be changed, adds the state change
list to the entities that need to be changed, and finally
traverses the state list and updates the entity state. After the
update is complete, the consistency check is performed again
to complete the state synchronization. Due to the complexity
and variability of the real environment, the UAV may lose
contact or be damaged at any time. In this case, the UAV
cannot send any information to the parallel simulation system
in time. Therefore, if the state doesn’t change, the simulation
entity will periodically send probe messages to the UAV. If
the UAV does not reply for a long time, the UAV should be
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regarded as disconnected, and can be regarded as an obstacle
or danger if necessary.

C. Ultra Real-time Simulation

Ultra-real-time simulation is the core function of the
parallel simulation system, which aims to help UAV swarms
efficiently complete tasks, better deal with emergencies, and
minimize the damage of UAV members in complex and
changeable external environments. Ultra-real-time simula-
tion includes two parts: timeout simulation and real-time
simulation. In real-time simulation, through high-precision
simulation of real UAVs, the situation at the next moment
can be predicted as accurately as possible. In ultra-real-time
simulation, multi-branch quickly simulation is performed,
analyzed, and evaluated to obtain the optimal strategy, which
is pushed to the physical environment for execution.

According to the above functional requirements, the spe-
cific process of ultra-real-time simulation implementation is
shown in Fig. 4. UAV swarms detect and perform tasks in
real environments and send data to UAVSPSS. UAVSPSS
processes the received real-time data, obtains information
such as the current state of the UAV, the surrounding environ-
ment, and the current task, and then predicts the behavioral
intention of the UAV based on the algorithm and historical
database, judges the possibility of its multi-branch. For
behavioral states without branching intentions, perform real-
time simulation to predict the situation at the next moment,
and send possible exception events to the UAV swarms
to make better decision. For cases with multiple possible
solutions, system saves the current state, generate copies,
models, and solutions with a similar number of branches,
and prepares for hyper-real-time simulation deduction in the
simulation engine.

UAVSPSS starts to execute the interrupt program after the
state is saved, like the interrupt mechanism of the operating
system. The interrupt program here is the What-if deduction
program, that is, the deduction method of what results will
be caused if the program is executed. Loop through the
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branch list, simulate and deduce each scheme in the shortest
time possible, and evaluate it according to the analysis
and evaluation function. For branch schemes that do not
reach the expected threshold or have exceptions, they should
be directly discarded to improve the quality of decision-
making. After ultra-real-time simulation, the optimal deci-
sion is pushed to the UAV swarms for execution. System
obtains the execution result, and the model is corrected and
learned through the deviation between the actual result and
the expected result.

IV. EXPERIMENT

A. Experiment Environment

Based on the design scheme described above, this paper
implements a coarse-grained simulation system for UAV
swarms based on parallel simulation under the Windows
operating system. At present, there are many excellent sim-
ulation platforms on the market, such as ROS, MATLAB,
etc. These platforms are very comprehensive and refined in
function and granularity, and there are still excellent teams
optimize them. Therefore, the realization of this system
doesn’t focus on the fineness of the simulation but reflects
the idea of parallel simulation.

The practicability of UAVSPSS should be firstly verified to
prepare further development and optimization. In this paper,
the dynamic generation time of simulation entities is tested
to judge whether the system can accurately dynamically
generate and load simulation entities in a short time. The
experiment is carried out on the state synchronization delay
of the simulated entity, to judge whether the system can
complete the state synchronization in a limited time. In this
paper the experiments are completed in the hardware and
software environment shown in Table 1.

61

TABLE I
EXPERIMENT SOFTWARE & HARDWARE ENVIRONMENT

CPU Intel(R) Core(TM) i5-10400F 2.90GHz
Memory 16.00GB
Operation System Windows 10
Development Platform Qt 5.11.2

B. Results Analysis

In this paper, the dynamic generation delay and state
synchronization delay of the simulated entity are tested. The
following are the relevant experimental results and analysis.
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The UAV swarms parallel simulation system dynamically
generates and associates simulation entities for newly con-
nected UAV. Among them, the dynamic generation delay
of the simulation entity is the total time that the paral-
lel simulation system receives the UAV connection signal,
matches the model, generates the simulation entity, associates
the model and the system successfully loads the simulation
entity. We repeated 1,000 simulation entity dynamic gener-
ation experiments, performed statistical calculations on the
experimental results, removed invalid data, and calculated
that the average delay was 3 ms, the median delay was 2 ms,
and the maximum and minimum delays were 27 ms and 1
ms. In particular, 85.8% of the data is between 1 ms and Sms,
11.6% of the data is between 5 ms and 10 ms, and only 2.6%
of the data is between 10 ms and 30 ms. The experimental
results shown in Fig. 5, indicates that the dynamic generation
delay of the simulated entity is relatively stable and lower
time-consuming. The delay from initialization to loading of
most entities can be controlled within 10 ms, indicating that
the system performs well. However, there are still a few
invalid data and data with large delay in the experiment.
The generation process ended prematurely, which is caused
by the failure of the UAV connection, produces the invalid
data. The reason of high delay is too many parameters and
different task complexity of UAV. The dynamic generation of
the simulation entity is before the execution of the task, and
the UAV is still not taking off at that moment, so the delay
of tens of millisecond is still within the acceptable range.

In the process of parallel simulation, in order to ensure
the accuracy of the simulation, the physical equipment needs
to synchronize state information with the simulation entity

Authorized licensed use limited to: Carleton University. Downloaded on October 06,2022 at 07:35:17 UTC from IEEE Xplore. Restrictions apply.



UAVI
UAV2
UAV3
UAV4
UAVsS

time/ms

30

40
number of experiments

50 60 70

80

90 100

Fig. 6. State synchronization delay of multiple simulation entities

in real time, which requires the parallel simulation system
to process the state synchronization information efficiently
and accurately. In this paper, the state synchronization delay
of the simulated entity is tested, and 5 UAVs are con-
nected to perform 100 state information synchronization
respectively. Among them, the state synchronization delay
of the simulation entity is the total time from receiving
the information from UAVSPSS to the completion of the
state synchronization of the simulation entity. As for the
communication delay from the UAV to UAVSPSS isn’t
considered in this paper. The data in Fig. 6 indicates that
there is still a small fluctuation in the state synchronization
delay of each simulated entity, and the fluctuation range
is between 1 ms and 4 ms, fortunately there is no special
exception data. Fig. 7 summarizes the statistical data such as
average delay, median delay, maximum delay and minimum
delay. We found that the average and median synchronization
latencies for all simulated entities were around 3 ms, with
the fastest reaching 1 ms and the slowest being 5 ms.

5

. EUAV] BUAV2 mUAV3 mUAV4 BUAVS
444 4

w 291 546
£ 3:96[2.94 33333
A 2.8
o 3
£ 2
=

2

1111
| (L
0
AVG MID MIN MAX

Fig. 7. Comparison of feature data of multiple simulation entities

The experimental data and analysis show that, in
UAVSPSS, the dynamic generation delay of the simulation
entity can be controlled within 10 ms, and the performance
is stable, which indicates that the system can dynamically
generate and load the simulation entity during a short time.
At the same time, the state synchronization delay of the
simulation entity is stable within 4 ms, and the performance
is good, which can ensure that the system can complete the
state synchronization of the simulation entity within a limited
time.
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V. CONCLUSIONS

This paper aims to design and implement an ultra-real-
time simulation system for UAV swarms based on parallel
simulation. We design the overall constructure of UAVSPSS.
We implement dynamic generation, state synchronization
and ultra-real-time simulation for simulation entities in
UAVSPSS. Based on a quantitative and qualitative analysis
of the experimental results of the dynamic generation delay
and state synchronization delay of simulation entities, it can
be concluded that the dynamic generation delay of simulation
entities fluctuates significantly but the value is low, and the
state synchronization delay of simulation entities is stable
within the low delay range. The results indicate that the sys-
tem can dynamically generate simulation entities in a short
time and complete the state synchronization of simulation
entities in a limited time. Low-latency synchronization of
state information of simulation entities is the first essential
to ensure the accuracy of real-time simulation. Although
invalid data and high latency appeared in the experiment,
this situation reflects the inadequacy of the system, and the
system needs to be optimized before being put into use. In
addition, the granularity of the simulation and the correction
of the model also should be considered.

Based on these conclusions, the next step should optimize
the system in the following aspects: (1) Data integrity should
be ensured as much as possible to reduce the need to
transmit data irrelevant to state synchronization through state
synchronization when the simulation entity is dynamically
generated. (2) Optimize the event manager to ensure that
when multiple UAVs perform state synchronization at the
same time, the synchronization is completed according to
priority and time sequence. (3) Combine the existing simu-
lation platform to carry out higher-precision simulation. (4)
Combine better UAV swarms cooperative control algorithms
and model learning frameworks.
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