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Abstract—Fingerprinting positioning aided by wireless tech-
nologies plays an important role in a variety of industrial appli-
cations, such as factory automation, warehouse automation, and
underground mining, where guaranteeing a position prediction
error smaller than a threshold value is necessary to meet certain
functional requirements. In this paper, we firstly design a deep
convolutional neural network that uses the channel impulse
response measurement as an input parameter to predict the
position of a mobile robot. Second, we propose a simulated
annealing algorithm that finds a minimum number of access
points with their respective optimal positions that satisfies an
expected average distance error in terms of a mobile robot’s
predicted position. The obtained results show that the average
distance error is significantly reduced, e.g., by half compared to
the case without optimal positions of access points.

Index Terms—fingerprinting positioning, convolutional neural
network, channel impulse response, simulated annealing

I. INTRODUCTION

Autonomous mobile robots automate several logistics tasks
in domains such as warehouses, factories and mines. In
warehouses and order fulfillment centers, for example, they
can transport a rack of items to a picking station and back
to the point of origin [1]. In factories, they can be used to
move items between different machines and conveyors [2]. In
mines, they can be used for inspection along tunnel routes [3].
In these domains, the problem of assigning robots to different
tasks has been investigated to optimize task completion times,
shorten distances traveled, reduce waiting times, and generally
improve resource utilization [4]. To achieve many of these
goals, continuous information about the position of the robots
is essential. For example, to minimize the distance traveled
in a factory, the task of moving a finished product from a
machine to a storage location can be assigned to a robot that
is closer to the machine than to one that is away from it. This
can only be achieved if the position of the robots is known
in real time with reasonable accuracy. Although satellite-
based global positioning systems can be used to locate robots
outdoors, they are unreliable for indoor environments such as
factories, mines, and warehouses. To address this problem,
several indoor positioning systems have been proposed that
rely on wireless communication technologies such as ultra-
wideband and WiFi [5]–[9]. These approaches rely on methods
such as lateration, angulation, and fingerprinting to locate an
object of interest, such as a robot. In lateration, the distance
of the receiver is measured by three different transmitters
whose positions are fixed, and the receiver must be within

the intersection of the area covered by each transmitter, while
angulation measures the angle of arrival. In the fingerprinting
approach, information in the form of received signal strength
indication (RSSI), or channel impulse response (CIR) is de-
termined and stored in a database. This is compared with the
information received at runtime to estimate the position. A va-
riety of techniques/algorithms have been proposed to improve
the accuracy of position determination, and machine learning
techniques have recently emerged as a possible solution for
dealing with unpredictable radio propagation characteristics
[10], [11]. However, in the literature, most machine learn-
ing techniques based on both supervised and unsupervised
learning categories are used to improve the accuracy of the
positioning system with a fixed number of wireless reference
nodes/access points (APs) (also called anchors) and their fixed
positions. Moreover, the positions of APs/anchors play an
important role in improving the quality of service of wireless
systems in general, as well as in increasing the accuracy of
positioning systems [12]–[14]. Therefore, an intensive study of
the effects of the number of APs/anchors and their positions
on the accuracy of the positioning system is required.

Signatures in terms of RSSI, channel state information
(CSI), and CIR have been adopted widely in the literature.
However, CIR may provide better system performance in terms
of security aspect compared to RSSI [15]. Therefore, in this
work, the dataset based on CIR features is selected because it
contains the environment information and is unique for each
pair of wireless nodes. As a result, the CIR dataset can also
be used for physical layer security [16] in future work.

In this paper, we propose to use a deep neural network to
predict the position of the robot based on CIR to minimize
average distance error (ADE) (See Eq. (2)). We approach
this problem by determining the locations for access point
placement and the minimum number of access points required
to guarantee a threshold ADE. Specifically, we formulate the
following research questions (RQs):

• RQ1: How to position APs to minimize ADE?
• RQ2: How to minimize the number of APs deployed

while guaranteeing the threshold ADE?

To address the first RQ, we design a deep convolutional neu-
ral network (DCNN) using CIRs as input data for both training
and test phases. Then, we propose a Simulated Annealing (SA)
algorithm to find the optimal positions for a specific number
of APs. In order to solve the second RQ, we consider an
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Fig. 1. Simplified layout of a factory.

increase of number of the APs and then repeat the proposed
SA algorithm until the ADE requirement is satisfied, i.e. the
obtained ADE is smaller or equal to the threshold ADE.

The rest of the paper is organized as follows. Typical use
cases are introduced in Section II, followed by related works
in Section III. Section IV presents the system model and CIR
measurement. Section V describes the designed DCNN for
predicting the mobile robot position. Next, Section VI provides
the proposed algorithm finding the optimal number of APs and
their optimal positions as well. After that, the evaluation of
our solution is presented in Section VII. Finally, Section VIII
concludes the paper.

II. POSITIONING USE CASES

We describe scenarios from three different domains, (i)
factory automation, (ii) mining, and (iii) warehouse automation
to show how positioning information can be used for assigning
tasks to robots.

A. Factory Automation

A factory usually has several stations, and each station may
consist of one or more machines that perform specific jobs,
such as polishing or palletizing objects of interest. Once a job
is completed at one machine, the objects must be moved to
the next stage. This can be either another machine within the
same station, a machine in another station, or, when all jobs
are completed, a storage area. In any of these scenarios, mobile
robots can be used to move the objects in question between
different locations (see Fig.1). An indoor positioning system
can be used to actively monitor the position of these robots
and assign the task of moving objects between different stages
to different robots so that a specific goal, such as a shorter
traveled distance or higher throughput, can be achieved. If the
ADE is sufficiently low, the position data can be used not only
for task assignment but also for motion planning and control
of the mobile robots.

B. Mining

Autonomous mobile robots can be used in mining for
various purposes such as inspection [3] and material handling
[17]. In all the scenarios, the robots operate in underground
tunnels requiring indoor positioning systems. Moreover, track-
ing all the miners are to be a legal requirement by the Mine

Improvement and New Emergency Response (MINER) [10]
and consequently an indoor positioning system with increased
accuracy is essential.

C. Warehouse Automation

In warehouses and order fulfillment centers, mobile robots
can be used in many different ways [1]. A mobile robot can
move an object from a shelf to a picking station or move an
empty shelf to be replenished and then return the replenished
shelf to its position. Alternatively, it can move a shelf of
objects of interest to a picking station. Since these warehouses
are typically large indoor spaces, multiple mobile robots may
be required, and the goal may be to improve throughput with a
minimal number of robots. Similar to the factory environment,
indoor positioning systems can be used to monitor the position
of these robots and assign tasks to the robots to achieve the
goal of throughput.

III. RELATED WORK

In [18], a ray tracing assisted fingerprinting method is
proposed to estimate a position by fusing the predicted and
measured signatures in terms of CIRs. By combining the
measured and predicted CIR, the position prediction error de-
creased. In [19], a deep learning approach for WiFi positioning
method is presented, where the authors show that a deep
learning based model can provide better performance than
others such as KNearest- Neighbor (KNN) or Support Vector
Machines (SVM). To improve the positioning accuracy of the
algorithm, an adaptive K-value WKNN algorithm based on
WiFi signals is proposed in [20], [21]. A deep learning method
for 5G positioning is presented in [22], which uses both the
complex impulse response and channel geometric parameters
to improve the localization error. Another approach, namely a
superresolution aided fingerprinting algorithm is introduced to
decrease the positioning error compared to the conventional
method using CSI [23], [24]. Different neural network ap-
proaches are proposed for underground mining applications
using CIR as the signature dataset in [25]–[27]. To improve
the positioning accuracy, the authors in [28] build different
datasets based on CIR, RSSI, time of arrival, time difference
of arrival, and the ratio of the first path amplitude to the
peak amplitude. Another method is also proposed for the
ultrawideband systems in [29]. The Kullback-Leibler distance
kernel regression is used for position prediction in [30], which
significantly improves the average localization accuracy. In
[31], an unsupervised learning technique is used for WiFi
positioning application based on the collected CSI dataset. In
[32], a transfer learning approach is proposed to deal with
a small number of samples of the dataset and reduce the
positioning error. Another fingerprint feature transfer approach
is proposed in [33] to improve localization accuracy and
adaption efficiency. In contrast to indoor positioning, outdoor
positioning using a multipath fingerprinting dataset is proposed
in [34]. However, all the aforementioned works only aim to
improve the distance error performance using a predefined
number of APs and their positions.
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Fig. 2. System model.

IV. SYSTEM MODEL AND CHANNEL IMPULSE RESPONSE
MEASUREMENT

We consider n APs communicating with a mobile robot
in a room, as in Fig. 2. While the mobile robot moves only
on the floor with position (xm, ym), all APs are mounted at
position (xi, yi, zi). To determine the position of the mobile
robot, it communicates with all APs in the downlink or uplink.
In the downlink, each AP sends its signal to the mobile
robot in different time slots following Time Division Multiple
Access (TDMA) to avoid unexpected collisions between APs.
In this case, the mobile robot can estimate its own position. In
contrast, the mobile robot communicates with all APs in the
uplink by broadcasting its signal in one slot. It is assumed that
all APs are connected to each other to exchange their data and
determine the mobile robot’s position for other purposes, such
as optimal path planning for the mobile robot. In a scenario
with multiple robots, a scheduling algorithm is needed for the
wireless transmission for all robots, which is beyond the scope
of this work.

To determine the mobile robot position, we measure CIR
between each AP and mobile robot and then use DCNN for
predicting its position. The CIR model can be expressed as
follows [35]:

CIR (t) =

N∑
i=1

hisinc [W (t− τ − ti)] , (1)

where W , N , hi, τ , and ti are the system bandwidth, the
total number of paths, the complex channel gain in accordance
to the path-i, the transmission delay, and the delay deviation
between the first path and path-i, respectively.

In the literature, to investigate the performance of indoor
wireless solutions, channel modeling and measurement meth-
ods have been proposed for different types of applications.
Ray tracing channel modeling is a suitable tool for both line of
sight (LoS) and non line of sight (NLoS) [36]–[38]. Moreover,
the ray tracing channel model and CIR measurement are
supported by software, e.g., the Matlab library [39]. Therefore,
in this work, the ray tracing simulation of the CIR is used
to calculate the CIRs between the transmitter and receiver, as
shown in Fig. 3. At the transmitter, a wide range configuration

Transmitter 
APi

Ray tracing 
channel

While 
Gaussian 

noise
Receiver CIR

Fig. 3. The processing chain calculating CIR.

parameters are set to generate the waveform for the respective
packet according to a particular standard, e.g., IEEE. 802.11az
[40]. The 802.11az packet is then transmitted over the ray
tracing channel before white Gaussian noise is added. At the
receiver, a number of tasks are performed before extracting
CIR, such as packet capture, coarse frequency correction, time
synchronization, fine frequency correction, demodulation, and
channel estimation. In this work, the measured CIR is sampled
at a certain frequency and then the magnitude of each multi-
path component in the CIR is calculated. Finally, the real CIR
values are obtained.

V. DEEP CONVOLUTIONAL NEURAL NETWORK

A DCNN is used for a large number of applications such
as object detection, image classification and so on. Due to the
fact that the real CIR values are sequences in time, a DCNN
is used in this work [41]. Various DCNN configurations have
been studied in the literature, such as Alexnet [42], VGG-16
[43], ResNet-50 [44], and Efficient-B0 [45]. We adapt these
approaches to construct the designed DCNN. In particular, the
designed DCNN is based on K blocks, including convolutional
layer (Conv), batch normalization layer (BatchNorm), rectified
linear unit (ReLU), pooling layer (Pool), followed by a dropout
layer, fully connected layer (FC), and a softmax layer, as
shown in Fig. 4. Here, one Conv is responsible for extracting
features from the input data with a kernel, while multiple
Conv layers can extract high-level features. To speed up the
training process, BatchNorm and ReLU are used. Also, a
dropout layer is used to solve the overfitting problem. As the
data passes through Conv, the size of the features is reduced
before redundant information is removed using Pool to reduce
computations.

A. Dataset Generation

We first create an indoor environment with a detailed
dimensions, as shown in Fig. 5 using the Sketchup software
[46]. We assume that three machines M1, M2, and M3 located
in the room cooperate with each other following a specific
chain of operations. In addition, several mobile robots are
responsible for various tasks, such as feeding material to each
machine. Each mobile robot moves with the velocity (vx, vy).
While several APs are mounted at (xi, yi, zi), a wireless device
is also mounted on the mobile robot at height h. Here, all the
mobile robots are allowed to move in the gray colored area
as shown in Fig. 5. The direct link between each AP and the
mobile robot exists following a LoS link. We also consider a
metallic surface for the propagation ray tracing model.

To generate the DCNN dataset, we collect the measured
CIRs for all pairs of APi-mobile robot with different signal-
to-noise ratios (SNRs) considering all possible positions of
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Fig. 4. Deep convolutional neural network architecture.
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Fig. 5. Indoor environment room.

the mobile robot, as shown in Fig. 5. The distance between
two seamless positions is α. The obtained dataset is divided
into three subsets: (i) training set with 80%, (ii) validation set
with 10%, and (iii) test set with 10%. While the training set
and the validation set are used during the training phase to
tune the hyperparameters of the model, the test set is used for
performance evaluation.

B. Performance Evaluation

To evaluate the performance of the designed DCNN, this
work uses ADE between the real mobile robot positions
and the predicted positions. Also, the performance metric is
evaluated based on the test set. The ADE can be expressed as
follows:

v

1 2 ... n

Fig. 6. Partition the gray area into n equal sub-areas.

ADE =

Mtest∑
j=1

√
(xm.j − x̂m.j)

2
+ (ym.j − ŷm.j)

2

Mtest
, (2)

where Mtest, (xm.j , ym.j), and (x̂m.j , ŷm.j) are the number
of test set samples, real position, and predicted output position
of the designed DCNN of the mobile robot, respectively.
Accordingly, a decrease of the ADE leads to a better model’s
performance.

VI. OPTIMAL ACCESS POINTS’ POSITIONS

In this section, we propose an algorithm to find a min-
imum number of APs along with their optimal mounting
positions under the given constraint of the performance metric,
i.e., ADE ≤ ADE threshold using SA. In practice, the height
of APs should be fixed and should be accessible for mounting
the APs in the considered indoor environment. Therefore, we
only try to find the optimal positions for the APs with respect
to (xn.i.opt, yn.i.opt).

The proposed algorithm is provided in theAlgorithm 1.
The area of interest (the gray area in Fig. 5) is divided into
n equal sub-areas in line 6 as shown in Fig. 6 where n is
the number of APs. Each AP is located in each sub-area to
ensure that the whole area is covered by all APs. Basically,
number of APs is increased until the ADE threshold condition
is satisfied, i.e. ADEmin ≤ ADEthreshold as indicated in lines
25-27. The ADE is evaluated using the output of the designed
DCNN which provides the predicted position. Moreover, a
new dataset is generated for the DCNN for each n APs and
their positions. For a specific number of APs, a SA process is
deployed to find ADEmin and optimal APs’ positions. Here,
the SA process includes different parameters such as maximum
temperature T , factor ε, number of iterations Ln. The SA
process is terminated by a number of iterations Ln, which is
determined by experiment. To escape the local optimal points,
the probability of accepting a non-improving neighbor δ is
used in line 17. The convergence of the proposed algorithm
and the quality of the achievable solution depend on the
number of iterations. If number of iterations is large, the
obtained solution is close to the global optimal solution. This
leads to increase in the execution time as well. However, the
optimal solution is attained by running the proposed algorithm
once during offline phase and the optimal number of APs
and their optimal positions are determined during this offline
phase.
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Algorithm 1 Finding minimum number of APs and their
optimal positions

1: Input: ADEthreshold

2: Output: ADEmin, number of APs (n), (xn.i.opt, yn.i.opt)
3: function main
4: Number of APs: n = n0;
5: while True do
6: Partition the gray area into n equal sub-areas;
7: Generate initial solution S0 = (xn.i0, yn.i0);
8: Calculate the cost function at S0: ADE0;
9: for i = 1:Ln do

10: Generate a random neighbor S
′

= (xn.i, yn.i);
11: Calculate the cost function at S

′
: ADE;

12: Calculate ∆ = ADE − ADE0;
13: if ∆ ≤ 0 then
14: Update S = S

′
;

15: Update ADEmin = ADE;
16: else
17: Calculate δ = e−

∆
T ;

18: if δ > random[0,1) then
19: Update S = S

′
;

20: Update ADEmin = ADE;
21: end if
22: end if
23: Update temperature: T = εT ;
24: end for
25: if ADEmin ≤ ADEthreshold then
26: Update (xn.i.opt, yn.i.opt) = (xn.i, yn.i);
27: Break;
28: else
29: n = n+ 1;
30: end if
31: end while
32: return ADEmin, n, (xn.i.opt, yn.i.opt);
33: end function

VII. NUMERICAL RESULT

The MATLAB, WLAN Toolbox, Communications Toolbox
and Deep Learning Toolbox are used to generate the dataset of
CIRs with IEEE 802.11az standard, implement the designed
DCNN and evaluate the performance of the considered system
[39]. The dataset is generated with different values of SNRs,
e.g. SNR = 20, 25, 30 dB. All simulations and including the
evaluation of the proposed algorithm have been carried out on
a 64-bit Windows 10 Pro machine with Intel Core I7-10700KF
CPU @ 3.8 GHz, 16 GB memory and GPU NVIDIA GeForce
RTX 3080. For the evaluation, we consider the following
system parameters: h = 1 m, four transmit antennas at the
transmitter, four receive antennas at the receiver, system band-
width W = 160 MHz, mobile robot speed (vx, vy) = (1, 1)
m/s. For the designed DCNN, seven blocks K = 7 are used in
which each convolutional layer is configured with 256 filters
of size [3 3] and a stride of [1 1] and average pooling with
pool size [2 2] and stride [2 2]; dropout layer with dropout
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Fig. 7. Average distance error versus distance between two seamless positions
of the mobile robot.
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Fig. 8. Average distance error versus number of iterations using the proposed
SA algorithm.

probability 0.5; two neurons predicting the position of the
mobile robot in terms of (xm, ym). In addition, all APs are
placed at a height of 2.9 m.

Resolution: Fig. 7 shows how the distance between two
seamless positions of the mobile robot α affects the ADE.
Here, the number of APs is four and they are located in the
center of each sub-area, as discussed in section VI. From the
figure, it can be seen that when α decreases from 0.5 m to 0.05
m, the ADE also decreases from 1.206 m to 1.057 m. This
means that choosing an appropriate α value contributes to the
prediction accuracy of the mobile robot’s position. However,
when α is a small value, the dataset generation and the training
phase take a longer time and more computer resources such
as memory are required. Considering the available computer
resources, we choose the value α = 0.1 for further evaluations.
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Number of Iterations: In Fig. 8, the change in the ADE
by number of iterations for the proposed algorithm with
different number of APs are shown. We can see that in most
cases, the ADEs converge to their respective values after 180
iterations. From the figure, we can see that the ADE improves
significantly with an increase in the number of APs. This is
because all possible positions of the mobile robot are covered
by all APs. We can also see the optimal positions of the APs
in Fig. 9. Interestingly, the optimal ADE in Fig. 8 with the
optimal positions of the four APs in Fig. 9 is almost half, i.e.,
0.583 m compared to 1.065 m in Fig. 7 (without optimal APs’
positions) with α = 0.1.

Distance Error Probability: In Fig. 10, the cumulative
distribution of predicted position error is shown with the
optimal positions of APs. Again, the probability of achieving
a lower distance error is increased with increase in the number
of APs.

Fig. 11. The mobile robot position prediction with optimal positions of the
four APs.

Fig. 12. The mobile robot position prediction with the four APs located at
middle location of their areas.

Baseline Comparison: To illustrate what the distance
error looks like in the prediction phase, we present two figures
with and without optimal positions in the case of four APs,
Fig.11 and Fig.12. In Fig. 11, we see a large number of points
with small distance error, while the number of points with
larger distance error, e.g., 1.5 m, is much larger at the edge
of Fig.12 than in the Fig.11.

VIII. CONCLUSION

In this paper, we design a DCNN for predicting the position
of a mobile robot in an indoor environment based on finger-
printing and CIR feature extraction. We also propose a SA
algorithm to find a minimum number of necessary APs and
their optimal positions under the condition of a threshold ADE.
The obtained results show the effectiveness of the proposed
algorithm and the proposed DCNN, i.e., the optimal ADE
significantly decreases to half compared to the case without
optimal APs’ positions. In the future, we would like to evaluate
the performance of the proposed algorithm and the proposed
DCNN in practice considering multiple robots scenario and the
interference due to the movement of them as well. Moreover,
optimal hyperparameters for the designed DCNN should be
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studied under different constraints, e.g. reduce the prediction
time.
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