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Abstract:  

ABMS offers various simulation systems, tools, 
toolkits and languages for multi-agent system 
research. However, there is a need for a M&S 
method for L-systems research as current ABMS 
method has some degree of difficulty in dealing with 
the scale and heterogeneity issues of L-systems. This 
paper focused on the modelling aspect of the method 
by combining cognitive modelling, agent 
organization theory and DEVS-based framework 
together. First of all, we explained our research 
initiative by giving the reasons of our research. 
Further literature review of our choice is also 
present. Then, we present a design for constructing a 
DEVS-based system model. We choose PRS as our 
preferred cognitive architecture, and constructed a 
DEVS-based simulation framework together with 
the guidance of agent organization theory. Finally 
we summarize the benefits of our research compared 
to other methods. 

 

1 INTRODUCTION 
Agent-based modelling and simulation(ABMS) 

offers a relatively new method for multi-agent 
system research[1], and there are various ABMS 
simulation systems, tools, toolkits and 
languages(e.g. swarm, Repast and NetLogo) in their 
respective research areas. However, there is a 
particular kind of multi-agent system, defined as L-
systems(large-scale multi-agent systems), which is 
difficult to be studied using ABMS method. Typical 
L-systems are such as highway system, crowd 
evacuation, stock market and migratory birds. The 
problems causing the difficulty mainly come from: 
1) the system scale. ABMS can only support 
simulation of relatively small scale multi-agent 
system(usually the number of agents is less than 10 
thousand). When a L-system scales to a larger 
number, it often outstrips the processing capability 
of a ABMS tool or toolkit[2][3][4]; 2) the system 
heterogeneity. A L-system can consist of diverse 

sub-systems which result diverse behaviours. 
General ABMS tool or toolkit cannot support all the 
heterogeneous sub-systems interoperate in one 
architecture. 

Our research objective is trying to solve the 
problems by designing a new method. In this paper, 
we mainly focused on the modelling aspect of the 
method by combining cognitive modelling, agent 
organization theory and DEVS-based framework 
together. In general, we are making efforts on two 
aspects. One is developing cognitive architecture 
based intelligent high-fidelity agents which can 
reason and act as teammates or competitors in 
complex non-deterministic environment using 
DEVS framework, another is constructing a DEVS-
based simulation model which clearly specifies the 
agent independencies. 

Why cognitive modelling? Most of ABMS 
tools and toolkits, adopt similar reactive 
architectures for individual modelling, which are 
suitable for simulating simple agents based on rules, 
like ant foraging model and simple stock market 
model. But in some cases of L-systems(e.g. highway 
system, and crowd evacuation), individual agent 
behaviours, which include BDI(belief-desire-
intention), emotions, personality and personal 
values, are required for individual modelling, and 
most of ABMS methods cannot support modelling 
rich cognitive agents. Moreover, a multi-level 
reasoning ability is also required for individual 
modelling to solve cognitive problems in different 
layers sometimes. 

Why DEVS-based framework? We believe 
that ABMS has difficulty in dealing with system 
scalability and interoperability due to the lack of a 
formal operational specification to formalize the 
model behaviour, model structure, and support 
multi-resolution modeling, hierarchical modeling 
and model reuse[5]. 

In PADS(parallel and distributed simulation) 
community, DEVS is widely spread as a modeling 
specification as it supports hierarchical, modular 
model representation. It also supports valid 
simplification, abstraction, and aggregation. 
Furthermore, extensions of the DEVS framework 



 

have been developed to handle variable structure, 
probabilistic, cellular, and logic-based 
representations[6]. Moreover, the DEVS modeling 
framework promises to be a sound basis for 
distributed simulation. Numerous techniques have 
emerged such as optimistic synchronization, 
dynamic load balancing, and Global Virtual Time to 
improve the simulation performance. However, the 
most significant advantage afforded by the DEVS 
specification is that it can support the transformation 
of other modeling specification[7]. For the above 
reasons, system scalability and interoperability is 
guaranteed in PADS community. 

Why agent organization theory? In DEVS-
based models, dependencies of agents is specified as 
a topology, such as a spatial grid or network of 
nodes (agents) and links (relationships). This 
topology describes who transfers information to 
whom. As large-scale multi-agent systems grow to 
include millions of agents, this traditional topology 
like network of agents is insufficient to describe the 
agents dependencies. However, in ABM(agent-
based modelling) community, agent organization 
theory is proposed to specify how agents are 
organized and change the connection relation 
dynamically, and how agents interact with each 
other[8][9][10], which can be a guidance for 
modelling L-systems.  

As a matter of fact, our research group is trying 
to combine cognitive modelling, agent organization 
theory and DEVS-based framework together. 
Literature review of our choice is present as follows. 

 

2 LITERATURE REVIEW 
2.1 Cognitive modelling  

As we stated above, most of ABMS methods 
cannot guarantee the richness and flexibility of 
individual modelling, while both of the requirements 
can be satisfied by cognitive modelling in cognition 
science community. 

In Cognitive science, cognitive model is 
proposed to help understanding and explaining the 
processes(e.g. perceiving, learning, remembering, 
planning) that the brain, especially the human brain, 
uses to accomplish complex tasks. Moreover, 
cognitive model can be used to derive new 
predictions for new relationships that go far beyond 
the original data[11]. Thus, typical applications of 
cognitive modeling are beginning to spill over into 
various fields including clinical psychology, 
cognitive neuroscience, agent based modeling in 
economics, and many more. 

However, cognitive models describe human 
information processing at an abstract and 

mathematical level of analysis, for example, 
BDI[12]. Thus, a more computational theory, which 
is cognitive architecture, is proposed to focus on the 
structural properties of the modelled system, and 
help constrain the development of cognitive models 
within the architecture. Typical cognitive 
architectures include SOAR, ACT-R, and PRS[13], 
to name a few. 

In addition to these primarily monolithic agent 
architectures, multi-level/layer cognitive 
architectures (e.g. TouringMachines, Atlantis, 
InteRRap, and Sloman’s theory[14]) are proposed to 
provide a more flexible mechanism to solve 
cognitive problems in different layers.  

All of these architectures provide a 
computational level of analysis that makes it 
computationally feasible to derive precise 
predictions for complex tasks. However, there are 
not many works on implementing cognitive 
architectures for multi-agent simulation in current 
research[15]. Sun[16] implemented a cognitive 
architecture CLARION for social simulation. 
Mittal[17] described how ACT-R architecture can be 
decomposed and formalized using the DEVS 
formalism. Akplogan[18] implemented a formal 
BDI model to simulate an agent in agriculture using 
DEVS framework, while his research focuses on a 
single agent solving tasks in specified area, not for 
generative multi-agent system development.  

Their works inspired our research. However, we 
believe there are several unique aspects of our 
method that contribute a novel design.  

2.2 DEVS-based framework 
To solve the scalability and interoperability 

problem, researchers on ABMS tried a lot of efforts. 
One dominate attempt is using distributed simulation 
architectures. Minson proved that speedup can be 
achieved through the integration of the Java-based 
lightweight agent-simulation toolkit RePast with 
HLA[4]. However, the performance of HLA-based 
architecture is limited for many factors, and one of 
major factors is the number of federates[19]. 

As a matter of fact, we believe that ABMS has 
difficulty in dealing with system scalability and 
heterogeneity due to the lack of a formal operational 
specification. In ABM community, to formulize the 
system dynamics in multi-agent system, temporal 
modeling specification languages have been 
introduced[20] in which dynamic properties are 
often specified in the form of a set of logical 
formulae. The advantage of this method is the 
declarative modelling of simulation models, for 
examples, Executable Temporal Logic[21] and the 
Strictly Declarative Modelling Language 



 

SDML[22]. However, simulation of dynamics is the 
main purpose of this specification and it usually 
does not provide explicitly specified organizational 
structure or offer dedicated support for a specific 
type[23].  

Another specification dealing with both  
structure specification and behaviour specification is 
the Agent/Group/Role(AGR) organization modelling 
approach[10], in which an organization structure 
consists of a set of groups, roles in each group and 
agents fulfilling roles. However, this usual agent-
based specification is also not suitable for dealing 
with system scalability as they don’t account for 
structure change. 

To guarantee system scalability and 
interoperability, DEVS(Discrete Event System 
Specification), as a modular and hierarchical 
formalism for modeling and analysing general 
systems, was first proposed by Zeigler in 1984. 
DEVS is easy to deal with system scale as it 
supports hierarchical, modular model representation, 
which is a sound basis for distributed simulation. 
Moreover, system interoperability is guaranteed as 
the DEVS specification can support the 
transformation of other modeling specification[7].  

Based on DEVS formalism, a variety of M&S 
frameworks and environments are developed(e.g. 
ADEVS, PCD++, DEVSJAVA, DEVS-Suite, 
JAMES[24], VLE, and Theatre). Among these, 
some are designed for large-scale systems based on 
different mechanisms. Hu[25] proposed a simulation 
engine oneDCoord implemented in DEVSJAVA for 
large-scale cellular DEVS models. Liu[26] proposed 
a protocol called as Lightweight Time Warp and 
realized in PCD++ for Large-Scale DEVS and Cell-
DEVS Models. However, one of the most successful 
frameworks is JAMES. 

JAMES[24] is a Java-Based agent modeling 
framework which origins from PDEVS for the 
parallelization of multi-agent systems. In JAMES, 
DSDEVS and M-DEVS as DEVS extensions are 
also realized, by which  mechanisms like mobile 
agents are used in order to manage the structural 
changes of multi-agent systems.  

Just like ABMS, most of the models realized in 
DEVS-based framework are simple without rich 
cognition. Take JAMES for example, JAMES 
considers an agent as an atomic model when 
modelling multi-agent systems. The autonomy of the 
agent is realized through internal transition function 
of DEVS atomic model, whereas perception and 
action of the agent are realized through external 
transition function and output function. 
2.3 Agent organization theory  

The DEVS formalism has well-defined 
mechanisms supporting scalability and 
interoperability of DEVS-based modeling and 
simulation systems, while it doesn’t clearly specify 
the model dependencies, which are essential for 
modelling large-scale multi-agent systems. 

In ABM community, agent dependencies are 
modelled as agent organizations which can be seen 
as a set of agents regulated by rules and mechanisms 
of order with which autonomous agents can achieve 
common goals under an institutional control. In 
agent organizations, roles are played by agents and 
goals are achieved through communication of 
agents.  

In recent years, various organizations are 
modelled by the researchers, such as institution, 
group, firm, and community. A hot research topic in 
modeling organizations is the modeling and 
simulation of organizational structure since 
organizational structure plays a critical role in the 
development of agent-based modeling[27]. The 
organizational structure usually involves two 
fundamental concepts: agent roles and their relations 
in terms of which the overall behavior of the multi-
agent system is determined[8]. When modeling 
agent organizations, several organizational styles are 
introduced by Kolp[9]. Grossi[8] defined a formal 
relation between institutions and organizational 
structures.  

 

3 A PRELIMINARY DESIGN 
To realize our idea that combines cognitive 

modelling, agent organization theory and DEVS-
based framework, we made a preliminary design for 
cognitive individual modelling and system 
construction. In detail, at first we identify a clear 
separation of concerns between various components 
of PRS cognitive architecture; then we illustrated 
how this architecture is decomposed and ultimately 
formalized in DEVS formalism; at last we give out 
how system model is constructed. 
3.1 Individual agent model design 

In this design, we adopted procedural reasoning 
system (PRS)architecture as the guidance. The 
choice of PRS is not the point as we treat cognitive 
individual modelling in a separate conceptual 
modelling layer, by which design any cognitive 
architecture can be adopted. A PRS is a typical 
framework for constructing real-time reasoning 
agents based on BDI paradigm that can perform 
complex tasks in non-deterministic environments. 
According to the PRS agent architecture by Georgeff 
and Ingrand[28], we constructed a DEVS-based PRS 
agent model framework, which is present below  



Figure 1 DEVS-based PRS Agent Model framework 
This DEVS-based PRS agent model is 

constituted by three main parts: (1)perceptual 
system, (2) reasoning system, and (3) action system. 
Each part of the framework consists of a set of 
interconnected sub-systems and modules. 

Perceptual System is modelled as an information 
processing model[29] to form belief which is based 
on the idea that humans process the information they 
receive, rather than merely responding to stimuli. In 
this model, the mind’s machinery includes sensory 
memory with a great capacity for bringing 
information in, working memory(also called short-
term memory with a capacity of 7 ± 2) for actively 
manipulating information, and long term memory 
with unlimited capacity for passively holding 
information so that it can be used in the future. 

The sensory memory has a detecting 
system(sensory receptor), which receives and holds 
all external and internal stimuli based on attention 
mechanisms. The sensory memory is modelled as an 
atomic model which determines whether the input 
should be brought into the working memory, or 
discarded. The input ports of sensory atomic model 
are modelled as sensory organs (biological or 
artificial) used to capture information. 

The working memory is also modelled as an 
atomic model, where information from long-term 
memory and the sensory memory is combined to 
form belief which help solve problems. However, 
the working memory has a small capacity which 
limits the abilities of agents to solve problems. 

Therefore, a filtering system is modelled to be a 
secondary mechanism to determine what 
information would be useful for problem solving. 
This mechanism can be modified after reasoning 
process. 

Long-term memory is modelled as a coupled 
DEVS model which manages knowledge of all an 
agent knows. Long-term memory can be classified 
as declarative memory and procedural memory. 
Declarative memory is modelled as an atomic model 
which manages factual information that can be 
retrieved and acted upon. Procedural memory is also 
modelled as an atomic model which manages the 
steps of central cognitive processing. The items 
stored in long-term memory are organized and 
managed by memory management system.  

Reasoning system is modelled as an atomic 
model and an interpreter based on BDI paradigm. In 
this model, beliefs representing what the agent 
believes about itself, other agents and the 
environment are modelled as belief sets, which are 
updated by working memory. Desires representing 
the motivational state of agent are modelled as a run-
time stack. KAs including a set of plans are stored in 
long-term memory. They lie dormant until they are 
called back into the working memory and thus put to 
use. Intention structure is modelled as a run-time 
stack of hierarchically related KAs and maintained 
by the interpreter. 

We modelled an interpreter to evaluate the 
optional KAs, which selects the most appropriate 



 

KAs based on system beliefs and goals, places 
selected KAs in the intention structure, selects a task 
from the root of the intention structure and finally 
executes one step of that task. The most difficult part 
of the process is how to evaluate the KAs and select 
the most appropriate ones. It is worth noting that we 
are inspired for the precondition and evaluation of a 
KA by Dennett’s three levels of abstraction[30]. 
However, the process of interpreting can be 
achieved by introducing Jason[31] interpreter. 
Related works are such as MADeM[32] and 
MOISE+[33]. 

Action system is the execution part of an agent. 
As action is modelled as a message in DEVS-based 

PRS agent model, action system can be modelled as 
a message distribution system. 

An action can be either a primitive action which 
is a behaviour or activity that can be executed 
directly, or a new goal, or a new belief. 
3.2 Design of formalization of components  

As stated before, the DEVS-based cognitive 
agent model consists of a set of interconnected sub-
systems and modules. Besides these, there are other 
supporting data structure which construct the 
cognitive agent model together. All the components 
of the agent model are formalized and instructed as 
below in the table using parallel DEVS 
(PDEVS)[34] extension of DEVS formalism. 

 
Table 1 Formal description of components 

Module Formal Description Model type 
Sensory Memory 

Model int, , ,
S S SS S ext conS S S SM X Y S ta        DEVS atomic model 

Working Memory 
Model int, , ,

w w ww w ext conw w w wM X Y S ta         DEVS atomic model 

Long-term 
Memory Model 

     ,D,  ,  ,  ,D i i jL PM I ZDN M   DEVS coupled 
model 

Declarative 
Memory Model int, , ,

D D DD D ext conD D D DM X Y S ta        DEVS atomic model 

Procedural 
Memory Model int, , ,

P P PP P ext conP P P PM X Y S ta        DEVS atomic model 

Declarative 
Memory item 

M =< Memory_type, Memory_name, parameter1…parameter >  Data structure 

Procedural 
Memory item 

Executable programs or codes 

Memory 
1 2{( , ) , [1, ]}n iMS M M M M M i n      A list of Memory 

items 
Beliefs 

1 2{( , ) , [1, ]}n iBS B B B B B i n      A list of Beliefs 

Belief , , , ,B Time Source BeliefType Content Possibility   Data structure 

Desire D = 1 2( , )ng g g g G       A run-time stack of 
goals 

Goal G =< Goal_type, Goal_name, parameter1…parameter >  Data structure 

Intention A run-time stack of hierarchically related KAs 
KAs 

1 2{( , ) , [1, ]}n iKAs KA KA KA KA KA i n      A list of KAs 

KA(procedure) , , , , ,KA ID Time PCondition Actions Goal effect    Data structure 

Action MSG   An event 

MSG  , , , , ,MSG ID Source Destination Type Content Time   Input/output 
Message 

As shown in the table above, knowledge in 
memory is represented as a list of memory items. 
For a declarative memory item, a data structure 
containing several components is adopted. However, 
procedural memory is stores as executable programs 
or codes as procedural memory involves the method 
of how to perform tasks. Desire is a consistent set of 
goals, and each goal is generated instantaneously or 
functionally. The last goal in the desire is the top-

level goal which is persistent and initially given to 
the agent. The goal type is one of: Achieve, Perform, 
and Maintain. Intention is a run-time stack of 
hierarchically related KAs. A KA is a data structure. 
Each KA consists of a component( Actions ) which 
describes the steps of the procedure and an 
invocation condition( PCondition ) which specifies 
under what situations the KA is useful. A KA also 
has components( Goal and effect ) to express the 



 

results and utility of performing certain sequences of 
actions under certain conditions. Actions in DEVS-
based cognitive model are modelled as 
messages(events).  
3.3 Design of system model construction 

We adopted DEVS framework to reconstruct the 
system model. A DEVS-based system model for a 
L-system is typically as shown in Figure 2.  

Figure 2 System model design 
In general, a system model includes agent 

organizations and a world model. In each agent 
organization, each agent plays a certain role and is 
connected to other agents for communication and 
coordination. However, agents in different 
organizations can also communicate directly or 
through the communication with world model.  

 

4 A SIMULATION IMPLEMENTATION 
4.1 Simulation scenario 

To test the above design, we constructed a 
simulation system. Our hypothesis is that there are 
two competitive teams of agents pursuing a common 
goal, which is to find a same destination in the cell-
based environment, and the environment is full of 
barriers which could cause difficulties on rooting for 
agents. In each team, different agent organizations 
and strategies are modelled, that is, agents have 
different roles, and communicate directly or through 
accessing the local cell information. In individual 
modelling level, agents in each team have different 
individual planning abilities. 

Moreover, two teams of agents are modelled as 
two organizations. Each organization has a unique 
strategy to achieve the goal. In the agent 
organization of our system, there are some agent 
roles, such as Explorer, Coordinator, Information 
sharer, Leader and so on. All of these roles are 
played by agents and they try to communicate and 
achieve the goal under an institutional control. 

In this initial simulation test scenario, the scale 
of system is relatively small, as we are focusing on 
individual modelling and system construction. 
Further research will be conducted on large-scale 

systems by adopting parallel and distributed 
simulation technologies. 
4.2 System model execution 

The underlying simulator of DEVS-based PRS 
agent model and the experimental frame is 
DSOL[35], which is a simulation environment that 
supports continuous and discrete-event simulation 
execution and experiment. The Event-Scheduling 
DEVS (ESDEVS) library[36], implements the 
parallel DEVS formalism on top of the DSOL 
library. On the whole, the library specifies the meta 
structure of atomic and coupled DEVS models, and 
handles the couplings, output function, transition 
functions at a high level, so that ESDEVS (together 
with DSOL) serves as a DEVS simulator and 
experimental frame.  

The interface of the simulation system when 
running is shown as follows. 

 
 

5 DISSCUSSION 
In this paper, we combined cognitive modelling, 

agent organization theory and DEVS-based 
framework in order to design a new method for 
M&S of L-systems. Benefits can be gained for this 
method. 
5.1 Benefit of cognitive modelling  

In psychology and cognitive science, cognition 
usually refers to an information processing view of 
an individual's psychological functions. In our 
design of DEVS-based PRS agent model, overall 
processing activity consists of a mixture of parallel 
and serial processing in and across the modules. In 
this way, basic cognitive processes(e.g., Perception, 
Attention, Recall, Encoding and Storing) can be 
modelled through parallel activities occurring in and 
across the modules. Besides these, reasoning, as an 
advanced process inside reasoning system conducted 
by interpreter, can also be modelled.  

Sloman[14] introduced a three-layer architecture 
of reasoning. In our research, we modelled three 
mechanisms in BDI model to realize Sloman’s three-

Figure 3 Simulation interface 



 

layer reasoning process for different context. A 
reactive reasoning mechanism is used to handle 
routine new information by a set of reactive 
procedures. A deliberative reasoning mechanism is 
easy to realize for tasks involve achieving new types 
of goals or acting in novel contexts, as our agent 
model is based on a PRS architecture. And when 
dealing with conflicting goals, or when to decide 
whether to change the criteria being used by the 
planner, a preliminary reflective reasoning 
mechanism is realized by meta-management of the 
beliefs, goals, and intentions of PRS itself. The 
meta-management information is stored in a meta-
level KA(procedure). 

With the help of reflective reasoning mechanism, 
a variety of advanced processes can be modelled. 
For example, inculcation of ethical from the agent 
organization, self-assessment and self-learning. 
5.2 Benefit of DEVS-based framework 

Most currently available cognitive architecture 
implementations are designed to perform complex 
tasks in non-deterministic environments, for 
example, fault detection. Therefore, they are 
developed using a specified language on a specified 
platform, which leads to poor extensibility and 
scalability. However, the DEVS-based cognitive 
agent model has inherent benefits such as 
extensibility, scalability and interoperability which 
are derived from DEVS formalism. 

Another major gain from the DEVS-based 
cognitive agent model is its component-based 
design. For example, as long-term memory has a 
huge storage and higher access rates than other 
components, it may require more computing 
resources. As it’s rather difficult for parallelism in 
original cognitive model, its performance is 
damaged. However, as DEVS-based cognitive agent 
model is component-based, Declarative/Procedural 
Memory model can be executed on high-computing 
resources, like GPU.  

Compared to agents in most traditional ABMS 
systems, DEVS-based cognitive agent model 
benefits not only on the rich cognition, but also on 
the system scalability. As this model is based on 
DEVS formalism, it’s much easier to construct a L-
system simulation and deal with scale issue. 
5.3 Benefit of agent organization theory 

In PADS(parallel and distributed simulation) 
community, most of the theories or formalisms do 
not support modelling agent independencies, which 
indirectly results in difficulty of partitioning and 
load balancing of large-scale simulation system. 

With the help of agent organization theory, agent 
independencies in a L-system are clearly defined, 
with which agents are organized under an 

institutional control. Moreover, agents can change 
the connection relation dynamically. 

 

6 CONCLUSION 
In this paper, we combined cognitive modelling, 

agent organization theory and DEVS-based 
framework together in order to realize a new M&S 
method for L-systems. In general, our research is 
novel in terms of both agent representations and 
agent structure all abstracted by DEVS formalism to 
meet the needs of L-systems simulation 
construction. As the agent model interface remains 
the same and the intelligence and dynamics are 
hidden inside the model, the individual agent model 
can be considered as a normal model in the DEVS 
model hierarchy which improves the system 
scalability and interoperability. Further research will 
focus on the simulation aspect of M&S for L-
systems.  
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