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ABSTRACT 

The industrial Internet can be seen as a combination of industrial software, sensors, networks and cloud platforms. Among 

them, industrial software is the key to data utilization while the cloud platform provides support for Industrial Internet. 

Through "visualization", "structuring", "modeling and simulation" and other means, industrial software can help solve the 

design and manufacturing problems of industrial products. But the difference between industrial Internet and traditional 

Internet lies in the different application scenarios and data characteristics, which also leads to the different emphasis of 

system architecture design. Considering the needs of high concurrency and huge data processing, the distributed system 

must provide high performance of communication and computing services. In addition, with the continuous expansion of 

the simulation model and the simulation scale, it becomes particularly significant to reduce the model development 

complexity and improve maintainability and flexibility. To make the distributed co-simulation engine more high-

performance, we propose an asynchronous communication module as the underlying architecture of the distributed engine. 

Then combining the discrete event system specification and Actor model, a layered architecture has been proposed, which 

implements the modular programming of behavioral model by functional programming. Based on the architecture 

mentioned above, a distributed CAE cloud platform is proposed, which is hierarchical, modular, composable and reusable. 

Keywords: Distributed co-simulation engine; Asynchronous communication; Composable; Actor-Oriented; DEVS; CAE; 

Cloud-based platform 

1. INTRODUCTION 

Industrial Internet and Industry 4.0 are prevailing topics in industry and academia. It makes an unprecedented impact on 

global industry development [1]. It is not only limited to the manufacturing industry, but also has a profound impact on 

other fields, such as medical health, agriculture, food industry, energy management, education, military and so on. Industry 

4.0 not only brings the generation of new technologies, but also includes the recombination of many mature technologies. 

Modeling and Simulation is one of the key technology in industrial software, which can be used in the fields of enterprise 

planning and evaluation, industrial engineering, production chain management, industrial product experiment and 

verification [2]. 

Compared with traditional centralized and integrated industrial software, cloud-based industrial co-simulation software 

faces many problems [3] in the distributed scenario. The first is communication efficiency issues. In distributed network, 

the message transmission does not come "for free" and has certain costs. Hence communication should be treated as a 

computational resource and efforts must be made to use it wisely. Secondly, there is incomplete knowledge problem in 

distributed network, which means a processor has only a partial picture of the system and the ongoing activities. It is 

therefore difficult to coordinate a common activity. In addition, coping with failures and recoveries, timing and so on need 

to be solved. Therefore, it is significant to build a distributed industrial co-simulation architecture to handle these issues. 

With the need for increasingly complex software systems and industrial model design, Model-Based Systems Engineering 

[4] (MBSE) was incorporated. Under the concept of modern software engineering and MBSE, the typical features of the 

complex system are typically Multi-Agent System, co-simulation, discrete event driven design. Hence it is vital to utilize 

the simulation method to the verification. Discrete Event Simulation Specification [5][6][7] (DEVS) proposed a complete 

modeling and simulation framework, which depicts the relationship between the entities in multi-scale. To make the same 

effect in digital world before construct in real world, we can automate the generation, composition and deployment based 

on the modular hierarchical concept in DEVS. 
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Based on the needs for industrial internet interaction, interconnection and complex system modeling, it is crucial to 

promote the industrial software to the lightweight cloud-based industrial platform. To maximize the utilization of the 

modeling and simulation tools, there comes up a paradigm called Modeling and Simulation as a Service (MSaaS) [8], 

which is expected to (1) provide scalable and composable facilities. (2) make underlying infrastructure and platform 

transparent to users. In this paper, we pay attention to asynchronization, resource usage, modularity, composability and so 

on. Then we implement a distributed co-simulation engine based on asynchronous communication, distributed composable 

technology, which applied to the cloud-based CAE platform to solve the issues of traditional single software mode [9]. 

2. DESIGN OF ASYNCHRONOUS MODULE 

Futures and promises are a popular abstraction for asynchronous programming. In a broad sense, a future or promise can 

be thought of as a value that will eventually become available. In the rest of the section, we will give the specific design 

of the asynchronous module derived from promise/future concept, which comprise Event Loop, Reactor pattern, Dynamic 

Thread Pool. 

2.1 Event Loop  

In this paper, we divided the event loop into several stages, as shown in Figure 1 below, each of which has its own linked 

list of event queues to be processed. The first is the timer stage, which deals with various timing tasks; The second is the 

network I/O polling stage: this stage processes various network requests, inserts new requests into the event queue to be 

processed, checks the completed event queue, and executes the callback function of the completed network request; Finally, 

there is the asynchronous event processing stage: This stage maintains a linked list of asynchronous events such as thread 

pool tasks. In the polling process of the event macro loop, each stage has its own micro loop. In each micro loop, the queue 

is checked for pending events, and if so, the event is fetched and the appropriate action is performed; If not, proceed to the 

next stage; Finally, after the execution of all stages of the micro loop is completed, the next event is entered. 

 

Figure 1. Design of the event loop. 

2.2 Reactor Pattern 

There are two important roles: Reactor and processor. Reactor listens to and acquires the request, creates a socket and 

registers the event through the I/O multiplexing [10] function. The underlying operation system function reads the data 

requested or writes the data. After the event completes, the corresponding callback event is invoked through the reactor 

loop, and the following business logic continues to be handled. If some service logic is time-consuming, the Reactor is 

assigned to a processor in order not to block the main thread. The processor transfers the task to the thread pool for the 

following operations. Because of the separation of Reactor from the processor, the processor does not need to care about 

the underlying I/O implementation details, allowing for higher concurrency and scalability. The reactor pattern is shown 

in Figure 2. 
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Figure 2. Design of reactor pattern. 

Multi-Process Reactor 

The multi-process Reactor server uses a Master/Slave design, in which each slave process maintains its own event loop. 

The Master process is responsible for accepting network requests and dispatching tasks in a round-robin manner. After the 

initialization the Master processor, it creates specific number of Worker processes. Then the worker process creates a new 

Reactor server, and monitor the incoming network request. After the connection is successful, the acquired socket will be 

transferred to the Worker process through inter-process communication by master process. 

The Worker process handles specific request tasks. Each Worker will create a listening service to listen for information 

from the Master process. When receiving a socket from the Master process, the Reactor server created by the Worker 

process will handle the corresponding request by parsing the socket. 

Connection Pool 

Normally, a client needs a TCP connection to send a request, and then closes the connection after receiving a response. 

However, in order to achieve reliable data transmission, TCP adopts three-way handshakes before connection and four 

way handshake after termination, which is relatively time-consuming. The ability to reuse TCP connections and send 

multiple requests on the same connection provides a performance boost. Therefore, this section implements a module for 

pooling management of TCP connections. The pooling function mainly relies on the TCP Keep-Alive mechanism. 

There are three main dictionary objects maintained in Connection Pool. sockets queue represents the socket currently in 

use, free_sockets represents the socket that is free, and waiting_req is the request that is waiting for the socket to be free. 

When the client sends a request, it checks whether there are free sockets in the connection pool. If there are free sockets, 

the socket is reused directly and inserted into the sockets queue. If there are no free sockets and the number of sockets does 

not reach the threshold, a new socket is created and used to process the request. If the above two conditions are not satisfied, 

the request is added to the waiting_req. When there is a free socket, the request is removed from the waiting queue for 

processing. 

2.3 Dynamic Thread Pool  

Multithreading technology can make full use of CPU resources, but the creation and destruction will bring great resource 

consumption, so in order to balance to improve the concurrency ability and improve resource utilization and reduce the 

response speed, usually use thread pool method to network programming. Thread pools are generally good for the 

following scenarios: (1) potentially blocking business logic (such as file reading and writing): The main thread of the event 
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loop can only handle relatively simple logic, if the thread gets stuck in time-consuming operations blocking subsequent 

requests, thus reducing the concurrency and throughput of the service. (2) CPU-intensive tasks: The execution of such 

tasks on the main thread will inevitably cause long-term thread blocking, resulting in the accumulation of new tasks and 

affecting the processing of new requests. 

Thread pool model is widely used in distributed server applications. In order to maximize the performance, many problems 

concerning quality of service (QoS) need to be properly dealt with. For example, if the thread pool receives a large number 

of computation requests at the same time at any given moment, the quality of service may suffer significantly, such as an 

increase in response time. A common solution is to dynamically control the number of threads in the thread pool, adding 

threads to the pool during busy computing hours and reclaiming them during idle hours. But the number of thread pools is 

not the more the better: First, frequent thread creation and destruction can also reduce performance. Second, too many 

threads waste memory space and CPU, because the cost of switching threads back and forth during CPU scheduling is also 

an important factor. Third, too few threads do not make full use of CPU resources. Therefore, how to design the automatic 

expansion and shrinkage mechanism of thread pool management can significantly improve the system performance [11]. 

In this paper, a prediction model based on frequency is adopted to control the dynamic expansion strategy of thread pool, 

as shown in Figure 3 below. 

In this paper, the newly opened thread regularly counted the frequency of receiving requests, predicted the future increase 

of requests to the thread pool by frequency changes and using EMA formula to predict the future frequency, and expected 

that there were enough threads in the thread pool for task processing. As requests decrease, the number in the thread pool 

slowly decreases depending on the expiration time. 

  𝐸𝑀𝐴𝑡 = 𝛼 × 𝑃𝑡 + (1 − 𝛼) × 𝐸𝑀𝐴𝑡−1 (1) 

 

Figure 3. Dynamic thread pool architecture. 

3. DESIGN OF COMPOSABLE DISTRIBUTED CO-SIMULATION MODULE 

To meet the automated distributed composition, deployment and ever-changing modeling needs of users, the co-simulation 

module combined DEVS and Actor model [12] and took functional programming into the design pattern. 

3.1 ActorDEVS Architecture  

The entire ActorDEVS simulation service module is divided into two layers, as shown in Figure 4. The upper layer is the 

user control layer, which is used to provide various management services, and the bottom layer is monitored and controlled. 

The bottom layer is the simulation layer, which controls the interactions between actors through the DEVS specification. 

The lower layer is transparent to the modeling engineer, and only the upper layer provides user-relevant functionality. 
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Figure 4. The separated frontend-backend ActorDEVS architecture. 

In the bottom layer, there are three types of actors that matters: CoordinatorActor, SimulatorActor and RouterActor. The 

CoordinatorActor delegates the Coupled Model to control the life cycle of the coupled model and is responsible for 

monitoring the child nodes to ensure the availability of the service by using the coupling information in the coupled model. 

In SimulatorActor, Atomic models are delegated to perform specific behaviors. These Actors may be dispatched on the 

same machine, or they can be distributed on different physical machine manually or through load balancing strategies. 

When these actors try to send messages to each other, they send message through RouterActor. Each RouterActor maintains 

two dict objects called local and remote, which stores the key-value pairs of the components and their communication 

address. To improve the communication efficiency, we use UNIX Domain Socket rather than TCP when the components 

are dispatched on the same machine through local router. 

The DEVS co-simulation is done through a central coordinator. The coordinator creates n simulation services over the 

internet. Each simulations service then generated m simulators that contains the DEVS model. Figure 5 shows the process. 

Once the simulation starts, the coordinator gets the time of the next event, and then executes the output function for each 

simulation service. Then the output function propagates. Propagation means that the coordinator takes the output of all the 

simulation services and sends it to other simulation services based on the coupling information. Finally, the state transition 

of each model is triggered; And it repeats. 

 

Figure 5. The co-simulation procedure. 
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3.2 Modular programming of behavior model 

In this paper, we solved the problems of inheritance and polymorphism in OOP through the modularity and higher-order 

functions property in functional programming [13] (FP). We separated the DEVS entity structure and the DEVS behavior 

model, and then programming the composable behavior in a separate module, which combines the both characteristic of 

OOP and FP. 

Among the traditional design patterns, there is a well-known State Pattern that seems to aid in the development of state 

management for finite state machines, making the code more maintainable. This pattern, however, focuses only on state. 

For external event transfer functions in DEVS, there is still an inconvenience when new events are introduced into the 

current entity and the behavior needs to be extended. Therefore, in combination with functional programming, we proposed 

a "event-state-pattern" which is shown in Figure 6. This pattern provides a combinable, pluggable and reusable state 

management module for the modular programming of DEVS behavior model. 

 

Figure 6. The event-state-pattern. 

In the "event-state-pattern", we not only extracted the states out, but also extracted the events into a separate module. In 

detail, we instantiated a module object for each event or state in the finite state machine. Each object holds the key-value 

of the event-state mapping. Developer only needs to design the event and corresponding state and their callback functions 

when they are invoked in specific circumstance. Composing the functions through the principles of functional 

programming, developer only need to write a few functions or reuse existing functions to achieve modular, composable, 

extensible, pluggable, testable programming.  

Under the rules of FP, there are two rules to follow: 

(1) State is read-only: the only way to change state is to trigger the compute function of the state module, which executes 

the callback function passed in when developer design the state.  

(2) State transfers are made by pure functions: To describe how the behavior model modifies state, the developer needs 

to write the transition function. So eventModule has a mapping transitions to index the state module (the mapping key-

value pair is the stateModule instantiated state object and transition function). Then calculate the modified state variable 

with getNextState, and then design the target state after the current event is triggered in the current state by writing the 

transition function that takes the global state variable as an argument. The invoking procedure is shown in Figure 7. 

Proc. of SPIE Vol. 12814  128142D-6
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 30 Oct 2023
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



 

 

 

 

Figure 7. The invoking procedure of modular behavior model. 

4. DESIGN OF OVERALL ARCHITECTURE 

The overall architecture of the distributed cloud-based co-simulation CAE platform is high-performance and extensible 

and composable based on the fundamental module above. In the overall architecture of the CAE platform shows in Figure 

8, we provide the support for data management and visualization, developer information security, CAE simulation 

construction and processing and so on.  

 

Figure 8.The overall architecture. 

The CAE application layer is designed for users, it uses the Web browser as the client, and realizes the full-link CAE 

modeling and simulation through the graphical interface, including pre-processing, numerical solution, post-processing 

and other stages. And provide related engineering management, resource management, system management and other 

basic support functions. The cloud service layer calls various functions provided by the software integration layer by means 

of containerization, micro-service, efficient script driver, software component library, etc., to provide support for the 

requirements of the application layer. In the components layer, we implement the basic composable ActorDEVS 

architecture which incorporate Actor-oriented programming and M&S to support every stage in CAE simulation. Each 
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stage of CAE simulation will be designed into a coupled model or atomic model of DEVS, their relationships are described 

in the DEVS graphs. The data flows when the model states change. The behavior model layer is aimed to solve the issue 

of time-consuming tasks such as mesh, ODE/DAE solution, FEM/FVM solution and so on, they are the behavior model 

of the DEVS atomic model, users can choose specific solver when they start a new CAE task. Users can upload their 

implementations of any solver to the behavior model management functions which shows the extensibility and flexibility 

of our platform. In the communication layer, any network communication of the microservice and containers will using 

the fundamental asynchronous communication module. 

5. CONCLUSION 

The distributed cloud-based industrial software is key part of Industrial Internet and Industry 4.0, which solve the 

production and manufacturing issues through structuring, visualization, M&S and other means. In this paper, we propose 

two modules for distributed co-simulation engine. Firstly, we design an asynchronous communication module which 

implements high-performance data communicating and computing. Secondly, we design a composable distributed co-

simulation module which adopts DEVS theory and Actor model. It enables automated coupling and composition of 

components and deployments in distributed scenario. On basis of module mentioned above, we implement a full-link 

cloud-based CAE platform which is very extensible and flexible. 
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