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We consider a cloud radio access network (C-RAN) where the baseband signal processing servers, named baseband 

units (BBUs) are separated from the remote radio heads (RRHs). The RRHs form a single cluster while the BBUs 

form a pool of resources. Each RRH may accommodate random (Poisson) or quasi-random or bursty traffic. The 

latter is approximated via the compound Poisson process according to which batches of calls, with a generally 

distributed batch size, follow a Poisson process. A call requires a computational resource and a radio resource 

unit from the BBUs and the serving RRH, respectively. If any of the two units is unavailable, call blocking occurs. 

Otherwise, the new call is accepted in the RRH. We model this C-RAN as a loss system and study two different 

cases: i) all RRHs accommodate bursty traffic and ii) some RRHs accommodate random traffic, some quasi-random 

traffic and the rest RRHs accommodate bursty traffic. In both cases, we show that a product form solution exists 

for the steady state probabilities and propose efficient convolution algorithms for the accurate calculation of time 

and call congestion probabilities. The accuracy of these algorithms is verified via simulation. 
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. Introduction 

Teletraffic modelling is considered as a fundamental element of the

nformation and communication technology infrastructure. The main

ask of teletraffic loss/queueing models is the determination of the es-

ential quality of service (QoS) parameters including congestion proba-

ilities and network resource utilization. This task is complicated in fifth

eneration (5G) networks because of the tremendous traffic growth, the

ecessity to support demanding applications (e.g., mobile cloud com-

uting, mobile video streaming) [1] and the heterogeneity of traffic

treams [2] . The latter requires research on call or packet-level tele-

raffic loss/queueing models based on traffic streams. 

On call-level, the simplest arrival process, adopted in teletraffic the-

ry, is the random or Poisson process since it results in efficient formu-

as for the computation of call blocking probabilities (CBP). The main

isadvantage of this call-arrival process is that it cannot describe the

moother quasi-random process which is adopted when a finite number

f sources (herein mobile users (MUs)) generates calls [3] and bursty

raffic which will play a dominant role in 5G networks [4,5] . Bursty

raffic can be well described via the compound Poisson process where

atches of one or more calls, with a generally distributed batch size, ar-
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ive at time points that are exponentially distributed. For applications

f this process in queueing or loss systems, the interested reader may

esort to [6–13] . 

We consider the case of a cloud radio access network (C-RAN) that

ccommodates a mixture of random, quasi-random and compound Pois-

on traffic. The C-RAN architecture is a quite promising 5G network

rchitecture [14] . It consists of distributed base stations (BSs) where

he baseband signal processing servers, named herein baseband units

BBUs) are separated from the remote radio heads (RRHs). The RRHs are

onnected to the BBUs, which are organized as a pool of data center re-

ources, via the common public radio interface (CPRI) with a fronthaul

f high-capacity [15] . The BBUs are connected to the evolved packet

ore (EPC) via a backhaul connection (see Fig. 1 ). Generally speaking,

BU pooling not only supports upper layer functionalities and the dy-

amic allocation of the BBU processors (resources) among RRHs but

lso helps in the reduction of: a) the processors needed for baseband

rocessing in comparison to the conventional RAN, b) capital and op-

rational expenditure of mobile network operators and c) power con-

umption compared to conventional BSs [16,17] . 

We assume that BBU resources are virtualized (V-BBU) in order to

enefit from the virtualization of the BBU functions [18] . A function that
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Fig. 1. The C-RAN architecture. 
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Table 1 

List of abbreviations. 

BBUs Baseband units 

BSs Base stations 

BF Brute force 

CAC Call admission control 

CBP Call blocking probabilities 

CC Call congestion 

CPRI Common public radio interface 

C-RAN Cloud radio access network 

c-SC-SC Compound SC-SC 

EPC Evolved packet core 

f-SC-SC Finite SC-SC 

FA Fronthaul Aggregator 

FAL Fronthaul aggregated link 

GB Global balance 

g-SC-SC Generalized SC-SC 

LB Local balance 

MUs Mobile users 

PFS Product form solution 

QoS Quality of service 

RRHs Remote radio heads 

SC-SC Single-class-single-cluster 

TC Time congestion 

V-BBU Virtualized BBU 
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an be virtualized (as a virtual network function) is the radio resource

anagement which is responsible not only for the allocation of radio

esources but also for the call admission control (CAC) of MUs. CAC is

 critical QoS mechanism that provides access to the resources required

y MUs and ensures fairness among mobile applications that compete

or available resources. By taking into consideration call-level traffic in

he C-RAN, such a QoS mechanism is a resource sharing policy since it

ignificantly affects CBP. 

During the last few years various features of the C-RAN architec-

ure have been studied including energy and cost saving issues [19–21] ,

unctional splits on the fronthaul network [22,23] and security issues

24,25] . However, very few papers exist in the literature that study CAC

nd propose efficient formulas for the CBP calculation in the C-RAN [26–

0] . 

In the model proposed in [26] , named single-class-single-cluster (SC-

C) model, the C-RAN services calls from a single service-class and the

RHs are grouped in a cluster. The adopted call arrival process in each

RH is the Poisson process. The acceptance of a new call in a RRH relies

n the simultaneous availability of two different types of resources: i)

 computational resource unit from the V-BBU and ii) a radio resource

nit from the serving RRH. If these resources are unavailable, then the

ew call is blocked. Otherwise, the call remains in the serving RRH for

 service time which is generally distributed. The analysis of the SC-SC

odel, although complex since the corresponding Markov chains are

ultidimensional, results in reversible Markov chains, a fact that is im-

ortant in order to obtain the steady-state probabilities via a product

orm solution (PFS). The latter leads to an accurate determination of

locking probabilities either via recursive formulas or via the complex

rocedure of state space enumeration/processing. In [27,28] , the SC-

C model is studied under the assumption that a finite number of MUs

s serviced in each RRH. We name this model finite SC-SC (f-SC-SC)

odel. The extension of [26] that analyzes the case where the RRHs are

rouped (in terms of their capacity in radio resource units) in two or

ore clusters is presented in [29] . 

In this paper, we initially extend the SC-SC model by considering that

ll RRHs serve bursty traffic modelled via the compound Poisson pro-

ess. The proposed model is named compound SC-SC (c-SC-SC) model.

econdly, we generalize the SC-SC model by considering that a part of

he single cluster consists of RRHs that serve Poisson (random) traffic,

nother part consists of RRHs that serve quasi-random traffic while the

est RRHs serve bursty traffic. We name the proposed model generalized

C-SC (g-SC-SC). More specifically, our contribution is the following: 1)

e show that the proposed loss models (c-SC-SC and g-SC-SC) can be de-

cribed via a continuous time Markov chain and that a PFS exists for the

teady-state probability distribution, 2) we propose a brute force (BF)

valuation method for the congestion probabilities calculation in both

odels, 3) we propose an efficient convolution algorithm in order to de-

ermine the congestion probabilities in both models; such an algorithm
educes the computational complexity of the models and therefore can

e used in network planning procedures, 4) we compare the analyti-

al results of the proposed models with those obtained via the SC-SC

nd the f-SC-SC models and verify, via simulation, the high accuracy of

he proposed algorithms, 5) we include the constraint of the fronthaul

apacity in the basic SC-SC model and provide formulas for the CBP

etermination. 

The remainder of this paper is as follows: In Section 2 , we present the

elated work for loss/queueing or simulation models applied in C-RAN.

n Section 3 , we propose the c-SC-SC model, provide a proof for the PFS

f the steady-state probabilities ( Section 3.1 ), a BF evaluation method

 Section 3.2 ) for the determination of congestion probabilities and a

onvolution algorithm for the calculation of the various performance

easures ( Section 3.3 ). In Section 4 , we propose the g-SC-SC model and

rovide the PFS for the steady-state probabilities ( Section 4.1 ) and a

F evaluation method ( Section 4.2 ) for the calculation of congestion

robabilities. In Section 5 , we propose a convolution algorithm for the

alculation of the performance measures in the g-SC-SC model and also

how the relationship between the g-SC-SC model and the SC-SC, f-SC-

C and c-SC-SC models. In Section 6 , we present simulation and ana-

ytical results for the congestion probabilities of the proposed c-SC-SC

nd g-SC-SC models and compare them with the analytical results of

he SC-SC and f-SC-SC models. In Section 7 , we show how the addi-

ional constraint of the fronthaul capacity can be included in the basic

C-SC model. We conclude in Section 8 . For the reader’s convenience,

e include in Table 1 the list of abbreviations used in this paper. 

. Related work 

In the literature, there exist various analytical or simulation based

odels that study the C-RAN architecture from different aspects (see

.g., [30–42] ). To briefly describe these models we classify them ac-

ording to their main focus, in: a) models related to RRHs [30–32] , b)

odels related to BBUs [33–39] and c) models related to the fronthaul

etwork [40–42] . 

In [30,31] , the SC-SC model is extended to include the analysis of

verlapping cells. Such an analysis is based on the theory of a direct

outing network [43] . The authors of [30,31] claim that their model

as a PFS and propose a convolutional algorithm in order to decrease

he complexity of the CBP determination. However, neither the PFS nor

 detailed description of the convolution algorithm for their proposed

-RAN model is presented. In [32] , it is assumed that Poisson arriving
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Fig. 2. The proposed c-SC-SC model. 
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alls may wait to be served in RRHs. To this end, an analytical model

s proposed for the computation of queueing delay and possible energy

avings. 

Contrary to the SC-SC model of [26] , in [33] , a statistical multiplex-

ng gain analysis of the computational resource units based on a joint

emporal-spatial traffic distribution model is proposed. More precisely,

he authors consider that the mobile data traffic is distributed both in

he space and time domains and propose a formula for the statistical

ultiplexing gain and an approximation of closed-form when the spatial

raffic is lognormally distributed. However, the authors do not study the

ffect of their proposal in CBP and therefore do not provide formulas for

he CBP determination. To overcome the limited number of BBUs, the

uthors of [34] study a scheduling mechanism in order to model the co-

peration between the edge cloud and the remote (Internet) cloud which

as sufficient computational resource units. To this end and assuming

eavy traffic-load conditions, the local cloud executes delay-sensitive

pplications, while delay-tolerant applications are offloaded to the re-

ote cloud. The BBUs are modeled as an M/M/T system that incorpo-

ates preemptive priorities where T is the number of computational re-

ource units. Regarding priorities, an application that requires smaller

elay receives higher priority. A similar architecture is considered in

35] , but the focus is given in the number of computational resource

nits that should be deployed in the edge cloud in order to maximize

ts profit. In [36] , a scheme for evaluating the energy-efficiency of a C-

AN architecture is studied based on simulation. The authors focus on

educing the BBUs by matching the amount of baseband processing load

ith respect to the traffic load generated in each RRH. To this end, the

aseband tasks from cells are mapped into computing processing in giga

perations per second. Then, the computing resource requirement per

ser per task is determined according to the energy consumption model

f [44] . The latter, provides energy modelling for macro, micro, pico

nd femto BSs. In [36] , an RRH is represented via a micro BS. An exten-

ion of [36] where idle BBUs are switched off so as to reduce the overall

etwork energy consumption is proposed in [37] . In [38] and [39] , the

oncept of dividing 5G networks into slices and form isolated virtual

etworks, is studied. More precisely, in [38] , slices service Poisson ar-

iving calls of similar characteristics and therefore the dimensioning of

ach slice can be accomplished independently and appropriately to the

ccommodated streams. The analytical queueing/loss models proposed

n [38] can be used for the determination of CBP (in each slice) as well

s the average delay for service. In [39] , a queueing model is proposed

or the analysis of 5G network slicing. The model consists of three se-

uential queueing subsystems involving the C-RAN, a mobile edge com-

uting, and a cloud data center. Each subsystem accommodates Poisson

raffic under an exponentially distributed service time. In addition, each

ueueing subsystem has a finite buffer. 

In [40,41] , the notion of functional splits on the fronthaul network

s considered. Functional split is a technique whereby the required fron-

haul rate can be reduced by placing some network and baseband func-

ions at RRHs. The cost of this technique is higher processing complexity

nd more energy consumption at RRHs. The authors of [40] study how

o select the optimal functional split schemes, and the corresponding

ransmission duration and power of each scheme in order to maximize

he throughput, given the average fronthaul rate in the C-RAN. In [41] ,

n energy efficient mode switching mechanism with functional split-

ing is proposed. According to this mechanism, a controller decides the

odes of the RRHs (sleep or active modes) together with the splitting

evel between the BBU and the RRH by taking into account the renew-

ble energy levels and populations of RRHs. For a recent survey in func-

ional splits the interested reader may resort to [23] . Finally, in [42] ,

he concept of a fronthaul with variable rate is considered. The authors

ropose a mathematical model based on queueing theory for the deter-

ination of blocking probability at the fronthaul. 

The abovementioned papers mainly consider the C-RAN architec-

ure (either from an analytical or a simulation point of view) under the

ssumption of the classical Poisson arrival process. In this paper, we
onsider the co-existence of more complicated arrival processes such as

he compound Poisson process and the quasi-random process and pro-

ose efficient convolution algorithms for the determination of conges-

ion probabilities. 

. The proposed compound poisson SC-SC model 

.1. The analytical model 

In Fig. 2 , we consider the C-RAN model where the V-BBU, which

onsists of T computational resource units, is separated from the M RRHs

hat accommodate compound Poisson traffic. Each RRH consists of C

adio resource units. Both the computational and radio resource units

re allocated to the accepted calls. 

New batches of calls arrive in the C-RAN via a compound Poisson

rocess with rate 𝜆cP . Assume that a new batch contains x ( x ≥ 1) calls

nd let S x be the corresponding probability. Each of these calls is treated

ndependently from the rest calls of the batch. This means that depend-

ng on the available computational and radio resource units, one or more

f the x calls can be accepted in the serving RRH while the rest calls are

locked and lost. An arriving call requires a computational resource unit

rom the V-BBU and a radio resource unit from the serving RRH. If both

esource units are available then the call can be accepted in the serving

RH for an exponentially distributed service time of mean 𝜇−1 . Other-

ise, the call is blocked and lost. 

To analyze the proposed c-SC-SC model, we initially show that

he steady-state probability distribution P ( n ) has a PFS, where 𝒏 =
 𝑛 1 , … , 𝑛 𝑚 , … , 𝑛 𝑀 

) is the steady-state vector that describes the number

f calls in the M serving RRHs and n m 

is the number of calls in the

 -th RRH. Contrary to the SC-SC model of [26] where a PFS can be

erived due to the fact that local balance (LB) exists between states

 

− 
𝑚 
= ( 𝑛 1 , … , 𝑛 𝑚 − 1 , … , 𝑛 𝑀 

) and n , in the c-SC-SC model the LB notion

s adopted in [26] does not hold since calls arrive as batches. However,

n the proposed model it can be shown that there exists a LB form across

articular levels that leads to a PFS for the steady-state probability dis-

ribution P ( n ). 

To this end, for each state consider the level 𝐿 

( 𝑚 ) 
𝒏 

which separates

his state from the state 𝒏 + 
𝑚 
= ( 𝑛 1 , … , 𝑛 𝑚 + 1 , … , 𝑛 𝑀 

) from n . This level

an be crossed either due to an arrival of a new batch of calls in the

 -th RRH or because a call departs from the m -th RRH due to service

ompletion. We start by considering the arrival of a batch of calls. Then,
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Fig. 3. LB in the c-SC-SC model. 
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he ‘upward’ probability flow across 𝐿 

( 𝑚 ) 
𝒏 

is determined via 

 

( 𝑢𝑝𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 

) = 

𝑛 𝑚 ∑
𝑧 =0 

𝑃 ( 𝒏 − 𝑧 
𝑚 
) 𝜆cP 

∞∑
𝑥 = 𝑧 +1 

𝑆 𝑥 , (1)

here 𝒏 − 𝑧 
𝑚 

= ( 𝑛 1 , … , 𝑛 𝑚 − 𝑧, … , 𝑛 𝑀 

) and 𝑃 ( 𝒏 − 𝑧 
𝑚 
) is the corresponding

teady state probability. 

Consider now that the system is in state 𝒏 + 
𝑚 

and examine the comple-

ion of a call in the m -th RRH. In that case, the ‘downward’ probability

ow across 𝐿 

( 𝑚 ) 
𝒏 

is determined via 

 

( 𝑑𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 

) = ( 𝑛 𝑚 + 1) 𝜇𝑃 ( 𝒏 + 
𝑚 
) . (2)

Via (1) and (2) , we obtain the LB equation across 𝐿 

( 𝑚 ) 
𝒏 

for calls that

re related to the m -th RRH (see also Fig. 3 ) 

𝑓 ( 𝑢𝑝𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 

) = 𝑓 ( 𝑑𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 

) or 

𝑛 𝑚 

𝑧 =0 
𝑃 ( 𝒏 − 𝑧 

𝑚 
) 𝜆cP �̂� 𝑧 = ( 𝑛 𝑚 + 1) 𝜇𝑃 ( 𝒏 + 

𝑚 
) , (3)

here �̂� 𝑧 = 

∑∞
𝑥 = 𝑧 +1 𝑆 𝑥 refers to the complementary batch size distribu-

ion. 

By considering that state n is in the bound of the state space 𝛀, then

he state 𝒏 + 
𝑚 

does not belong to 𝛀 and therefore both 𝑓 ( 𝑢𝑝𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 

) and

 

( 𝑑𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 

) are equal to zero. 

Apart from the LB equation of (3) , we also define the corresponding

lobal balance (GB) equation for state n and the m -th RRH 

 

( 𝑢𝑝𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 
− 
𝑚 
) + 𝑓 ( 𝑑𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 

) = 𝑓 ( 𝑢𝑝𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 

) + 𝑓 ( 𝑑𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 
− 
𝑚 
) . (4)

The first (left) term of (4) refers to the ‘upward’ probability flow

owards state n due to an arrival of a batch of calls. The next term refers

o the ‘downward’ probability flow into state n (from state 𝒏 + 
𝑚 

) due to a

all departure. The third term refers to the ‘upward’ probability flow out

f state n due to an arrival of a batch of calls. Finally, the fourth term

f (4) refers to the ‘downward’ probability flow out of state n (towards

tate 𝒏 − 
𝑚 

) due to a call departure. 

Summing over all RRHs yields the GB equation for state n 

𝑀 ∑
 =1 

[
𝑓 ( 𝑢𝑝𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 
− 
𝑚 
) + 𝑓 ( 𝑑𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 

) 
]
= 

𝑀 ∑
𝑚 =1 

[
𝑓 ( 𝑢𝑝𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 

) + 𝑓 ( 𝑑𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 
− 
𝑚 
) 
]
. (5)

The PFS that satisfies (4) and (5) is presented in the next theorem. 

heorem. The PFS of the steady-state probabilities in the c-SC-SC

odel is expressed via 

 ( 𝒏 ) = 𝐺 

−1 

( 

𝑀 ∏
𝑚 =1 

𝑃 ( 𝑚 ) 
𝑛 𝑚 

) 

, (6)

here 𝒏 = ( 𝑛 1 , … , 𝑛 𝑚 , … , 𝑛 𝑀 

) , G is the normalization constant, 𝐺 =
𝒏 ∈𝛀

∏𝑀 

𝑚 =1 𝑃 
( 𝑚 ) 
𝑛 𝑚 

, 𝛀 = { 𝒏 ∶ 0 ≤ 𝑛 1 , … , 𝑛 𝑀 

≤ 𝐶, 0 ≤ 

∑𝑀 

𝑚 =1 𝑛 𝑚 ≤ 𝑇 } , and 

 

( 𝑚 ) 
𝑛 𝑚 

= 

⎧ ⎪ ⎨ ⎪ ⎩ 
𝑛 𝑚 ∑
𝑧 =1 

𝛼cP 

𝑛 𝑚 
𝑃 
( 𝑚 ) 
𝑛 𝑚 − 𝑧 �̂� 𝑧 −1 , for 𝑛 𝑚 ≥ 1 

1 , for 𝑛 𝑚 = 0 
, (7)
here 𝛼cP = 𝜆cP ∕ 𝜇 refers to the offered traffic-load (in erl) in every RRH.

roof. For the m -th RRH, 1 ≤ m ≤ M , and by assuming that n m 

≥ 1 and

 

( 𝑚 ) 
0 = 1 we can uniquely determine the values of 𝑃 

( 𝑚 ) 
𝑛 𝑚 

via the for-

ula 𝑃 
( 𝑚 ) 
𝑛 𝑚 

= 

∑𝑛 𝑚 
𝑧 =1 

𝛼cP 

𝑛 𝑚 
𝑃 
( 𝑚 ) 
𝑛 𝑚 − 𝑧 �̂� 𝑧 −1 . If we take the product of 𝑃 

( 𝑚 ) 
𝑛 𝑚 

for the M

RHs and normalize it, then we can easily verify that the result 𝑃 ( 𝒏 ) =
 

−1 ∏𝑀 

𝑚 =1 𝑃 
( 𝑚 ) 
𝑛 𝑚 

satisfies 𝑓 ( 𝑢𝑝𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 

) = 𝑓 ( 𝑑𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 

) for all n ∈𝛀. □

Having determined P ( n ) via (6) and (7) , the total time congestion

robabilities (TC probabilities), 𝐵 

𝑇𝐶 
𝑡𝑜𝑡 

, can be calculated via 

 

𝑇𝐶 
𝑡𝑜𝑡 

= 𝐵 

𝑇𝐶 
𝑐 

+ 𝐵 

𝑇𝐶 
𝑟 

, (8)

here 𝐵 

𝑇𝐶 
𝑐 

, 𝐵 

𝑇𝐶 
𝑟 

refer to the TC events that are related to the insufficient

omputational and radio resource units, respectively. 

Note that TC probabilities can be computed as the proportion of time

hat the C-RAN has no available resources for the batches of calls. 

Based on the PFS of (6) and (7) , we can determine 𝐵 

𝑇𝐶 
𝑡𝑜𝑡 

either via

 BF evaluation method (presented in Section 3.2 ) or via a convolution

lgorithm (presented in Section 3.3 ) which is adopted in this paper. 

.2. The proposed BF evaluation method 

The values of 𝐵 

𝑇𝐶 
𝑟 

can be computed via the PFS of (6), (7) as 

 

𝑇𝐶 
𝑟 

= 

∑
𝒏 ∈𝛀1 ,𝐶 

<𝑇 

𝑃 ( 𝒏 ) , (9)

here 𝛀1 ,𝐶 
<𝑇 

= { 𝛀<𝑇 ∩𝛀1 ,𝐶 } , 𝛀<𝑇 = { 𝒏 ∶ 𝑛 1 + ⋯ + 𝑛 𝑀 

< 𝑇 } while 𝛀1 ,𝐶 =
 𝒏 ∶ 𝑛 1 = 𝐶} . 

Note that the notation in (9) refers to the 1st RRH. However, since

ll RRHs have the same capacities C and offered traffic-load 𝛼cP , (9) ex-

resses the 𝐵 

𝑇𝐶 
𝑟 

of every RRH. 

By denoting as 𝛀= 𝑇 = { 𝒏 ∶ 𝑛 1 + ⋯ + 𝑛 𝑀 

= 𝑇 } , we can determine the

alues of 𝐵 

𝑇𝐶 
𝑐 

via 

 

𝑇𝐶 
𝑐 

= 

∑
𝒏 ∈𝛀= 𝑇 

𝑃 ( 𝒏 ) . (10)

Eqs. (9) and (10) reveal that the determination of 𝐵 

𝑇𝐶 
𝑟 

and 𝐵 

𝑇𝐶 
𝑐 

can

e quite complex via the BF evaluation method since it requires enumer-

tion/processing of 𝛀 (in order to obtain the corresponding blocking

tates). For a system with many RRHs of large capacities C , the state

pace 𝛀 will be extremely large. Thus, the BF evaluation method is

ainly useful for small (tutorial) examples. 

.3. The proposed convolution algorithm 

Based on the fact that the c-SC-SC model has a PFS, we propose a

onvolution algorithm, for the efficient computation of congestion prob-

bilities. The algorithm consists of the following 3 steps: 

1st step 

For the m -th RRH ( 𝑚 = 1 , … , 𝑀), determine the distribution of oc-

upied resource units, q m 

( j ), via 

 𝑚 ( 𝑗) = 

{ ∑𝑗 

𝑙=1 
𝛼cP 

𝑗 
𝑞 𝑚 ( 𝑗 − 𝑙) ̂𝑆 𝑙−1 , for 𝑗 = 1 , … , 𝐶 

0 , for 𝑗 > 𝐶 

. (11)

aving obtained the values of q m 

( j ), we normalize them via the constant

 𝑚 = 

∑𝐶 

𝑗=0 𝑞 𝑚 ( 𝑗) and denote them as 𝑞 ′
𝑚 
( 𝑗) = 𝑞 𝑚 ( 𝑗)∕ 𝐺 𝑚 . 

2nd step 

Following a sequential convolution for all RRHs, apart from the first

ne, determine the occupancy distribution 

 (−1) = 𝑞 ′2 ∗ ⋯ ∗ 𝑞 ′
𝑚 
∗ ⋯ ∗ 𝑞 ′

𝑀 

. (12)

ased on (12) , the convolution operation of two normalized distribu-

ions 𝑞 ′
𝑢 

and 𝑞 ′
𝑤 
, is given by 

 

′
𝑢 
∗ 𝑞 ′

𝑤 
= 

{ 

𝑞 ′
𝑢 
(0) ⋅ 𝑞 ′

𝑤 
(0) , 

∑1 
𝑥 =0 𝑞 

′
𝑢 
( 𝑥 ) ⋅ 𝑞 ′

𝑤 
(1 − 𝑥 ) , 

… , 
∑𝑇 

𝑥 =0 𝑞 
′
𝑢 
( 𝑥 ) ⋅ 𝑞 ′

𝑤 
( 𝑇 − 𝑥 ) 

} 

. (13)
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b

 

a

(
𝑚 
he convolution operation of 𝑞 ′
𝑢 

and 𝑞 ′
𝑤 

may not lead to a normalized

istribution. Thus, the normalization of the results of 𝑞 ′
𝑢 
∗ 𝑞 ′

𝑤 
via the

onstant, 𝐺 𝑢,𝑤 , is recommended. 

3rd step 

Based on the convolution operations of the previous step, calculate

he values of 𝐵 

𝑇𝐶 
𝑡𝑜𝑡 

as follows: 

 

𝑇𝐶 
𝑡𝑜𝑡 

= 𝐵 

𝑇𝐶 
𝑟 

+ 𝐵 

𝑇𝐶 
𝑐 

= 

1 
𝐺 

( 

𝑞 ′1 ( 𝐶) 
𝑇− 𝐶−1 ∑
𝑧 =0 

𝑄 (−1) ( 𝑧 ) + 

𝑇 ∑
𝑥 =0 

𝑄 (−1) ( 𝑥 ) 𝑞 ′1 ( 𝑇 − 𝑥 ) 

) 

, 

(14) 

here 𝑞 ′1 ( 𝐶) (already determined in the 1st step) refers to the 1st RRH

nd the case where the occupied radio resource units equal C while the

econd term 

∑𝑇 

𝑥 =0 𝑄 (−1) ( 𝑥 ) 𝑞 ′1 ( 𝑇 − 𝑥 ) expresses the (un-normalized) prob-

bility that no computational resource units are available. In addition,

 refers to the normalization constant of the operation 𝑄 (−1) ∗ 𝑞 ′1 deter-

ined in the 2nd step via (13) . 

Via (14) , we determine the values of 𝐵 

𝑇𝐶 
𝑡𝑜𝑡 

for the first RRH. However,

ince all RRHs have the same capacities C and offered traffic-load 𝛼cP ,

14) expresses the 𝐵 

𝑇𝐶 
𝑡𝑜𝑡 

of every RRH. 

With the aid of the convolution algorithm we can also determine the

all congestion (CC) probabilities in the m -th RRH, 𝐵 

( 𝑚 ) 
𝐶𝐶 

, which express

he proportion of new calls that is blocked in the m -th RRH due to lack

f radio or computational resource units. As a general comment, the val-

es of the CC probabilities are higher than those of the TC probabilities

n the compound Poisson process. On the other hand, CC and TC proba-

ilities coincide when the Poisson process is considered and are usually

amed CBP. 

To obtain the values of 𝐵 

( 𝑚 ) 
𝐶𝐶 

, the following formula can be used 

 

( 𝑚 ) 
𝐶𝐶 

= 

𝛼cP �̂� − �̄� 𝑚 

𝛼cP �̂� 

, (15) 

here �̂� refers to the average size of new batches that arrive in a RRH

nd can be determined via �̂� = 

∑∞
𝑥 =1 𝑥 ̂𝑆 𝑥 , while �̄� 𝑚 denotes the mean

umber of calls serviced in the m -th RRH. 

As far as the batch size distribution is concerned, it is important to

ention the geometric distribution which has the memoryless property

s the discrete equivalent of the exponential distribution. In that case,
̂
 = (1 − 𝛽) −1 , where 𝛽 is the parameter of the geometric distribution. 

To determine the values of �̄� 𝑚 , we propose the formula 

̄ 𝑚 = 

1 
𝐺 

𝐶 ∑
𝑗=1 

𝑦 𝑚 ( 𝑗) 𝑞 ′𝑚 ( 𝑗) 
𝑇− 𝑗 ∑
𝑙=0 

𝑄 (− 𝑚 ) ( 𝑙) , (16) 

here y m 

( j ) expresses the average number of calls of the m -th RRH in

tate j . 

The values of y m 

( j ) can be computed via 

 𝑚 ( 𝑗) = 

𝛼cP 

𝑞 ′
𝑚 
( 𝑗) 

𝑗 ∑
𝑙=1 

𝑞 ′
𝑚 
( 𝑗 − 𝑙) ̂𝑆 𝑙−1 , for 𝑗 = 1 , … , 𝐶, (17) 

here �̂� 𝑙−1 = 𝛽𝑙−1 assuming the geometric distribution. 

Another performance measure that can also be obtained via (18) , is

he distribution of the occupied computational resource units 

 

′(0) = 𝑄 (−1) (0) ⋅ 𝑞 ′1 (0)∕ 𝐺, 𝑗 = 0 

𝑞 ′( 𝑗) = 

𝑗 ∑
𝑧 =0 

𝑄 (−1) ( 𝑧 ) ⋅ 𝑞 ′1 ( 𝑗 − 𝑧 )∕ 𝐺, 𝑗 = 1 , … , 𝑇 , (18) 

. The proposed generalized SC-SC model 

.1. The analytical model 

In the g-SC-SC model, let M inf , M fin and M cP be the number of RRHs

hat accommodate Poisson, quasi-random and compound Poisson traf-

c, respectively. Also let, 𝑀 = 𝑀 inf + 𝑀 fin + 𝑀 cP . 

In the case of the M inf RRHs, new calls follow a Poisson process with

ate 𝜆 in the m -th RRH, 𝑚 = 1 , … , 𝑀 , while the offered traffic-load
P inf 
s 𝛼P = 𝜆P ∕ 𝜇. In the case of the M fin RRHs, new calls arrive in the m -

h RRH, 𝑚 = 𝑀 inf + 1 , … , 𝑀 inf + 𝑀 fin following a quasi-random process

ith rate 𝜆𝑚, F = ( 𝑁 𝑚 − 𝑛 𝑚 ) 𝑣 𝑚, F , where N m 

and n m 

are the finite popu-

ation of MUs and the number of calls serviced in the m -th RRH, re-

pectively, while 𝑣 𝑚, F is the (call) arrival rate per idle MU. The corre-

ponding offered traffic-load per idle MU is 𝛼𝑚, idle = 𝑣 𝑚, F ∕ 𝜇. Finally, in

he case of the M cP RRHs, new calls arrive as batches in the m -th RRH,

 = 𝑀 inf + 𝑀 fin + 1 , … , 𝑀, via a compound Poisson process of rate 𝜆cP 

s already described in Section 3 . 

Regardless of the call arrival process, a new call requires a computa-

ional resource unit from the V-BBU and a radio resource unit from the

erving RRH. If any of the two resource units is unavailable then call

locking occurs. Otherwise, the call is accepted in the serving RRH for

n exponentially distributed service time with mean 𝜇−1 . 

Let 𝒏 = ( 𝑛 1 , … , 𝑛 𝑀 inf 
, 𝑛 𝑀 inf +1 , … , 𝑛 𝑀 inf + 𝑀 fin 

, 𝑛 𝑀 inf + 𝑀 fin +1 , … , 𝑛 𝑀 

) be

he vector of the number of calls serviced in the RRHs. The first part

f the vector that ends with 𝑛 𝑀 inf 
denotes the number of calls gen-

rated via a Poisson process. The part of the vector that starts with

 𝑀 inf +1 and ends with 𝑛 𝑀 inf + 𝑀 fin 
denotes the number of calls generated

ia a quasi-random process, while the last part of the vector that starts

ith 𝑛 𝑀 inf + 𝑀 fin +1 and ends with n M 

denotes the number of calls gen-

rated via a compound Poisson process. Also denote the steady-state

ectors 𝒏 − 
𝑚 
= ( 𝑛 1 , … , 𝑛 𝑚 − 1 , … , 𝑛 𝑀 

) , 𝒏 + 
𝑚 
= ( 𝑛 1 , … , 𝑛 𝑚 + 1 , … , 𝑛 𝑀 

) and let

 𝑔 ( 𝒏 ) , 𝑃 𝑔 ( 𝒏 − 𝑚 ) , 𝑃 𝑔 ( 𝒏 
+ 
𝑚 
) be the corresponding probability distributions of

tates 𝒏 , 𝒏 − 
𝑚 

and 𝒏 + 
𝑚 
, for the g-SC-SC model. 

To analyze the proposed g-SC-SC model, we initially show that

he steady-state probability distribution P g ( n ) has a PFS. Contrary to

26] where a PFS can be derived for the SC-SC model due to the LB be-

ween states 𝒏 − 
𝑚 

and n , in the proposed g-SC-SC model the notion of LB

as expressed in [26] ) does not hold. The reason is that in the g-SC-SC

odel new calls may arrive not only via a Poisson or a quasi-random

rrival process but also in the form of batches. However, in the proposed

odel it can be shown that there exists a form of LB across certain levels

hat leads to a PFS for P g ( n ). 

To this end, for each state n consider the level 𝐿 

( 𝑚 ) 
𝒏 

which separates

he state 𝒏 + 
𝑚 
= ( 𝑛 1 , … , 𝑛 𝑚 + 1 , … , 𝑛 𝑀 

) from n . This level can be crossed

ither: i) due to a Poisson arriving call, or ii) due to a call generated via

 quasi-random process, or iii) due to a batch arrival in the m -th RRH or

v) because a call departs from the m -th RRH due to service completion.

Consider initially a Poisson arriving call. Then, the corresponding

upward’ probability flow across 𝐿 

( 𝑚 ) 
𝒏 

, for 𝑚 = 1 , … , 𝑀 inf is expressed by

 

( 𝑢𝑝𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 

) = 𝜆P 𝑃 𝑔 ( 𝒏 ) . (19)

Consider now the completion of a call serviced in the m -th RRH ( 𝑚 =
 , … , 𝑀 inf ). In that case, the ‘downward’ probability flow across 𝐿 

( 𝑚 ) 
𝒏 

is

xpressed by 

 

( 𝑑𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 

) = ( 𝑛 𝑚 + 1) 𝜇𝑃 𝑔 ( 𝒏 + 𝑚 ) . (20)

Via (19) and (20) , we obtain the LB equation for the level 𝐿 

( 𝑚 ) 
𝒏 

and

alls that are related to the m -th RRH ( 𝑚 = 1 , … , 𝑀 inf ) 

P 𝑃 𝑔 ( 𝒏 ) = ( 𝑛 𝑚 + 1) 𝜇𝑃 𝑔 ( 𝒏 + 𝑚 ) . (21) 

We continue by considering a quasi-random arriving call. Then, the

orresponding probability flow across 𝐿 

( 𝑚 ) 
𝒏 

, for 𝑚 = 𝑀 inf + 1 , … , 𝑀 inf +
 fin , is given by 

 

( 𝑢𝑝𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 

) = ( 𝑁 𝑚 − 𝑛 𝑚 ) 𝑣 𝑚, F 𝑃 𝑔 ( 𝒏 ) . (22)

Consider now the completion of a call serviced in the m -th RRH

 𝑚 = 𝑀 inf + 1 , … , 𝑀 inf + 𝑀 fin ). In that case, the corresponding proba-

ility flow across 𝐿 

( 𝑚 ) 
𝒏 

is given by (20) . 

Via (22) and (20) , we have the LB equation across 𝐿 

( 𝑚 ) 
𝒏 

for calls that

re related to the m -th RRH ( 𝑚 = 𝑀 inf + 1 , … , 𝑀 inf + 𝑀 fin ) 

 𝑁 𝑚 − 𝑛 𝑚 ) 𝑣 𝑚, F 𝑃 𝑔 ( 𝒏 ) = ( 𝑛 𝑚 + 1) 𝜇𝑃 𝑔 ( 𝒏 + ) . (23) 
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Finally, we consider the arrival of a batch. Then, the ‘upward’ prob-

bility flow across 𝐿 

( 𝑚 ) 
𝒏 

, for 𝑚 = 𝑀 inf + 𝑀 fin + 1 , … , 𝑀 is expressed by

 

( 𝑢𝑝𝑤 ) ( 𝐿 

( 𝑚 ) 
𝒏 

) = 

𝑛 𝑚 ∑
𝑧 =0 

𝑃 𝑔 ( 𝒏 − 𝑧 𝑚 
) 𝜆cP 

∞∑
𝑥 = 𝑧 +1 

𝑆 𝑥 , (24)

here 𝒏 − 𝑧 
𝑚 

= ( 𝑛 1 , … , 𝑛 𝑚 − 𝑧, … , 𝑛 𝑀 

) and 𝑃 𝑔 ( 𝒏 − 𝑧 𝑚 
) is the corresponding

teady state probability. 

Consider now the completion of a call serviced in the m -th RRH ( 𝑚 =
 inf + 𝑀 fin + 1 , … , 𝑀). In that case, the corresponding probability flow

cross 𝐿 

( 𝑚 ) 
𝒏 

is given by (20) . 

Via (24) and (20) , we have the LB equation across the level 𝐿 

( 𝑚 ) 
𝒏 

for

alls that are related to the m -th RRH ( 𝑚 = 𝑀 inf + 𝑀 fin + 1 , … , 𝑀) 

𝑛 𝑚 

𝑧 =0 
𝑃 𝑔 ( 𝒏 − 𝑧 𝑚 

) 𝜆cP �̂� 𝑧 = ( 𝑛 𝑚 + 1) 𝜇𝑃 𝑔 ( 𝒏 + 𝑚 ) , (25)

here �̂� 𝑧 = 

∑∞
𝑥 = 𝑧 +1 𝑆 𝑥 refers to the complementary batch size distribu-

ion. 

The PFS that satisfies (21), (23) and (25) has the form 

 𝑔 ( 𝒏 ) = 

1 
𝐺 

( 

𝑀 inf ∏
𝑚 =1 

𝛼
𝑛 𝑚 
P 

𝑛 𝑚 ! 

𝑀 inf + 𝑀 fin ∏
𝑚 = 𝑀 inf +1 

( 

𝑁 𝑚 

𝑛 𝑚 

) 

𝛼
𝑛 𝑚 

𝑚, idle 

𝑀 ∏
𝑚 = 𝑀 inf + 𝑀 fin +1 

𝑃 ( 𝑚 ) 
𝑛 𝑚 

) 

, (26)

here 𝐺 = 

∑
𝒏 ∈𝛀

( ∏𝑀 inf 

𝑚 =1 
𝛼
𝑛 𝑚 
P 

𝑛 𝑚 ! 
∏𝑀 inf + 𝑀 fin 

𝑚 = 𝑀 inf +1 
(𝑁 𝑚 

𝑛 𝑚 

)
𝛼
𝑛 𝑚 

𝑚, idle 

∏𝑀 

𝑚 = 𝑀 inf + 𝑀 fin +1 
𝑃 
( 𝑚 ) 
𝑛 𝑚 

)
is the system’s state space, 𝛀 = { 𝒏 ∶ 0 ≤ 𝑛 1 , … , 𝑛 𝑀 

≤ 𝐶, 0 ≤ 

∑𝑀 

𝑚 =1 𝑛 𝑚 ≤

 } while the values of 𝑃 
( 𝑚 ) 
𝑛 𝑚 

are given by (7) . 

Having obtained P g ( n ), the TC probabilities in the m -th RRH ( 𝑚 =
 , … , 𝑀), 𝐵 

𝑇𝐶 
𝑡𝑜𝑡 ,𝑚 

, can be calculated via 

 

𝑇𝐶 
𝑡𝑜𝑡 ,𝑚 

= 𝐵 

𝑇𝐶 
𝑐 

+ 𝐵 

𝑇𝐶 
𝑟,𝑚 

, (27)

here 𝐵 

𝑇𝐶 
𝑐 

, 𝐵 

𝑇𝐶 
𝑟,𝑚 

refer to the TC events that are related to the insufficient

omputational resource units in the V-BBU and radio resource units in

he m -th RRH, respectively 

Based on the PFS of (26) , we can calculate 𝐵 

𝑇𝐶 
𝑡𝑜𝑡 ,𝑚 

either via a BF

ethod (presented in Section 4.2 ) or via a convolution algorithm (pre-

ented in Section 5 ) which is adopted in this paper. 

.2. The BF evaluation method 

The values of 𝐵 

𝑇𝐶 
𝑟,𝑚 

, 𝑚 = 1 , … , 𝑀, can be computed via (26) as follows

 

𝑇𝐶 
𝑟,𝑚 

= 

∑
𝒏 ∈𝛀𝑚,𝐶 

<𝑇 

𝑃 𝑔 ( 𝒏 ) , (28)

here 𝛀𝑚,𝐶 

<𝑇 
= { 𝛀<𝑇 ∩𝛀𝑚,𝐶 } , 𝛀<𝑇 = { 𝒏 ∶ 𝑛 1 + ⋯ + 𝑛 𝑀 

< 𝑇 } while
𝑚,𝐶 = { 𝒏 ∶ 𝑛 𝑚 = 𝐶} . 

Similarly, we can determine the values of 𝐵 

𝑇𝐶 
𝑐 

via 

 

𝑇𝐶 
𝑐 

= 

∑
𝒏 ∈𝛀= 𝑇 

𝑃 𝑔 ( 𝒏 ) , (29)

here 𝛀= 𝑇 = { 𝒏 ∶ 𝑛 1 + ⋯ + 𝑛 𝑀 

= 𝑇 } . 
Eqs. (28) and (29) show that the determination of 𝐵 

𝑇𝐶 
𝑟,𝑚 

and 𝐵 

𝑇𝐶 
𝑐 

can

e quite complex via the BF method since enumeration/processing of 𝛀
s required. 

. The proposed convolution algorithm for the generalized SC-SC 

odel 

Since the g-SC-SC model has a PFS, we propose a convolution al-

orithm, for the efficient computation of congestion probabilities. The

lgorithm consists of the following 3 steps: 

1st step 

a) For every RRH that services Poisson traffic, compute the distribu-

tion of occupied resource units, q g , m 

( j ), where 𝑚 = 1 , … , 𝑀 inf and

𝑗 = 1 , … , 𝐶, via 

𝑞 ( 𝑗 ) = 

𝛼
𝑗 

P 
𝑞 (0) . (30)
𝑔,𝑚 

𝑗 ! 𝑔,𝑚 
b) For every RRH that services quasi-random traffic, compute q g , m 

( j ),

where 𝑚 = 𝑀 inf + 1 , … , 𝑀 inf + 𝑀 fin and 𝑗 = 1 , … , 𝐶, via 

𝑞 𝑔,𝑚 ( 𝑗) = 

( 

𝑁 𝑚 

𝑗 

) 

𝛼
𝑗 

𝑚, idle 
𝑞 𝑔,𝑚 (0) . (31)

c) For every RRH that services compound Poisson traffic, compute

q g , m 

( j ), where 𝑚 = 𝑀 inf + 𝑀 fin + 1 , … , 𝑀 and 𝑗 = 1 , … , 𝐶, via 

𝑞 𝑔,𝑚 ( 𝑗) = 

𝑗 ∑
𝑙=1 

𝛼cP 

𝑗 
𝑞 𝑔,𝑚 ( 𝑗 − 𝑙) ̂𝑆 𝑙−1 . (32)

Note that 𝑞 𝑔,𝑚 (0) = 1 , 𝑞 𝑔,𝑚 ( 𝑥 ) = 0 for x < 0 or x > C , while the values

of q g , m 

( j ) can be normalized by 𝐺 𝑔,𝑚 = 

∑𝐶 

𝑗=0 𝑞 𝑔,𝑚 ( 𝑗) . The normalized

values are expressed as 𝑞 ′
𝑔,𝑚 

( 𝑗) = 𝑞 𝑔,𝑚 ( 𝑗)∕ 𝐺 𝑔,𝑚 , 𝑚 = 1 , … , 𝑀 . 

2nd step 

Following a sequential convolution for all RRHs, apart from the m -th

RH, determine the occupancy distribution 

 𝑔, (− 𝑚 ) = 𝑞 ′
𝑔, 1 ∗ ⋯ ∗ 𝑞 ′

𝑔,𝑚 −1 ∗ 𝑞 
′
𝑔,𝑚 +1 ∗ ⋯ ∗ 𝑞 ′

𝑔,𝑀 

. (33)

Based on (33) , the convolution operation of two normalized distri-

utions 𝑞 ′
𝑔,𝑢 

and 𝑞 ′
𝑔,𝑤 

is expressed by 

 

′
𝑔,𝑢 

∗ 𝑞 ′
𝑔,𝑤 

= 

{ 

𝑞 ′
𝑔,𝑢 

(0) ⋅ 𝑞 ′
𝑔,𝑤 

(0) , 
∑1 

𝑥 =0 𝑞 
′
𝑔,𝑢 

( 𝑥 ) ⋅ 𝑞 ′
𝑔,𝑤 

(1 − 𝑥 ) , 
… , 

∑𝑇 

𝑥 =0 𝑞 
′
𝑔,𝑢 

( 𝑥 ) ⋅ 𝑞 ′
𝑔,𝑤 

( 𝑇 − 𝑥 ) 

} 

. (34)

he convolution operation of 𝑞 ′
𝑔,𝑢 

and 𝑞 ′
𝑔,𝑤 

may not lead to a normalized

istribution. Thus, the normalization of the results of 𝑞 ′
𝑔,𝑢 

∗ 𝑞 ′
𝑔,𝑤 

via the

onstant, 𝐺 𝑔,𝑢,𝑤 , is recommended. 

3rd step 

Based on the convolution operations of the previous step, calculate

he values of 𝐵 

𝑇𝐶 
𝑡𝑜𝑡 ,𝑚 

as follows 

 

𝑇𝐶 
𝑡𝑜𝑡 ,𝑚 

= 𝐵 

𝑇𝐶 
𝑟,𝑚 

+ 𝐵 

𝑇𝐶 
𝑐 

= 

1 
𝐺 𝑔 

( 

𝑞 ′
𝑔,𝑚 

( 𝐶) 
𝑇− 𝐶−1 ∑
𝑧 =0 

𝑄 𝑔, (− 𝑚 ) ( 𝑧 ) + 

𝑇 ∑
𝑥 =0 

𝑄 𝑔, (− 𝑚 ) ( 𝑥 ) 𝑞 ′𝑔,𝑚 ( 𝑇 − 𝑥 ) 

) 

, (35) 

here 𝑞 ′
𝑔,𝑚 

( 𝐶) (determined in the 1st step) refers to the case where no

adio resource units are available in the m -th RRH while the second term
𝑇 

𝑥 =0 𝑄 𝑔, (− 𝑚 ) ( 𝑥 ) 𝑞 ′𝑔,𝑚 ( 𝑇 − 𝑥 ) express the (un-normalized) probability that

ll computational resource units are occupied. In addition, G g refers to

he normalization constant of the operation 𝑄 𝑔, (− 𝑚 ) ∗ 𝑞 ′𝑔,𝑚 determined

ia (34) . 

To obtain the values of the CC probabilities, 𝐵 

( 𝑚 ) 
𝐶𝐶 

, for a new call in the

 -th RRH that serves quasi-random traffic (i.e., 𝑚 = 𝑀 inf + 1 , … , 𝑀 inf +
 fin ), we can use the previous 3-step algorithm for a system with 𝑁 𝑚 − 1

ources. Note that, TC probabilities are slightly higher than CC proba-

ilities in quasi-random models, especially when the number of sources

s high. 

To obtain the values of 𝐵 

( 𝑚 ) 
𝐶𝐶 

, for a new call in the m -th RRH that

erves Poisson or compound Poisson traffic we can use (36) and (15) ,

espectively 

 

( 𝑚 ) 
𝐶𝐶 

= 

𝛼P − �̄� 𝑚 

𝛼P 

, 𝑚 = 1 , … , 𝑀 inf , (36) 

here �̄� 𝑚 is the mean number of calls serviced in the m -th RRH. 

To determine the values of �̄� 𝑚 we propose the formula 

̄ 𝑚 = 

1 
𝐺 𝑔 

𝐶 ∑
𝑗=1 

𝑦 𝑔,𝑚 ( 𝑗) 𝑞 ′𝑔,𝑚 ( 𝑗) 
𝑇− 𝑗 ∑
𝑙=0 

𝑄 𝑔, (− 𝑚 ) ( 𝑙) , (37) 

here G g is the normalization constant of the operation 𝑄 𝑔, (− 𝑚 ) ∗ 𝑞 ′𝑔,𝑚 
etermined via (34) , while y g , m 

( j ) is the average number of in-service

alls of the m -th RRH in state j . 

The values of y g , m 

( j ) can be determined via (38) and (17) for the m -th

RH that accommodates Poisson or compound Poisson traffic, respec-

ively 

 𝑔,𝑚 ( 𝑗) = 

𝛼P 𝑞 
′
𝑔,𝑚 

( 𝑗 − 1) 
𝑞 ′
𝑔,𝑚 

( 𝑗) 
, for 𝑗 = 1 , … , 𝐶. (38) 



I.-A. Chousainov, I. Moscholios and P. Sarigiannidis et al. Computer Networks 180 (2020) 107410 

Fig. 4. The application example of the g-SC-SC model. 

Fig. 5. TC probabilities ( 𝐵 𝑇𝐶 
𝑐 

) for the c-SC-SC and the SC-SC models. 
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Regarding the occupancy distribution of the computational resource

nits, it can be determined via 

 

′
𝑔 
(0) = 𝑄 𝑔, (− 𝑚 ) (0) ⋅ 𝑞 ′𝑔,𝑚 (0)∕ 𝐺 𝑔 , 𝑗 = 0 

𝑞 ′
𝑔 
( 𝑗) = 

𝑗 ∑
𝑧 =0 

𝑄 𝑔, (− 𝑚 ) ( 𝑧 ) ⋅ 𝑞 ′𝑔,𝑚 ( 𝑗 − 𝑧 )∕ 𝐺 𝑔 , 𝑗 = 1 , … , 𝑇 , (39) 

here G g is the normalization constant of 𝑄 𝑔, (− 𝑚 ) ∗ 𝑞 ′𝑔,𝑚 determined via

34) . 

The proposed g-SC-SC model leads to the SC-SC model of [26] if: a)

 m 

→∞, for 𝑚 = 𝑀 inf + 1 , … , 𝑀 inf + 𝑀 fin , and the total offered traffic-

oad is constant, and b) 𝑆 𝑥 = 1 for 𝑥 = 1 and 𝑆 𝑥 = 0 for x > 1 and

 = 𝑀 + 𝑀 + 1 , … , 𝑀 . In both cases (a) and (b), the call arrival
inf fin 
rocess becomes Poisson. In particular, in case (b) each arriving batch

that follows the Poisson process) contains only one call. 

In order to determine the values of 𝐵 

𝑇𝐶 
𝑡𝑜𝑡 

of the SC-SC model via the

roposed convolution algorithm, the only change is in the 1st step where

nly (30) is considered (for 𝑚 = 1 , … , 𝑀). 

Similarly, the proposed g-SC-SC model leads to the f-SC-SC model

f [27] if all RRHs accommodate calls from finite number of sources.

n that case, the determination of 𝐵 

𝑇𝐶 
𝑡𝑜𝑡 

in the f-SC-SC model, via the

roposed convolution algorithm, requires only the use of (31) for 𝑚 =
 , … , 𝑀 . 

. Numerical results 

In this section, we consider a C-RAN example and provide simulation

nd analytical TC and CC probabilities results of the proposed c-SC-SC

nd g-SC-SC models as well as the corresponding analytical TC probabil-

ties of the existing SC-SC and f-SC-SC models. The simulation model is

ased on Simscript III [45] , while the simulation results presented in this

ection are mean values of seven runs. In each run, the system generates

wo hundred million calls. The first 5% of them do not affect the deter-

ination of the TC and CC probabilities in order to consider a warm-up

eriod. The choice of 5% is based on the visual inspection of the simula-

ion output and depends on the application example presented herein.

he interested reader may resort to [46,47] for particular methods used

or the selection of a warm-up period in a simulation model. In addition,

ince reliability ranges are less than two order of magnitudes, they are

ot presented in the following figures. 

In our example, we study a C-RAN architecture of 𝑀 = 12 RRHs.

ach RRH consists of 𝐶 = 10 resource units. As far as the computational

esource units are considered, we consider the values: 1) 𝑇 = 80 and 2)

 = 120 = 𝑀 ⋅ 𝐶. Regarding the g-SC-SC model, let the RRHs numbered

 to 4 serve Poisson traffic, the RRHs numbered 5 to 8 serve quasi-

andom traffic and the RRHs numbered 9 to 12 serve compound Poisson

raffic (see Fig. 4 ). Regarding the number of finite sources for the RRHs 5

o 8, we consider the value of 𝑁 = 50 sources. In each of these four RRHs,

he offered traffic-load per idle MU is 𝛼𝑚, idle = 𝛼𝑚 ∕ 𝑁 where 𝛼m 

refers to

he value of the Poisson traffic. Initially, we consider that 𝛼𝑚 = 4 . 2 erl for

 = 1 , … , 12 . Regarding the distribution of the batch size, we consider

he geometric distribution with parameters 𝛽 = 0 . 2 or 𝛽 = 0 . 5 , common

or the RRHs 9 to 12. Depending on the value of 𝛽, the average number

f calls in a new batch is 1.25 and 2.0, respectively. In the x-axis of
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Fig. 6. TC probabilities ( 𝐵 𝑇𝐶 
𝑡𝑜𝑡 

) for the c-SC-SC and the SC-SC mod- 

els. 
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igs. 5 - 10 , 𝛼m 

increases in steps of 0.4 erl. Thus, in point 13 the value

f 𝛼m 

is 9.0 erl for each RRH. 

In Fig. 5 , we present simulation and analytical results of the TC prob-

bilities 𝐵 

𝑇𝐶 
𝑐 

for the c-SC-SC model, assuming 𝑇 = 80 and 𝛽 = 0 . 2 or

= 0 . 5 . For comparison, we show the corresponding results of the SC-SC

odel. In Fig. 6 , we show the TC probabilities 𝐵 

𝑇𝐶 
𝑡𝑜𝑡 

for both models and

oth values of T . In Fig. 7 , we provide the corresponding CC probabili-

ies. According to Figs. 5 to 7 , we observe that: i) Even a slight increase

n the value of 𝛽 (a value of 𝛽 = 0 . 2 means that the average batch size

s 1.25 calls, slightly higher than that of the SC-SC model (1 call per ar-

ival due to the Poisson process)) may substantially increase TC ( Figs. 5

nd 6 ) and CC probabilities ( Fig. 7 ). As an example, consider point 13

f Fig. 5 and let the reference value be that of the SC-SC model. Then,

he relative increase of 𝐵 

𝑇𝐶 
𝑐 

is 32.96% when 𝛽 = 0 . 2 and 72.56% when

= 0 . 5 . Similarly, consider point 13 of Fig. 7 . The relative increase of

 CC for 𝑇 = 80 is 123% when 𝛽 = 0 . 5 and 48.05% when 𝛽 = 0 . 2 . The cor-

esponding values for 𝑇 = 120 is 214.7% when 𝛽 = 0 . 5 and 74% when

= 0 . 2 . ii) The SC-SC model fails to capture the behavior of the proposed

odel in all cases. This is also quantitatively explained in the previous

oint. iii) An increase in T decreases the values of the TC ( Fig. 6 ) and

C probabilities ( Fig. 7 ), iv) CC probabilities are much higher than the

C probabilities 𝐵 

𝑇𝐶 
𝑡𝑜𝑡 

(compare Figs. 6 –7 ) in the c-SC-SC model since

alls arrive in the network as batches. v) Analytical and simulation re-
ults of the c-SC-SC model are almost identical. Note that an increase

n T from 80 to 120 resource units significantly decreases the values of

 

𝑇𝐶 
𝑐 

and therefore these values are not presented in Fig. 5 . As an exam-

le, in point 13 (where 𝛼𝑚 = 9 . 0 erl), the values for the c-SC-SC model

re: 𝐵 

𝑇𝐶 
𝑐 

= 2 . 38 × 10 −6 for 𝛽 = 0 . 5 and 𝐵 

𝑇𝐶 
𝑐 

= 3 . 5 × 10 −8 for 𝛽 = 0 . 2 . The

orresponding value for the SC-SC model is 5 . 04 × 10 −10 (compare with

ig. 5 ). 

In Fig. 8 , we present simulation and analytical results of the TC prob-

bilities 𝐵 

𝑇𝐶 
𝑐 

for the g-SC-SC and the c-SC-SC models, assuming 𝑇 = 80
nd 𝛽 = 0 . 2 . For comparison, we show the corresponding results of the

C-SC and the f-SC-SC models. In Fig. 9 , we provide the corresponding

C probabilities 𝐵 

𝑇𝐶 
𝑡𝑜𝑡 

for all models. In Fig. 8 , we show the correspond-

ng CC probabilities. According to Figs. 8–10 , we observe that: i) The

-SC-SC and the f-SC-SC models can be an upper and a lower bound for

he TC and CC probabilities of the proposed g-SC-SC model, but they

annot capture the behavior of the g-SC-SC model. As an example, con-

ider point 13 of Fig. 8 and let the reference value be that of the f-SC-SC

odel. Then, due to the g-SC-SC model, the relative increase of 𝐵 

𝑇𝐶 
𝑐 

is

2.60%. On the same hand, the relative increase of 𝐵 

𝑇𝐶 
𝑐 

, due to the c-

C-SC model is 101.69%, a fact that shows that the results obtained via

he existing f-SC-SC model cannot approximate those of the proposed

-SC-SC model. ii) The CC probabilities of the c-SC-SC model are higher

han the (corresponding) TC probabilities due to the compound Poisson
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Fig. 7. CC probabilities for the c-SC-SC and the SC-SC models. 

c  

o  

T  

(  

a  

c  

v  

R  

a  

d  

t

 

r  

w  

A  

m  

o  

f  

d  

t  

t

7

 

s  

t  

u  

a  

o

r

 

t  

t  

b  

o

 

(  

o  

m

𝑃  
all arrival process (compare Figs. 9 and 10 ). iii) The CC probabilities

f the f-SC-SC model are slightly lower compared to the corresponding

C probabilities since calls are generated via a finite number of MUs

compare Fig. 9 and Fig. 10 ). iv) Analytical and simulation results are

lmost identical. Note that in Fig. 8 , the values of the SC-SC model are

loser to those of the g-SC-SC model but this is mainly due to the small

alue of 𝛽 = 0 . 2 and the mixture of traffic selected for this example (four

RHs serve Poisson traffic, four RRHs serve compound Poisson traffic

nd four RRHs serve quasi-random traffic). Different values of 𝛽 and a

ifferent mixture of traffic will result in different TC probabilities for

hese models. 

The results presented in this section show that particular attention is

equired when we want to determine congestion probabilities in a net-

ork that accommodates calls which follow different arrival processes.

 model that is based on the classical Poisson process (such as the SC-SC

odel) may be simpler but will fail to capture the behavior of smoother

r burstier call arrival processes. To this end, our work can be help-

ul to telecom engineers who are responsible for network planning and

imensioning procedures. The latter should adopt not only efficient tele-

raffic models but also models that approximate (as much as possible)

he call-level network conditions. 
. Incorporating the fronthaul capacity in the SC-SC model 

Consider the C-RAN model of Fig. 11 , where the V-BBU which con-

ists of T computational resource units is separated from the M inf RRHs

hat accommodate Poisson traffic. Each RRH consists of C radio resource

nits and transmits data to the V-BBU via the CPRI links. These links

re aggregated to form a fronthaul aggregated link (FAL) with the aid

f a fronthaul aggregator (FA). Let the FAL capacity be equal to C FAL 

esource units. 

A Poisson arriving call requires a computational resource unit from

he V-BBU, a resource unit from the FAL and a radio resource unit from

he serving RRH. If these resource units are available then the call can

e accepted in the serving RRH for a generally distributed service time

f mean 𝜇−1 . Otherwise, the call is blocked and lost. 

Let P ( n ) be the steady-state probability distribution where 𝒏 =
 𝑛 1 , … , 𝑛 𝑚 , … , 𝑛 𝑀 

) is the steady-state vector that describes the number

f calls in the M inf serving RRHs and n m 

is the number of calls in the

 -th RRH. The extended SC-SC model has a PFS of the form: 

 ( 𝒏 ) = 𝐺 

−1 

( 

𝑀 inf ∏
𝑚 =1 

𝛼
𝑛 𝑚 
P 

𝑛 𝑚 ! 

) 

, (40)
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Fig. 8. TC probabilities ( 𝐵 𝑇𝐶 
𝑐 

) for the g-SC-SC, the c-SC-SC, the SC-SC and the 

f-SC-SC models. 

Fig. 9. TC probabilities ( 𝐵 𝑇𝐶 
𝑡𝑜𝑡 

) for the g-SC-SC, the c-SC-SC, the SC-SC and the 

f-SC-SC models. 

Fig. 10. CC probabilities for the g-SC-SC, the c-SC-SC, the SC-SC and the f-SC-SC 

models. 

Fig. 11. The SC-SC model including a FAL. 
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here 𝛼P = 𝜆P ∕ 𝜇 is the offered traffic-load in each RRH,

 = 

∑
𝒏 ∈𝛀

∏𝑀 inf 

𝑚 =1 𝛼
𝑛 𝑚 
P 
∕ 𝑛 𝑚 ! and 𝛀 is the system’s state space given by:

= { 𝒏 ∶ 0 ≤ 𝑛 1 , … , 𝑛 𝑀 

≤ 𝐶, 0 ≤ 

∑𝑀 inf 

𝑚 =1 𝑛 𝑚 ≤ 𝐶 FAL , 0 ≤ 

∑𝑀 inf 

𝑚 =1 𝑛 𝑚 ≤ 𝑇 } . 
Based on the PFS of (40) , we can adopt the following convolution

lgorithm for the determination of B tot : 

1st step 

For every RRH, compute the occupancy distribution q m 

( j ), where

 = 1 , … , 𝑀 inf and 𝑗 = 1 , … , 𝐶, via 

 𝑚 ( 𝑗 ) = 

𝛼
𝑗 

P 

𝑗 ! 
𝑞 𝑚 (0) . (41)

he normalized values are expressed as 𝑞 ′
𝑚 
( 𝑗) = 𝑞 𝑚 ( 𝑗)∕ 𝐺 𝑚 , 𝑚 = 1 , … , 𝑀 inf

nd 𝐺 𝑚 = 

∑𝐶 

𝑗=0 𝑞 𝑚 ( 𝑗) . 
2nd step 

Following a sequential convolution for all RRHs, apart from the m -th

RH, determine the occupancy distribution 

 (− 𝑚 ) = 𝑞 ′1 ∗ ⋯ ∗ 𝑞 ′
𝑚 −1 ∗ 𝑞 

′
𝑚 +1 ∗ ⋯ ∗ 𝑞 ′

𝑀 

, (42)

here the convolution operation of 𝑞 ′
𝑢 

and 𝑞 ′
𝑤 

is expressed by 

 

′
𝑢 
∗ 𝑞 ′

𝑤 
= 

{ 

𝑞 ′
𝑢 
(0) ⋅ 𝑞 ′

𝑤 
(0) , 

∑1 
𝑥 =0 𝑞 

′
𝑢 
( 𝑥 ) ⋅ 𝑞 ′

𝑤 
(1 − 𝑥 ) , 

… , 
∑min ( 𝑇 ,𝐶 FAL ) 

𝑥 =0 𝑞 ′
𝑢 
( 𝑥 ) ⋅ 𝑞 ′

𝑤 
( min ( 𝑇 , 𝐶 FAL ) − 𝑥 ) 

} 

. (43)

t this step, it is recommended to normalize the results of 𝑞 ′
𝑢 
∗ 𝑞 ′

𝑤 
via

 𝑢,𝑤 . 

3rd step 

Based on the convolution operations of the previous step, calculate

he values of B tot as follows 

 𝑡𝑜𝑡 = 

1 
𝐺 𝑔 

( 

𝑞 ′
𝑚 
( 𝐶) 

min ( 𝑇 ,𝐶 FAL )− 𝐶−1 ∑
𝑧 =0 

𝑄 (− 𝑚 ) ( 𝑧 ) 

+ 

min ( 𝑇 ,𝐶 FAL ) ∑
𝑥 =0 

𝑄 (− 𝑚 ) ( 𝑥 ) 𝑞 ′𝑚 ( min ( 𝑇 , 𝐶 FAL ) − 𝑥 ) 

) 

, (44) 

here 𝑞 ′
𝑚 
( 𝐶) (determined in the 1st step) refers to the case where

o radio resource units are available in the m -th RRH while the

econd term 

min ( 𝑇 ,𝐶 FAL ) ∑
𝑥 =0 

𝑄 (− 𝑚 ) ( 𝑥 ) 𝑞 ′𝑚 ( min ( 𝑇 , 𝐶 FAL ) − 𝑥 ) expresses the (un-

ormalized) probability that all computational or FAL resource units

re occupied, depending on the minimum value between T and C FAL 

hich expresses the bottleneck. In addition, G refers to the normaliza-

ion constant of the operation 𝑄 (− 𝑚 ) ∗ 𝑞 ′𝑚 determined via (43) . 

. Conclusion 

In this paper we propose two loss models for the call-level analysis of

 C-RAN that services either compound Poisson traffic (c-SC-SC model)

r a mixture of compound Poisson, random and quasi-random traffic

g-SC-SC model). The compound Poisson process is burstier than the

oisson process since calls arrive in the C-RAN as batches whose size is

enerally distributed. On the other hand, the quasi-random traffic refers

o the case where calls are generated by a finite number of MUs, contrary

o random (Poisson) traffic which is generated by an infinite number of

Us. As far as the steady state probabilities is concerned, we show that

he proposed models have a PFS and propose BF evaluation methods and

onvolution algorithms for the determination of TC and CC probabilities.

he accuracy of the proposed algorithms is verified via simulation. As

 future work, we intend to study various call arrival processes in a

-RAN that accommodates elastic traffic. By the term “elastic traffic ”,

e refer to calls whose occupied resource units may fluctuate between

 minimum and a maximum value [48–51] . In addition, we intend to

tudy the call-level peculiarities of the 3-layer C-RAN architecture in

hich the radio, the distributed and the central units are introduced

52] . 
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