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Aiming at the characteristics of high-density and random deployment of 5G cellular networks, through efficient
network-level deployment methods, the network can quickly and efficiently adapt to large-scale dynamic
changes in user traffic. Aiming at the need for 5G systems to meet the requirements of high-speed mobile
environment communications, this paper deeply studies the factors that affect communication quality in
mobile scenarios and their relationships. Based on this, around the content transmission and distribution of
information, a 5G mobile communication network architecture based on content-centric network technology
is proposed. To meet the deployment requirements of cross-domain VNF (Virtual Network Function) during
the deployment phase, in order to solve the problem that the existing cross-domain deployment algorithms do
not take into account node computing resources and link bandwidth resources, this paper proposes a DPSO-
K (Discrete Particle Swarm Optimization—Kruskal) 5G cross-domain virtual network function deployment
method. Compared with the traditional method, the overall cost is reduced, and the cost is least affected
by the number of data fields. In different practical scenarios, the resource reduction gain of the strategy is
evaluated. Simulation results verify the impact of different system parameters on the energy efficiency of
the network. The results show that this method has obvious advantages in optimizing the energy spectrum
efficiency of randomly deployed networks.

1. Introduction a result, mobile operators are busy deploying a large number of base
stations to meet the above challenges [6]. There is no doubt that
improving the spatial reuse of frequency resources and reducing the
distance between mobile users and base stations can achieve higher sys-
tem capacity [7,8]. However, more cells will inevitably lead to a large
increase in energy consumption, which will cause corresponding envi-
ronmental and economic problems. As we all know, the fifth generation
mobile communication network must not only achieve a substantial
increase in system capacity and enhance the user experience, but also
meet the efficient use of energy resources. Therefore, achieving higher
network energy efficiency and capacity are key performance indicators
for next-generation network deployment and planning. Up to now,
a large amount of literature has been working to reduce the energy
consumption of the network and improve the energy efficiency of
the network, and has given relevant conclusions [9-11]. It is worth
noting that nearly 75% of the energy consumption comes from the base

With the rapid development of new technologies such as smart
phones and the Internet of Things, the field of mobile communication
technology is also undergoing unprecedented changes [1]. From the
perspective of the number of users and the total amount of services,
mobile communications will continue to maintain a high-speed devel-
opment trend [2,3]. The rapidly growing demand has brought huge
opportunities and challenges to the development of mobile communi-
cation network technology, and has caused a wave of R & D on new
services, new technologies, new standards and new products in the
academic and industrial circles. In this environment, 5G has become
a new hotspot leading the development of communication technology
and has broad application prospects [4]. With the rapid development
of wireless mobile device technology and the widespread popularity of

mobile Internet services, the high-density deployment of wireless access
points has become the core method for providing ubiquitous high-rate
user access and greatly improving the utilization of network resources.

With the evolution of mobile services from traditional voice services
to mobile data services, ubiquitous high-speed wireless services have
become a major task facing next-generation cellular networks [5]. As
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station [12]. And, in a base station, 70% of the energy comes from the
power amplifier, cooling device, etc. of the base station. Therefore, the
energy consumption of the network mainly depends on the density of
the base station and the operation mode of the base station. Obviously,
the deployment of base stations must meet the greatest business re-
quirements [13,14]. However, when the network load is reduced, many
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base stations will be in a semi-idle state and consume a lot of energy to
maintain network coverage [15]. Therefore, improving the utilization
efficiency of energy resources should start with the business load of
the time-varying space. In related research on VNF (Virtual Network
Function) cross-domain deployment, the connection relationship be-
tween VNFs is usually regarded as a virtual network with static resource
requirements, and the static cross-domain VNF deployment of network
slices is transformed into a cross-domain virtual network mapping [16].
The existing cross-domain virtual network mapping mainly includes
distributed and centralized methods [17]. Among them, the distributed
method cannot obtain the best cross-domain virtual network mapping
solution due to lack of network-wide information. Centralized cross-
domain virtual network mapping is generally divided into two stages:
virtual network partitioning and virtual subnet mapping. Related schol-
ars have proposed a heuristic algorithm based on the greedy approach,
but this method does not take into account the node computing re-
sources and link bandwidth [18]. Researchers use the meta-heuristic
algorithm to segment virtual network requests based on the price of
border nodes and inter-domain links in a multi-domain network, but
this method has a limited reduction in node and link resource over-
head [19]. Relevant scholars have designed a virtual network partition
method based on the node information by analyzing the information
of the boundary nodes, but this method faces the problems of too long
algorithm execution time and high complexity [20]. Relevant scholars
have given a topology constraint mechanism to achieve efficient cel-
lular base station deployment technology, which can increase energy
consumption by more than 40% [21]. In the deployment strategy of
the joint macro base station and small base station, the influence of
the density of the macro base station and the density of the small
base station on the coverage probability is studied [22]. Some base
station deployment strategies based on probability statistics techniques,
such as meta-heuristic methods and simulated annealing algorithms,
are used [23]. According to different user distribution scenarios, the
number and location of required base stations are optimized by schol-
ars [24]. In practice, long-term user information statistics are important
for the use of cellular base station deployment technology.

Starting from the concept of the content-centric network, the net-
work architecture is designed around the transmission and distribution
of information content. Based on this, the improvement of the com-
munication performance of mobile nodes is studied, and the frequent
switching of mobile nodes with the content-centric network architec-
ture in the high-speed mobile scenario is studied. This paper proposes
a 5G mobile communication network architecture based on the content-
centric network, and studies the communication performance of the
5G architecture based on the content-centric network. With the goal of
optimizing resource overhead, the static deployment problem of cross-
domain VNFs is translated into cross-domain virtual network mapping,
and the solution of cross-domain virtual network mapping is analyzed.
We propose a cross-domain VNF static deployment solution to reduce
the mapping resource overhead. An accurate model was established
to solve the energy spectral efficiency of randomly deployed cellular
networks, and an accurate energy spectral expression was derived. It
is an expression of base station density, load-aware density, average
user rate requirements, and other network parameters. At the same
time, an optimal base station deployment strategy was designed to
maximize the energy spectrum efficiency of the network while taking
outage probability as a constraint. The simulation results illustrate the
superiority of the proposed model.

The rest of this paper is organized as follows. Section 2 analyzes the
5G mobile communication network architecture based on the content-
centric network. Section 3 studies the deployment of 5G cross-domain
virtual network functions based on DPSO-K (Discrete Particle Swarm
Optimization—Kruskal). Section 4 studies the deployment of traffic-
aware high-energy spectrum-efficient base stations in randomly de-
ployed cellular networks. Section 5 summarizes the full text and points
out future research direction.
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2. 5G mobile communication network architecture based on
content-centric network

2.1. Content center network architecture

Unlike IP (Internet Protocol) networks, content-centric networks are
centered on information content, relying on named data for transmis-
sion over the network, and no longer focus on user address information.
The data packets of the content-centric network are marked with
unique names, changing the original encapsulation structure and ad-
dressing mode. Compared with the current architecture of the Internet,
content-centric networks can better solve communication problems.
The distributed content server network structure is shown in Fig. 1.

The architecture of the content center network and the IP net-
work both adopt a 7-layer architecture, and both retain the “hourglass
model”. The purpose of the lower-layer protocol design is to adapt
to the underlying physical link, and the purpose of the upper-layer
protocol design is to correlate. application. However, the IP network
architecture is based on the IP protocol and the content-centric network
is based on the content block protocol. Therefore, the architecture of
the content-centric network and the IP network mainly distinguishes
between the forwarding strategy and its own security, and multiple
connection methods are adopted at the same time, such as connection
with Ethernet, mobile communication network, Bluetooth, etc.

Unlike IP networks, there is no independent transport layer in the
architecture of the content-centric network. Instead, it relies on the
forwarding strategy layer to implement the functions of the transport
layer and network layer of the IP network at the same time. Therefore,
the architecture of the content-centric network can achieve flexible and
reliable data transmission. In IP networks, routers direct the forwarding
of packets based on the IP address prefix, and a packet can only be
used by one user; content-centric networks build routing tables based
on content name prefixes, and routers in content-centric networks have
caches. One data packet can be shared by multiple users. Even if the
network link is interrupted, users can obtain information from nearby
routers to reduce the interruption delay time and maintain normal com-
munication. The architecture of the content-centric network is based
on content security. It does not rely on the security of the transmission
channel. It encrypts the content transmitted on the network, that is,
all content must be verified by digital signatures. Therefore, many IP
networks can be avoided.

Therefore, the architecture of the content-centric network is flexible
and reliable, and provides conditions for implementing a series of
functions such as fast retrieval, intelligent forwarding, and efficient
content caching.

(1) Content center network data packet structure

The communication process of the content-centric network is driven
by the data requester and is realized by exchanging Interest packets and
data packets. The data requester encapsulates the name of the content
it wants to get into the Interest packet and forwards it to the data
provider. After receiving the Interest packet, the data provider encap-
sulates the content name, the requested content, and the information of
the data provider into the data packet, and then sends the data packet
back to the data requester. If the requested content is stored in the
nodes along the way, the corresponding data packet will be returned
to the data requester directly without visiting the data provider. Data
contains the same name as the Interest packet, and the transmission
process of the data packet is driven by the Interest packet, that is, a data
packet can only match one Interest packet request, but a data packet
can simultaneously meet multiple users with the same requirements. It
can be seen that the content center network has the characteristics of
load balancing and saving traffic.

Because the architecture of the content-centric network fully con-
siders the efficiency and security of data communication, the Interest
package and data package contain some additional information in
addition to some necessary information. For example, adding Nonce
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Fig. 1. Schematic diagram of distributed content server network structure.

to the Interest package ensures that there are no duplicate Interest
packets flowing in the network to avoid wasting network bandwidth.
Adding a data signature to the data package can verify the exact
identity of the data provider, thereby ensuring the security of network
communications. In addition, other information can be added to the
Interest and data packages as needed.

(2) Content center network forwarding and routing mechanism

The network nodes of the content center network include three data
structures, namely PIT (Pending Interest Table), FIB (Forwarding Infor-
mation Base), and CS (Content Store). The PIT stores all the Interest
packet forwarding information that is forwarded by the router but has
not yet received a data packet response. Each PIT entry records the
requested content name and the port number when the Interest packet
enters the router, which is convenient for returning the corresponding
data packet. The FIB of the content-centric network is similar to the
routing table in the IP network. It provides path information for packet
forwarding. However, IP networks allow only one port to be used to
forward data packets, while content-centric networks allow multiple
ports to be used to forward data packets simultaneously. In addition,
routers in the IP network construct routing tables based on the address
prefix information, while FIB tables in the content-centric network
guide the forwarding of Interest packets based on the prefix of the
content name. CS is used to store the recently applied Data packets.
Since the Data packets of the content center network no longer pay
attention to address information, it can satisfy multiple Interest packets
with the same request, saving bandwidth and traffic for network com-
munication. The schematic diagram of the route forwarding process is
shown in Fig. 2.

When the Interest packet arrives at a certain port on the router,
it must first be retrieved in CS based on the content name according
to the longest prefix matching principle to check whether there is a
corresponding data packet. If retrieved contains the corresponding data
packet, the data packet is directly passed back to the user, and then the
Interest packet is discarded, otherwise the PIT is retrieved. If the PIT
contains an entry that matches the requested content, it means that
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the same application has been received before and the corresponding
Interest packet has been forwarded, but there is no response from
the data packet. Therefore, the information of the Interest packet is
added to the corresponding PIT entry, and then the Interest packet is
discarded. If there is no matching content in CS and PIT, it means that
this router received the Interest packet containing the content name
for the first time, then a corresponding entry is established in the PIT,
and according to the forwarding information of the FIB table, Interest
packets are forwarded to the data provider.

2.2. Research on 5G mobile communication network architecture based on
content-centric network

In order to meet the challenges that 5G application requirements
and technological scenarios pose to the network, 5G networks need
technical innovations in both the basic network platform and the
network architecture. The 5G network introduces the Internet and
NFV (Network Function Virtualization) to design and implement a new
basic network platform based on general hardware, thereby solving
the problems of high cost, poor compatibility, weak dynamic resource
allocation capabilities, and long service deployment cycles of existing
platforms. In terms of network architecture, a new network architecture
was developed and designed using technologies based on control and
forwarding separation and control function reconfiguration to improve
the overall access performance of the access network and meet the
needs of complex 5G scenarios.

Based on the characteristics of the 5G core network that needs
to support various services with low latency, low transmission in-
terference time, high reliability, large capacity, and high speed, the
content-centric network architecture has advantages. The introduction
of a content-centric network will better meet network performance
quality requirements. Therefore, this paper proposes a 5G architecture
based on a content-centric network. Considering the compatibility with
the original network architecture, the network architecture is divided
into four parts: application layer, network layer, data link layer and
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Fig. 2. Schematic diagram of route forwarding.

physical layer. Among them, the application layer, data link layer,
and physical layer use the same protocol as the existing TCP/IP-
based packet data communication mode in the existing IP network;
the content-centric network protocol is used in the network layer. That
is, the application layer data packets enter the network layer after
being encapsulated, and the content-centric network protocol is used
in the network layer. Therefore, based on the original packet data
communication mode based on the TCP/IP protocol, by embedding the
network layer based on the content-centric network architecture, the
purpose of changing the network layer architecture is achieved so that
it can provide better service quality. When a user sends an Interest
request for a certain content, the data transmission process is as follows:

(1) The content name of the Interest request is encapsulated in the
Interest packet and forwarded to the content center network;

(2) When the router in the network receives the Interest packet,
it will process the Interest request according to the content-centric
network protocol forwarding strategy and workflow;

(3) If the Interest request is different from the previous request,
it will forward the corresponding Interest packet to the data source
through Ethernet or other connection methods;

(4) The data source encapsulates the corresponding content into the
data package, and returns the data package to the user in the same way
as when the Interest package came.

3. DPSO-K-based 5G cross-domain virtual network function de-
ployment

3.1. Establishment of cross-domain virtual network mapping model

After defining the related concepts of the underlying physical re-
source network and virtual network, we use the following formula to
represent the concept of virtual network mapping:

VNE: G,=(N,.E,) > G, =(N,,E,) €]

The optimization goal of this section is to choose a cross-domain
virtual network mapping scheme that maximizes overall revenue and
minimizes overall overhead to improve resource utilization. In order
to consider node computing resources and link bandwidth resources as
a whole, the cost of cross-domain virtual network mapping is defined
as the total cost of node computing and link bandwidth. The specific
formula is as follows:

Cost(G") = (1 — @) be’ + a cn' 2)
eV EEY nENY
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Among them, « is an adjustment coefficient, which can balance node
overhead and link overhead.

During the execution of the mapping algorithm, the available com-
puting resources on all nodes of the physical network are as follows:

Rn%)= Y ctn)- Y cn,)

ng€N n,eEM}!

3)

That is, the computing resources on all physical network nodes
minus the computing resources that have been allocated. Among them,
M, represents the virtual node that has been mapped and deployed.

Similarly, during the execution of the mapping algorithm, the re-
maining available bandwidth resources are expressed as:

R(®) = 2 be, — Z be,

e €E; e, EM

4

The mapping process is to project the virtual network on the under-
lying physical network. Therefore, in the mapping process of the virtual
network, the remaining resources of the underlying network must be
greater than the resource requirements of the virtual network, which is
characterized as:
{c(n”) < Ry(My(n))

5
b(e’) < Rp(Mg(e?)) ®

In addition, the computing resources on the physical nodes must be
greater than the computing resource requirements of the virtual nodes,
and the bandwidth resources between any physical nodes must also be
greater than the bandwidth resource requirements between the virtual
nodes, which can be characterized as:

{b(n;, ) < bl ) ©
c(ny) < c(ny)

Due to the special attributes of 5G services and the possible local-
ization and differential deployment of various VNFs in the network,
location constraints must be added when mapping virtual nodes, which
is characterized by:

_ 0 Notdeployable
Loc(ny.n,) = {1 Deployable 7
3.2. Interdomain partial mapping algorithm

The main purpose of inter-domain mapping is to realize the di-
vision of virtual networks and determine the boundary nodes and
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Fig. 3. Iterative process of discrete particle swarm algorithm.

inter-domain links. For the optimization of inter-domain link cost, a
meta-heuristic algorithm is usually used. The goal is to find an ap-
proximate optimal solution to the problem in an acceptable time. This
chapter takes the minimum link bandwidth overhead required for inter-
domain communication as the goal, and uses an optimized discrete
particle swarm algorithm to complete the inter-domain mapping and
realize the division of virtual networks.

The main purpose of the inter-domain virtual network mapping is
to achieve the division of virtual subnets, that is, to select appropriate
forwarding nodes and inter-domain routing strategies, and thereby
minimize cross-domain communication overhead. Communication be-
tween autonomous domains passes through inter-domain routing and
forwarding nodes (that is, anchor points). When this node is selected
across the entire network, the two physical nodes with the smallest
link bandwidth resources are deployed first. This node acts as a cross-
domain forwarding node to implement the deployment of inter-domain
communication links. Therefore, the inter-domain link bandwidth and
routing hops based on the node can be used as optimization goals
to refine and disassemble the objective function formula of the cross-
domain virtual network mapping model, and formulate the compliance
function in the inter-domain mapping section as follows:

f= Y k:BW@uv) LEN(uv) ®

(u,v)ELy

The coincidence value of the interdomain coincidence function can
be used as a criterion for measuring the excellent interdomain mapping.
In the above conformance function, LEN (u, v) refers to the two anchor
points (u, v). BW (u, v) is the link bandwidth between any two anchor
points; k is the adjustment factor for the link bandwidth. To meet the
needs of intra-domain links, adjustment factors need to be introduced
to adjust the compliance value.
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Optimizing discrete particle swarm optimization is a multi-solution
iterative process. The basic principle is to gradually iterate through
the coordination and cooperation of particle swarms and resource
interactions, and determine the optimal solution. Iterative process of
discrete particle swarm algorithm as shown in Fig. 3. The parameter
position vector is changed by parameter operation, that is, the value
of each component is re-determined. The virtual node re-selects the
physical node to match, and the location update operation is performed
through multiple direction adjustment operations.

3.3. Experimental results and analysis

We run all simulation experiments on a computer with a 3.4 Ghz
Intel Core i7 processor and 8 Gb RAM. All algorithms are implemented
using Matlab, and the GT-ITM software is used to establish a virtual
network topology and a physical network topology, respectively.

The DPSO-K algorithm proposed in this paper is compared with
a matching algorithm based on iterative search (referred to as HTF)
and a minimum cost algorithm based on binary integer programming
(referred to as MC-VNM). In the simulation process, the value range of
the number of virtual network nodes is set to [0-60], and the balance
adjustment factor of node overhead and link overhead is set at the
same time. We analyze and compare the total cost, request acceptance
rate, and algorithm running time of 60 virtual network cross-domain
mappings.

(1) Mapping overhead simulation

Fig. 4 is a comparison of the overall mapping overhead of the
three algorithms with different numbers of virtual nodes. The algorithm
takes the average of multiple experiments. As can be seen from the
figure, the DPSO-K algorithm reduces the overall mapping overhead
by considering the node resources and link resources and using the
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Fig. 4. Comparison of the overall mapping overhead of the DPSO-K algorithm.

discrete particle swarm algorithm to optimize. Compared with the
other two methods, it can be reduced by an average of 5% in the
current experimental environment. At the same time, it can be seen
that with the increase of the number of virtual nodes, the increase rate
of the overall mapping overhead of this algorithm is the lowest, which
is suitable for large-scale network environments. In addition, as the
number of nodes increases, the growth rate of overall overhead will
slow down. This is because the resource requirements of the virtual
nodes and the resource provision capabilities of the physical nodes are
evenly distributed during the simulation process. The situation where
the resources of the physical node cannot meet the demand is a service
denial that is generated. This indicator can be measured by the request
acceptance rate.

Fig. 5 shows the impact of the number of different data domains
(physical subdomains) on the overall mapping overhead of the three
algorithms. In order to verify the performance of the algorithm, while
maintaining the node and resource information of the virtual network
and physical network, only the number of data domains of the physical
network is changed (5, 10, 15, 20 respectively). It can be seen that as
the number of data domains increases, the overall mapping of each
algorithm will gradually increase, but the overall overhead of the
proposed algorithm increases relatively little (see Fig. 6).

(2) Comparison of request acceptance rate

In order to compare the request acceptance rate, the maximum
number of virtual nodes is increased to 120, and cross-domain vir-
tual network mapping is performed respectively in order. As can be
seen from the figure, this algorithm uses the inter-domain mapping to
achieve the maximum optimization of physical resources. By averag-
ing multiple experiments, the average request acceptance rate of this
algorithm is 94%, which is superior to two traditional cross-domain
mapping algorithms.

(3) Algorithm running time comparison

From the experimental data in Fig. 7, it can be seen that although
the DPSO-K algorithm can reduce the overhead, the algorithm takes a
long time to run. This is because the resource quotation is introduced
in the part mapping based on the particle swarm, which leads to an
increase in algorithm complexity. However, the rise in computing time
is still in the same order of magnitude, and additional time overhead
is acceptable in practical applications.

4. Random deployment of traffic-aware high-energy spectrum-
efficient base station deployment in cellular networks

4.1. Network deployment model

A large number of base stations are randomly distributed in the
European-style plane R2, and their laws obey the spatial Poisson point
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distribution. ¥, = {b;, i=0, 1, 2, ...} is used to represent the user set,
and the distribution density is the base station density. The set ¥, of the
base stations in the plane forms the Voronoi spatial distribution model,
where V; represents the coverage area of the base station b;. Similarly,
we use ¥, = {u, k=0, 1, 2, ...} to represent the set of users in the
plane, and the users obey the spatial Poisson point distribution in the
plane. Any user u, is connected to its nearest base station. Therefore,
in the network model, the locations of base stations and users conform
to two independent Poisson point distributions. When the average
user rate is required, the spatial service load distribution density is
equivalent to the user density. Therefore, the user density is used
to represent the spatial load distribution density. An actual network
scenario will be described by choosing a reasonable distribution density
of users and base stations. For example, the base station density is 5 x
10° BS/m?, and the load distribution density is 4 x 10~ users/m?.
This scenario corresponds to a cellular network with an average cell
radius of 250 m, and each cell accommodates an average of 80 users.
In general, considering the total number of resource blocks in a cell, the
user density/base station density < 80 needs to be guaranteed. It is also
assumed that the base station density 2 x 10~® BS/m? is established. In
other words, the average cell radius in the network model is no greater
than 400 m. Another advantage of using Poisson point distribution
is that the new network still conforms to the spatial Poisson point
distribution when some base stations are closed or turned on.

40
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In the downlink transmission of signals, both large-scale and small-
scale fading are considered. Among them, the path loss can be ex-
pressed as:

€©)

L,(ry=cr®

Among them, ¢ > 0 is a constant and greater than 0, « represents
a path loss factor, and r represents a distance between a user and a
base station. At the same time, sharp fast fading is considered. The
aggregate interference at user u;; comes from the base station set ¥,
\b;. The transmission power of the interfering base station set ¥, \b;
is the maximum value Pmax. Without special interpretation, the effect
of channel noise is ignored, because in the model, the intensity of the
interference is much greater than the noise. For any user u;;€ ¥, i
located in cell V;, the received signal strength is:

s = b

At the same time, the corresponding received interference power is:

R .
P =P jh; ;- Ly( (10)

1D

. P,
I‘I/b/bi = 2 h;c,j%La( Ui j _bk”)
br€wy/b;

i

;j and the base
station b, , and h;(j represents the fast fading channel gain between the
user u; and the base station b, which meets the hj(j ~ exp(l). Here,

the channel gain is normalized to one.

“”i, = bk“ represents the distance between the user u

4.2. Simulation and numerical results

In Fig. 8(a), the average downlink transmission power of the base
station b; is depicted as a function of user density, given the cell
coverage area A; = 7*2502 m?, B (base station system bandwidth)
= 20 MHz. At the same time, Fig. 8(b) depicts the average downlink
transmission power as a function of base station density, given user
density = 10~* user/m? and B = 20 MHz. It is found that the aver-
age downlink transmission power increases exponentially as the user
density increases. As the base station density increases, the average
downlink transmission power decreases. The comparison of simulation
and theoretical results proves the accuracy of the mathematical model.

Fig. 9 illustrates that network-level energy spectral efficiency is a
function of user density/base station density. Given B = 8 MHz, user
rates are divided into three cases. Fig. 9 proves the correctness of the
above theoretical analysis. That is, there is a unique optimal value to
maximize the network energy spectral efficiency. According to Fig. 9,
when the user rate increases, the number of users that the network can
accommodate will decrease to ensure optimal network energy spectrum
efficiency. Because the increased user rate must be compensated by
more base station deployments.

In Fig. 10, the static transmission power of a given base station
is 40 W, and the system bandwidth is 18 MHz. The network area
energy spectral efficiency is evaluated under different load distribution
densities. The user density ranges from 0 to 4 x 10~* users/m?2, which
corresponds to O to 80 users/per cell. According to Fig. 10, it is found
that the network power consumption of the base station deployment
strategy based on high energy spectral efficiency load sensing is much
lower than other related work. Moreover, the gap between the two
increases as the user rate increases.

5. Conclusion

This paper focuses on the design of network architecture for infor-
mation content transmission and distribution. Based on this, it studies
the improvement of the communication performance of mobile nodes.
In particular, it studies the relationship and impact of frequent switch-
ing of mobile nodes and the content-centric network architecture in
high-speed mobile scenarios. Subsequently, a 5G mobile communi-
cation network architecture based on a content-centric network was
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Fig. 8. Trend of theoretical and simulation results of the average downlink power of the base station.
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Fig. 10. Energy spectrum efficiency of network area under different deployment
strategies.

proposed. Based on the core capability indicators required by 5G, re-

search is conducted on the communication performance of the content-
centric network-based 5G architecture. Aiming at the static deployment
of cross-domain virtual network functions, a 5G cross-domain virtual
network mapping method is proposed. It realizes the efficient division
of cross-domain virtual networks, and can allocate and deploy resources

41

based on the characteristics of non-disclosure of information and differ-
ent resource costs. The experimental simulation results show that this
method can effectively reduce the resource overhead across multiple
data domains with limited increase in running time. The problem of
network energy spectrum efficiency optimization based on user basic
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service quality constraints is presented. In different practical scenarios,
the resource reduction gain of the strategy is evaluated. The simulation
results show the accuracy of the mathematical model and verify the in-
fluence of different system parameters on the network energy spectrum
efficiency. However, mathematical models and analysis results may not
be completely applicable in practice. There is a difference between
the spatial Poisson point distribution model in random geometry and
the actual base station distribution. How to achieve a high degree of
coincidence between theoretical, simulation and actual cellular scenes
is the direction of future research.
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