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Figure 1: The mobile interface of the Visdom system

Abstract

The power of fast flooding simulations has not yet been used to en-
hance on-site decision making. In this paper, we present the case
study of a mobile user interface which provides remote access to a
simulation-powered decision support system. The proposed inter-
face allows users to explore multiple alternative flooding scenarios
directly on-site. Different views are used for this purpose. Scenario
and time navigation is done through a temporal view, while a spa-
tial view is used to navigate through space via a 3D rendering of
a scenario. Using the touch-sensitive mobile device, the user can
create alternative scenarios by sketching changes directly onto the
rendering. The mobile interface acts as a thin client in a distributed
environment where the server performs simulation and rendering.
The approach was presented to a group of domain experts in the
field of hydrology, who consider it to be a useful step forward. Fur-
ther tests were done with a simulation engineer who considers the
interface to be intuitive and useful.
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1 Introduction

In the field of flood response-planning, decisions about evacuations
and flood defenses are based on flood-risk maps. These maps de-
scribe the effects of a disaster, and are generated in advance by
simulating known and expected hazards. It is also important for the
on-site decision makers to have information about the consequences
of a failure of already placed flood defenses, especially when this
might happen in the current situation. With such information at
hand, they can evaluate whether to use a second line of defence.

Present flood-management software is primarily used for commu-
nication and coordination. Advances in hardware and techniques
have resulted in flooding simulations which can deliver predic-
tions quickly enough for real-time use [Sætra and Brodtkorb 2012].
These allow an expert to simulate multiple scenarios, each mod-
eling a different development of an ongoing situation. However,
to effectively use and communicate such information, visualization
and interaction are required.

Our previous work has focused on developing visualization and in-
put techniques that allow the user to harness the power of the sim-
ulation, while being accessible enough that an expert can use them
with only limited training. Sketching can be used to alter the pa-
rameters of the simulation in an intuitive way [Ribičić et al. 2012],
and World Lines show the temporal evolution of scenarios and al-
low the introduction of alternatives [Waser et al. 2010]. Although
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successful at their aims, all of these techniques were developed for a
desktop client. As on-site use is important for reacting to dangerous
situations, the design of a mobile client became a necessity.

In this work, we present a mobile user interface for the remote
control of a simulation engine, based on the aforementioned tech-
niques. The interface allows the user to set up different scenarios
by changing the various parameters of the simulation. The user
should be able to easily navigate across these scenarios and vi-
sualize their respective outcomes. To fulfill these requirements,
the functionality of the desktop tool was distilled into two views
adapted to touch-based interaction and a smaller screen area. The
spatial view supplies tools for creating and visualizing alternative
scenarios, whereas the temporal view provides the means for navi-
gating through them.

Using these two views on a low-performance mobile device was
also a challenge from an implementation point of view. We discuss
the properties of the Visdom (http://visdom.at) framework that
simplified the transition, but also describe the changes necessary to
shift the computational burden from the mobile client to the server,
and make the system performant.

To verify that the end result can be used in practice, we per-
formed an evaluation by presenting the device to a group of flood-
management experts. They provided oral and written feedback, an-
swering a questionnaire designed to assess how viable they believe
this approach to be.

In summary, the contributions of this paper are:

• A mobile approach for a decision-support system based on the
simulation and visualization of alternative scenarios.

• Touch-based navigation of scenarios in both the spatial and
the temporal domain.

• A description of the solution can be integrated into expert
workflows, and an evaluation of the system with domain ex-
perts.

2 Related Work

The mobile interface presented in this paper overlaps several areas
of application. The related work is presented for each of these.

Disaster Management on Mobile Devices Several systems de-
signed to support decision makers on-site have been developed.
L. Paolino et. al [Paolino et al. 2010] support evacuation operations
by integrating spatial and temporal information on a mobile client.
S. Kim et. al [Kim et al. 2007] introduce a mobile visual analytics
system that processes sensor, location and video data for first re-
sponders. B. Betts et. al [Betts et al. 2005] describe a system that
allows for report and image exchange and archiving, as well as real-
time location tracking of first responders. K. Luyten et. al [Luyten
et al. 2006] have developed a system to support a fire brigade on-
site with a set of mobile services that offers a role-based user in-
terface. A web-based GIS for visualization and analysis of threats
for marine and coastal regions is presented by A. Stepnowski et. al
[Stepnowski et al. 2010].

Flood Management FLOREON [Vondrák et al. 2008] is a web-
based flood-management system, whose goal is to provide users
with information about an approaching flood disaster. Given a
date and an area, FLOREON computes and visualizes the flood-
prediction results. Z. Zheng et. al [Zheng et al. 2011] have imple-
mented an integrated mobile system for prediction and visual dis-
play of marine disasters. Their iPhone client provides maps over-

laid with data such as water-flow velocity and direction. M. Jern
et. al [Jern et al. 2003] investigate visual user interfaces for PDAs,
one of the presented implementations is a flood-forecasting system.
FLIWAS [de Gooijer and Reuter 2009] is a web-based flood infor-
mation and warning system. It is primarily used for coordination
and communication, but also gives access to precalculated flooding
scenarios and flood maps.

Remote Visualization E. Mancini et. al [Mancini et al. 2012] ex-
plore the remote management of a simulation tool using an Android
smartphone. Their mobile client shows the evolution of a forest-
fire spread. I. Holmes and R. Kalawsky [Holmes and Kawalsky
2006] developed mobile user interfaces to access scientific applica-
tions running on the grid. The interaction capabilities include real-
time simulation steering and interactive 3D visualization. Match-
Pad [Legg et al. 2012] provides interactive visualization for real-
time sports performance-analysis. This iPad application enables
the real-time visualization of actions and events during a match.
G. Sörös et. al [Sörös et al. 2011] introduce an augmented visu-
alization system which enables users to get a personal augmented
view of a visualized scene using their mobile phones or tablets.

3 The mobile interface

Before discussing the mobile client in more detail, it is necessary to
provide a short introduction to the Visdom framework. The frame-
work is primarily a visualization framework, allowing dataflows to
be constructed from modular components called nodes. The basic
nodes necessary to create a visualization or to process data are pro-
vided as a part of the framework, and users are free to extend them
by developing new plugins supplying additional nodes. Simulation-
and flood management- related functionality has been introduced to
the system in this way.

The development of a dataflow takes place in the Visdom client ap-
plication. As nodes are added to extend functionality, the user inter-
face increases in complexity. Every node contributes widgets used
to customize its behavior, but some nodes provide more complex
components such as windows. These include 3D renderings, trans-
fer function controls, information-visualization views, and other
specialized components. The end result is a very powerful yet com-
plex interface, consisting of multiple windows used to both examine
results and exert control over them.

While it is possible to recreate these exact interfaces on a mo-
bile device, the smaller screen space and different input modali-
ties available make a detailed interface much more difficult to in-
teract with. To counter this problem, we decided to pursue an
approach based on the reduction of complexity available to the
user on a mobile device. The two most important views for a
flood manager were chosen, and recreated in a format more suit-
able for mobile use. Additional approaches were developed to ex-
pose other options and settings in a more intuitive way, but a large
part of options is simply unavailable. All of the options and the
dataflow can be set up in the desktop version of the application,
and exported afterwards to the mobile device. This frees the user
to focus on the parameters that matter, and which can and need
to be adjusted in the field. The end result is a sleek and sim-
ple interface, as demonstrated in a video available online (http:
//visdom.at/media/videos/mp4/visdomMobile.mp4).
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Figure 2: Temporal view in fullscreen mode (vertically cropped)
visualizing multiple related scenarios as a horizontal tree of bars.
(a) Time axis with time-navigation cursor. (b) View inlay showing
a 3D rendering of the currently selected scenario (blue).

3.1 Temporal View

The most basic of the users’ needs is navigation - both exploring
the development of a single scenario and switching between alter-
natives. The temporal view, based on World Lines, handles these
needs by visualizing multiple related scenarios in a tree-like fash-
ion (Figure 2). A scenario is a simulation run with a specific set
of parameters, represented by a horizontal World Line aligned to a
time axis (Figure 2a). The parameters can be altered in the course
of a simulation run to model sudden developments or actions. Each
such modification creates a new scenario, initialized by the state
of the parent scenario, and using new parameters. Visually, this is
represented by the new World Line being linked to its parent by a
branch. Thus, a tree of scenarios is formed. The user can select
the time to be examined by moving a cursor placed on the time axis
(Figure 2a). Tapping a World Line changes the scenario selected.

The modifications necessary to make the World Lines into the tem-
poral view that runs on the mobile device were not extensive. The
biggest problem turned out to be the input precision - on a mobile
device, selection is harder to perform accurately than on the desk-
top. To remedy this, two changes were made. Multi-touch gestures
for panning and zooming were added, so that any part of the tree can
be brought into focus quickly. To minimize the number of times the
user has to alter the view, the layout algorithm has also been mod-
ified to provide a more mobile-device friendly layout. Any newly
created World Line is guaranteed to have a certain minimal size, and
to lie in close proximity of its parent. If the existing tree must be
altered to satisfy these constraints, the change is animated to allow
the user to adapt to it.

3.2 Spatial View

To continue the exploration after a scenario and a time value have
been selected in the temporal view, more detailed information
should be made available to the user. The spatial view supplies
information by showing a 3D rendering of a simulation state. The
user can navigate the scene using finger-based gestures, and exam-
ine how the state changes in time by moving a special slider at the
bottom of the screen.

At any time, the spatial view can also be used to change or in-
troduce additional parameters into the simulation. By using their
fingers, users can sketch directly onto the rendering of the scenario
to change the parameters of the underlying simulation run. These
changes can introduce new objects, such as mobile walls or sand
bags. They can also alter existing parameters, e.g., increase the in-
coming water level, or breach a barrier (Figure 3a). An action-pool
panel allows the user to choose from a list of changes that can be
sketched (Figure 3c). A typical sketching session involves setting
up the initial conditions by drawing incidents and possibly some
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Time Navigator
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Figure 3: Spatial view in fullscreen mode showing a barrier-breach
scenario. (a) Changing the width of a barrier breach using a sketch.
(b) The minial interface without tools or menus. (c) The expanded
interface, showing tools, an editable label, the action pool, and the
temporal view inlay.

initial protection measures. To investigate different scenarios, the
user sketches additional incidents as well as protection measures
designed to counter them.

The spatial view contains many enhancements intended for the mo-
bile device. Given that navigating to a good camera position is vital
for sketching, we have paid special attention to navigation mecha-
nisms suitable for mobile use. We support two modes of navigation
- a first-person mode and an orbiting camera mode. Their behavior
is consistent. The touch of a single finger causes a rotation of the
viewpoint or the view direction, depending on the mode. Multi-
finger gestures function much as they are expected to on mobile
devices. Pinching causes the camera to move in the view direc-
tion, and panning causes movement in the plane perpendicular to
the view direction.

3.3 Configuration views

The two main views described in the previous sections provide most
of the control necessary for the configuration and examination of
the scenario. However, while a sketching-based approach is useful,
for some parameters other interfaces can be more expressive.

For example, a transfer function is a commonly used method of
associating colors with numerical values. It can be used to map
danger estimates to building colors, and thus easily show possible
hazards. The representation and the way a transfer function is set up
are well known to users, and it makes little sense to try and create
an alternative mechanism for modifying one. Therefore a separate
view is used for transfer-function setup (Figure 4b). This view is
one example of the specialized control interfaces various types of
simulation and analysis require. We call these configuration views.

Another example of a necessary configuration view is the settings
panel (Figure 4d). Being able to configure the settings of each node
in the dataflow is not useful on the mobile client, but a subset of
settings may still be interesting. These can be selected on the desk-
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Figure 4: Using multiple views: the spatial (a), temporal (c), and
two configuration views (b, d), used to color buildings according to
damage using the transfer function (b).

top client, creating a less complex interface appropriate for a target
user. The subset can then be configured on the mobile client.

Not all configuration views need to be persistent. We use additional
views to improve the accuracy of manipulation. While sketching
is intuitive, setting a desired numerical value requires a more pre-
cise approach. A partial remedy for this issue are rendered labels
showing exact values of properties. These appear when manipu-
lation is performed, and can be made persistent for properties of
interest. By touching these labels, they turn into a miniature con-
figuration view that can be used to enter the desired exact values of
parameters (Figure 3c).

The configuration views are a necessary evil in the mobile client.
While the spatial and temporal view suffice for almost all of the
changes an expert needs to make, the configuration views need to be
present for the few cases when they do not. The biggest issue with
configuration views is that they consume precious screen space - a
problem that will be discussed further in the next section.

3.4 Managing multiple views

The nature of the tasks commonly performed in the system often
involve the use of both the spatial and the temporal view. For ex-
ample, after sketching a new parameter value in the spatial view,
the user wishes to advance the simulation in the temporal view, oc-
casionally switching back to the spatial view to review the results.
The simplest way to support such behavior is the placement of mul-
tiple views on-screen (Figure 4). The user is free to choose which
views are visible, and also to position and resize individual views.
This also allows changes introduced in the configuration views to
be immediately reflected in the spatial and temporal view.

Unfortunately, having multiple views on-screen affords too little
space for sketching or scenario-tree manipulation. Both of these
activities require precision and detail, often possible only by using
all the space provided by the mobile device screen. To this end, the
overall design of the interface is geared towards a minimal number
of menus and options on-screen. Every menu can be reduced to its
minimal state, visible only as a button that expands it.

To allow for access to the functionality of multiple views, while fo-
cusing on only one, special mechanisms have been implemented.
View inlays allow a miniature version of a view to be displayed
atop another view in fullscreen mode. Depending on the inlaid
view, different possibilities of use are available. The inlaid tem-
poral view shows the scenario tree auto-centered around the current

time and the selected scenario (Figure 3c). The inlay provides the
basic functionality, and can be swiped to change scenarios and time
steps easily. Similarly, the inlaid spatial view displays a small ren-
dering, while supporting the same interaction gestures as the actual
spatial view (Figure 2b). The time navigator appearing at the bot-
tom of the spatial view is a special type of view inlay, that allows a
single World Line to be navigated from a spatial view (Figure 3c).

4 Architecture and implementation

In the previous sections we have talked about the interface, its fea-
tures, and the differences between the desktop and the mobile inter-
face. Before continuing with the changes we have had to introduce
to the system to facilitate the mobile client, another introduction
to the Visdom framework needs to be made, from an architectural
point of view.

Visdom is a client-server system. This choice had been made at its
inception, with possible mobile and web clients in mind. The data
persists on the server, while the client controls the settings which
specify how the data is processed. When results need to be shown
or updated, the client sends a new set of settings to the server, which
performs simulation and rendering as needed, and returns results -
usually an image.

Although this setup has caused some performance issues in the
desktop version due to the additional costs of downloading an im-
age from the GPU and transporting it to the client, it has worked
well. The independence of server and client allowed us to develop
them in two different languages: C++ for the server, and Flex for
the client. C++ provides performance and access to a variety of li-
braries, and Flex supports many device types due to the Adobe Air
platform it executes on. However, the creation of the mobile client
proved that we were not able to predict all the changes that would
be necessary for optimal use.

4.1 User input interpretation and the interactor
stack

Before the creation of the mobile client, the user input interpreta-
tion functioned in a somewhat uneven way. For example, naviga-
tion was performed on the client side. Whenever the user wished
to change the camera perspective by interacting with the mouse,
the alterations of the camera settings were calculated on the client.
Only the end camera perspective was forwarded to the server for
rendering.

The advent of sketching introduced new kinds of user input inter-
pretation. Both sketching and direct object manipulation require
information that is not present on the client - the structure of the
scene graph, the positions of various objects in the rendered image,
etc. As it would be highly inefficient and impractical to forward
this information alongside the image, the processing of such user
input has to be left to the server. The result was a hybrid system in
which the processing of user input was divided between the client
and the server. The user had to select a tool to specify which type of
interaction would happen in advance, so that the client would know
if the input should be forwarded to the server. On the mobile client,
this led to a constant switching of tools, a situation impractical for
the user.

To remedy this problem, we decided to move all input processing to
the server. The client presents the user with a set of tools. These in-
clude camera manipulation, sketching, object movement, etc. Each
tool is a specification of entities called interactors that should be
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Image size
(kB)

Transfer
time (ms)

Server time
(ms)

Frames per
second

47.5 40 15 18
112.0 51 59 10

Table 1: Rendering speed and transfer time depending on image
size.

created on the server. The most basic interactor is the camera in-
teractor - it interprets user input as camera alterations, and changes
the perspective accordingly.

Other interactors such as a selection interactor, or spline-drawing
interactor, can be placed atop the camera interactor in an interactor
stack. The placement defines the order in which interactors are al-
lowed to try processing the user input. For example, the drawing of
splines can be constrained to surfaces designated as terrain. When
user input arrives, the spline interactor examines the point where the
interaction has taken place, and determines if the user has started
the drawing motion on terrain. If this did not happen, the user in-
put is passed downwards to another interactor, such as the camera
interactor, who can interpret it as camera movement. By specifying
an interactor stack, every tool defines what interaction functionality
it allows for.

Such a setup grants two significant advantages. The first advantage
is that interaction functionality can be specified separately. Each
interactor is at its core a simple state machine, accepting user inputs
and changing internal states and outputting data in response. By
specifying an interactor stack, the logic of the individual interactors
can remain simple, and easy to modify and maintain.

The second advantage is that the user input interpretation is context-
sensitive. Once a tool is chosen, the user is free to use standard
camera-manipulation methods if these do not have a different mean-
ing within the tool. Zooming and pinching can be performed with
every tool which does not explicitly declare that it wants to use them
for another purpose - e.g. changing the size of an object on-screen.
On a mobile device, this means that the user does not have to switch
tools needlessly, allowing for a better user experience. The burden
on the client is reduced while allowing for more complex and richer
functionality to be integrated into the system.

4.2 Hardware and timings

Thanks to the interaction changes, the mobile client is a very thin
and lightweight Adobe Air application deployed on a Samsung
Slate tablet. The device proved sufficiently powerful to run the
client, despite the overhead of the Air framework. The biggest
technical issue in deploying the system was the bandwidth needed
to deliver the data. The images sent from the server to the client
can be relatively large. To transfer the data to someone on-site in a
timely and interactive manner, we deployed a 40Mbps data connec-
tion, provided by a LTE USB mobile broadband stick. While the
smoothness of interaction cannot be compared to the experience of
using the desktop client, our field tests have shown that such a con-
nection provides a comfortable experience, allowing the use of the
device on-site.

We have also found that any further enhancements to the server-
client architecture would be hard-pressed to improve the experi-
ence. The data in Table 4.1 shows that the limiting factor of the
transfer time is latency and not bandwidth. While the transfer time
could be improved by the use of better compression, the experience
would not change significantly.

Applicability to simulate new options 
in time-critical situations

Simpli�es the communication of di�cult decisions

Provides visual assistance when installing 
protections

Applicability to access and replay 
pre-simulated scenarios and action plans

in Response Phase

in Planning PhaseApplicability to test alternative measures directly on-site

General applicability in �ood management

1 2 43

Overall usability of the mobile interface

Figure 5: Questionnaire results. The answers were rated from 1
(worst) to 4 (best).

Given that the system is meant to be deployed in dire situations,
it is worth discussing the possible disadvantages a user of Visdom
Mobile might face. Severe weather that usually accompanies flood
events could make the use of a tablet difficult. However, our do-
main expert partners already employ iPads for communication in
the field, and have not yet had any issues with water making the de-
vices unusable. In the case this could be a problem, rugged military
tablets made especially for endurance exist and can be considered
as an alternative.

A bigger issue is the question of mobile connectivity. It is entirely
feasible that given a large flooding event, a mobile network might
collapse due to either the desctruction of infrastructure, or sheer
overload of panicked callers. The military tablets mentioned above
allow for alternative means of communication based on military
radio technology, supporting IP protocol-based networks. Unfortu-
nately, we have not had the opportunity to test whether the band-
widths they provide would support the effective use of our system.

5 Domain expert feedback

In the course of our previous work, we have often collaborated with
flood managers. Their work falls into two categories - preparation
during the planning phase, and reaction during the response phase.
The planning phase involves examining the risks of possible flood-
ing, drafting plans to counter the risks, and finally deploying the re-
sources that will be necessary to respond to a flood. Once the flood-
ing begins, plans are executed, requiring coordination, and possibly
improvisation if unexpected changes in conditions occur.

We wanted to ascertain for which purposes mobile access to a
simulation-based system such as Visdom can be used, and gath-
ered a group of experts to help us evaluate the usefulness of the
approach. A group of eight flood-management experts were pre-
sented with a video depicting the mobile client being used in an
outdoor environment and given a presentation on the possible uses
of the system. Afterwards, they were asked to fill out a question-
airre rating the purposes, and to provide additional oral comments.
The results of the questionnaire can be seen in Figure 5.

As the results show, all of the experts evaluated the interface as
being particularly intuitive to use, resulting in a near-perfect score.
The applicability to the area of flood management was also higly
rated. When individual areas of application were considered, what
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surprised us was the importance experts assigned to support in the
planning phase. Creating plans and exploring alternatives on-site
were better rated than any of the response-phase uses.

However, these were also received well, with the experts giving
them a positive rating. Abilities related to replaying rather than ex-
ploring alternatives were rated better. These were perceived as im-
portant in examining and executing plans, by visualizing expected
developments or defenses to be built. A visual tool can also be used
to communicate the possible dangers and justify decisions. All in
all, even the worst-rated question received an average rating, and
we consider the feedback to be positive.

To test the user interaction in more detail, a flood-protection con-
sultant with experience in working with simulations has tested the
interface. The expert was asked to perform certain tasks, and to re-
port on his experience. He found the interface to be very intuitive,
and the usability comparable to a desktop application. The minimal
interfaces, window management, and view inlays were all highly
rated, along with the various gesture functionality such as scenario
swiping.

His assessment is that it would be possible to use the device on-
site as presented. The interaction is smooth enough despite the
server-based rendering, and the thin client could be useful in many
situations. Apart from using the device for on-site inspections or
planning, he outlined the economical implications as being partic-
ularly interesting. Given the distributed nature of the system, and
the client-based session control, costs could be reduced by having
a single server and many client devices, connecting as necessary.

6 Conclusion and Future Work

The ultimate design requirement of the mobile user interface pre-
sented in this paper is the simplicity of use. The range of users that
could be using it, in on-site conditions that are as far from ideal as
possible, require that the interaction is as streamlined as possible.

To achieve this, the simplicity and intuitiveness of the individual
approaches helped. Both World Lines and the sketching-based ren-
dering are relatively simple, and well-understood. However, they
were designed with different input and output devices in mind, and
the adaptations needed to make them work on a tablet were not triv-
ial. We found that most needless user actions were the result of the
two approaches used in conjunction. By designing mechanisms fo-
cusing on the system of views as a whole, we managed to build a
client that can be used on a mobile device effectively.

We received positive feedback from the domain experts regarding
the relevance of our mobile approach. One aspect of our future
work revolves around strengthening cooperation and performing
further field tests. We would also like to make use of GPS data to
allow the user’s position to be incorporated into the renderings, and
perhaps pursue an augmented reality approach to delivering simu-
lation results.
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