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Abstract
Beyond fifth-generation (B5G) or sixth-generation (6G) communication systems will feature a significant number of gadgets 
and a wide range of services, most of which will have steep processing needs and stringent latency constraints. To meet such 
expectations, multi-access edge computing (MEC) will play a crucial function in the evolution of cloud systems. Users may 
offload their tasks/programs to edge servers, which are capable of executing computational operations and reacting rapidly 
with an output. Intelligent reflecting surface (IRS) is already recognized as one of the major facilitating mechanisms for 
forthcoming wireless transmission networks because of its capability to dynamically adjust the phase shift of reflecting elec-
tromagnetic signals to establish a suitable propagation atmosphere. Since IRS can enhance the propagation environment both 
academia and industry are already engaged in research on the inclusion of IRS technology in MEC to improve the latency 
requirement. Therefore, the work aimed to enhance the uplink signal-to-interference ratio (SIR)-coverage probability-aware or 
SIR-threshold-based coverage probability-aware communication and computation capacity of a latency-aware MEC system 
attached to a micro base station of a two-tier network by optimal resource allocation, i.e., transmit power and bandwidth. 
The work deployed IRS in a micro cell operating under a macro cell base station, i.e., forming a two-tier network aiming to 
complete computation tasks within the required latency assuring energy and bandwidth efficiency. It compared the deploy-
ment of a MEC system considering both the conventional two-tier network and the IRS-assisted two-tier network in which 
the IRS is deployed between the micro base station and the user. The work adopting MATLAB software-based simulation 
approach derived that the deployment of an IRS can offer successful task completion within the required task completion 
time with significantly minimizing the energy and bandwidth consumption.

Keywords 6G · IRS · MEC · SIR · Coverage probability

Introduction

While fifth-generation (5G) cellular communication infra-
structures are being implemented globally [1–3], a slew of 
unique applications and uses inspired by modern trends are 

actively being developed, putting 5G’s capabilities to the 
test [4]. This has prompted experts to reconsider and move 
toward the forthcoming generation of mobile communica-
tion systems, designated “6G.” 6G cellular communication 
networks [5–7] are predicted to usher in a disruptive para-
digm shift in wireless networking by achieving extraordinary 
network capabilities to meet the needs of the emerging data-
driven society.

To accomplish all of the aspirations that 5G cannot ful-
fill, 6G networks are intended to be more competent, intel-
ligent, consistent, extensible, and power-efficient [8]. The 
advancement of 6G is expected to center on a slew of new 
needs, including massive low-latency machine-type commu-
nications (mLLMTC), Further extended mobile broadband 
(FeMBB), mobile broadband and low-latency (MBBLL), 
and ultra-massive Machine-Type Communications 
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(umMTC) [9, 10]. Many novel concepts in communication 
systems have emerged recently, including communication 
beyond sub-6GHz to THz [11], edge intelligence (EI) [12], 
non-orthogonal multiple access (NOMA) [13], intelligent 
reflecting surfaces/reconfigurable intelligent surfaces (IRS/
RIS) [14–16], self-sustaining networks (SSN) [17], and 
swarm networks [18], etc. These ideas are maturing into 
full-fledged technologies capable of powering subsequent 
generations of communications systems. Unmanned aerial 
vehicles (UAV), holographic telepresence (HT), extended 
reality (XR), Industry 5.0, smart grid 2.0, etc. on the con-
trary, are anticipated to appear as mainstream uses of forth-
coming communication networks [19].

6G mobile telephony networks, as currently envisioned, 
are predicted to produce exceptional peak data rates of more 
than 1 Tbps. The end-to-end latency is expected to be lower 
than 1 ms [19]. The network’s accessibility and dependabil-
ity are predicted to exceed 99.99999%. To enable the inter-
net of everything (IoE), an extraordinarily high connectivity 
density of above 107 devices/km2 is projected to be enabled. 
The spectrum capacity of 6G will be more than five times 
that of 5G, with support for user maneuverability up to 1000 
km/h envisaged [19–21].

With the exponential progress of transmission systems 
in recent times, a diversity of computation-intensive and 
latency-sensitive application scenarios, such as virtual real-
ity, augmented reality, autonomous driving, and unmanned 
aerial vehicles, are appeared to deliver real-time machine-to-
machine and machine-to-human communications [21]. The 
effectiveness of these modern innovations is dependent on 
the next version of wireless networks being able to accom-
modate enormous devices for real-time processing, connec-
tivity, and control. End-user gadgets are typically endowed 
with capacity-limited batteries and a low-performance cen-
tral processing unit (CPU) because of production cost con-
siderations and severe device space constraints [18]. Thus, 
how to improve device computational capabilities to manage 
intense computation loads with severe latency constraints 
becomes a major concern in future networks [22]. Tradi-
tionally, cloud computing technology is required to be used 
to provide devices with plentiful computational resources. 
However, since the cloud servers are often located in the 
distant network core, they may have a considerable compu-
tational delay.

To address the aforesaid issue, a new computing para-
digm named MEC has arisen [23–25] attracting considerable 
interest from both industries and academia. MEC is envis-
aged as a prospective paradigm that makes the use of edge 
nodes that are positioned near end-user devices. Edge nodes 
in mobile networks, such as base stations can be endowed 
with powerful computation and storage capabilities. MEC 
allows users to delegate computational tasks/workloads 
to edge nodes for processing [26]. Since enormous local 

equipment may be required to offload work to edge servers 
for computation, effective offloading is critical in MEC [27].

In the ultra-dense multi-tier network [28] typically formed 
by small cells, i.e., micro, pico, femto cell, and macro cell 
base stations in which a lot of small/tiny base stations can 
be implemented to decrease the separation distance between 
base stations and user equipment/user devices (UEs) or 
ensure direct or line-of-sight (LoS) between them to offer 
improved offloading links [29, 30].

Computation offloading is divided into two models [31]: 
binary offloading and partial offloading. Partially offloading, 
in particular, permits a computation (task) to be divided into 
two pieces. One half is executed locally, while the other is 
sent to the server for processing. Binary offloading, in con-
trast, necessitates that a task is processed either locally or at 
the edge server. Minimizing execution latency and minimiz-
ing energy usage are two valid goals for computational task 
offloading [32] in MEC technologies.

Recent breakthroughs in programmable meta-materials 
make it easier to create intelligent reflecting surfaces to 
improve the spectrum and energy efficiency of wireless 
transmission systems [33]. IRS has lately surfaced as a pos-
sible method for addressing bandwidth and energy chal-
lenges. IRS is made up of several low-cost passively reflect-
ing components with customizable phase shifts [34–36]. The 
radiated signals from several pathways can be merged coher-
ently to increase the transmission rate at the MEC server by 
correctly modifying the phase shift of the reflecting com-
ponents (of IRS). IRS achieves gain by the summation of 
reflection-aided beamforming gain and virtual array gain. 
To explain, virtual array gain or virtual gain is generated by 
integrating both IRS-reflected and direct signals, whereas 
reflection-aided beamforming gain is acquired by actively 
regulating the phase shift caused by the IRS components. By 
integrating these two categories of benefits, the IRS achieves 
the ability to increase the offloading rate of success of the 
equipment, hence enhancing the viability of MEC technolo-
gies [37].

Motivations The motivations to perform this research is 
enlisted below -

• End devices or user devices usually have very limited 
computation capacity. Therefore, to complete a computa-
tion (of a task) they require offloading the task to a cloud 
server or an edge computing server [23].

• Nowadays, latency-sensitive applications like video 
analytics, video surveillance, augmented/virtual reality 
(AR/VR), etc. require faster task processing to derive a 
faster output/result. Moreover, sophisticated internet of 
things (IoT) applications such as sensor data analytics for 
eHealthcare, smart farming, smart surveillance, indus-
trial IoT, facial or fingerprint recognition, etc. require 
very high computation or task processing to derive an 
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output within the latency requirement. Multi-access edge 
computing becomes a prominent solution for such appli-
cations to complete a task processing within the latency 
requirement [26].

• On the other hand, the deployment of the IRS improves 
the network performance assuring energy efficiency 
[35]. Moreover, the implementation of IRS is capable of 
reducing the end-to-end latency by enhancing the trans-
mission rate [34].

• Typically end devices have low battery capacity and in 
the case of IRS-assisted network end devices can offload 
computation tasks with a lower transmit power (due to 
the improved transmission link capacity). Therefore, 
the deployment of IRS will preserve the battery of end 
devices, e.g. smartphones, sensor/IoT devices, etc [36].

• Interference has a significant influence on the perfor-
mance of a communications network [38]. For forth-
coming multi-tier networks, it is a significant matter of 
concern. Thereby, the minimization of interference to 
improve or maximize the SIR is a notable research issue 
nowadays [39]. Measurement and analysis in terms of 
SIR coverage-aware transmission planning are unavail-
able in the context of IRS-assisted MEC systems.

The above-mentioned terms encouraged this work to per-
form the targeted research.

Contribution of this work Briefly to be said, the work 
aimed to perform efficient computation offloading to the 
MEC server assuring optimal resource allocation. The con-
tributions of this research are enlisted below:

• The work formulated a MEC network model considering 
a two-tier network formed by macro and micro cell base 
station tiers in which a MEC server is attached to the 
micro base station to provide edge computing facilities 
to edge users or end users.

• The work aimed to allocate optimal or energy efficient 
transmit power and latency-aware optimal bandwidth in 
terms of SIR-threshold-aware coverage probability for 
user devices especially cell-edge devices. Because if 
the cell-edge users can obtain favorable coverage then 
the users at mid of the cell or near the base station will 
surely get better coverage. The SIR-threshold-aware cov-
erage probability-based network resource allocation, i.e., 
power and bandwidth allocation for the MEC network 
can be mentioned as a novel contribution of this work 
because according to the best of the authors’ knowledge 
no prior work considers SIR-threshold-aware coverage 
probability-based analysis and measurement.

• The research targeted efficient computational task off-
loading and processing in terms of task completion time 
(overall latency for a task) requirement and battery-level 
or power constrained at the user device.

• To efficiently allocate network resources and to offload 
computational tasks the work developed two algorithms.

• The development of SIR-threshold-based coverage prob-
ability-aware algorithms can be regarded as another novel 
contribution of this work.

• To maximize the energy and bandwidth efficiency the 
research deployed IRS (in a micro cell) and compared it 
with the conventional network.

Typically multi-tier networks are formed by macro cell tier, 
micro cell tier, pico cell tier, and femto cell tier. Compared 
to the pico (very short-range coverage) and femto (indoor) 
cell tier, micro cell tier base stations generally have a larger 
coverage extent. Therefore, there is a significant probability 
of non-line of sight (NLoS) channels, especially in the urban 
scenario and due to the impact of the interference from the 
macro cell in the context of forthcoming cellular networks, 
i.e., 6G networks the desired coverage, namely, data rate, 
latency may not be obtained. Since the pico cells offer cover-
age over a short range and the femto cell is usually for indoor 
communication, the NLoS problem is not much significant 
in these types of cells, therefore, the work considered a two-
tier network in which a micro cell operates under a macro 
cell base station. As pico cells offer coverage over a short 
range and femto cells are indoor they have less impact on 
a network in terms of interference and to keep the analysis 
simpler the work considered only the impact of the interfer-
ence of a macro cell tier/base station and interfering micro 
base stations on the serving micro base station. This is the 
reason behind selecting a two-tier network.

Related Literature

The work in this section included a review of prior literature 
and works to provide insight into prior and ongoing work on 
the relative research topic.

Chen et al. [40] investigated an IRS-assisted wireless 
powered-MEC system, where both NOMA and time divi-
sion multiple access (TDMA) techniques are considered 
for task offloading. The work proposed three different types 
of dynamic IRS beamforming schemes for adjusting the 
beamforming vector of IRS. Problems for maximizing the 
computation rate are formulated for the NOMA and TDMA 
schemes, respectively, by the joint optimization of the IRS 
beamforming and resource allocation.

Wang et al. [41] studied an IRS-assisted MEC system 
with a NOMA scheme. The energy efficiency is optimized 
by the joint optimization of the local computing frequency, 
task offloading power, phase-shift matrix of IRS, and receiv-
ing beamforming.

Zhou et al. [42] considered an IRS-aided MEC system, 
where an IRS is implemented to support computational task 
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offloading from two user equipment to an edge cloud. The 
research formulated an optimization problem to reduce the 
sum delay of the users by controlling the passive reflection 
of IRS and users’ task-offloading scheduling considering the 
discrete-phase constraint of IRS.

Wang et  al. [43] proposed an IRS/UAV-based MEC 
scheme for traffic-offloading in a 6G network utilizing radio-
frequency (RF) power. In this network, a UAV is acting as a 
MEC server to receive data from users. The work formulated 
a problem to minimize task processing time jointly optimiz-
ing UAV trajectory and flying time, phase shifts of IRS ele-
ments, resource allocation, and user scheduling.

Park et al. [44] considered a MEC system supported by 
a UAV-based communication network incorporating IRS in 
the case of 6G THz networks. The work jointly optimized 
the computation power, the phase shift of IRS, and alloca-
tion of THz sub-band to reduce network latency.

Bai et al. [45] proposed to employ IRS in a wireless pow-
ered-MEC system that offers communication links for both 
wireless energy transfer (WET) and computation offload-
ing. The proposed system is based on orthogonal frequency-
division multiplexing (OFDM) scheme. The work developed 
a framework to minimize the overall energy consumption of 
the network.

Tan et al. [46] considered a wireless-powered IRS-based 
MEC system in which MEC server-attached hybrid access 
point (AP) allows both the IRS and edge users to harvest 
energy. The work minimizes the energy consumption of the 
network by the joint optimization of the offloading decisions, 
active beamforming of the hybrid AP, passive beamforming, 
and energy harvesting strategies of IRS.

Chu et al. [47] studied the impact of the deployment of 
an IRS on the computational performance of a MEC system. 
The work aimed to enhance the performance of the system 
by intelligent adjustment of the phase shift of IRS elements.

Kumar et al. [48] constructed the video caching challenge 
as an integer linear programming (ILP) problem for hit-rate 
optimization. Since the optimization issue necessitates 
awareness of all upcoming queries, it cannot be employed 
in real-time. As a result, the work created the RAN-aware 
Adaptive VidEo cachiNg (RAVEN) approach. It leveraged 
network data to generate an intelligent action for video bit-
rate allocation in video caching paired with transcoding and 
increased the number of subscribers served from the network 
edge server.

Xu et al. [49] studied an IRS-assisted NOMA-based MEC 
system that aimed to minimize the total energy consumption 
of the network by the joint optimization of the transmission 
time, transmit powers, offloading-task partitions, and phase 
shift of IRS.

Yang et al. [50] considered an IRS-aided binary offload-
ing-based MEC system for IoT devices. The work aimed to 
minimize the overall energy consumption of the user devices 

by the joint optimization of the CPU frequencies, binary 
offloading modes, offloading times, offloading powers, and 
phase shifts of IRS.

Dai et al. [51] proposed a two-tier computation offloading 
scheme in heterogeneous networks. The work formulated 
joint user association and computation offloading problems 
for multi-task edge computing to minimize energy consump-
tion. However, the work considered a 5G wireless network.

Park et al. [52] proposed a novel scheme for MEC-ena-
bled multi-tier networks in which APs serve the users with 
edge computing facilities by the MEC servers.

Xu et al. [53] developed an energy-conscious computa-
tion offloading method that is intended to minimize energy 
usage. The work examined all AP routings from the source 
AP to the target AP selecting the quickest way to offload 
computational activities. Furthermore, the work used the 
non-dominated sorting genetic algorithm II (NSGA-II) to 
achieve multi-objective optimizations to minimize computa-
tion or task offloading latency and energy usage.

Measurement Model

Communication Model

The research considers a two-tier network formed by a few 
micro base stations B = {�1, �2,… , �n} operating beneath a 
macro base station K and m is the serving micro base station. 
The user devices are D = {�1, �2,… , �n} . In the case of an 
IRS-assisted micro cell, the user devices will be served by 
the micro base station through an IRS.

Conventional Communication Model

The uplink or upstream received power of a standard micro 
base station is calculated using the equation below (Eq. 1) 
[54–56],

where PUL
t∈�

 is the transmit power of the user device. 
� = c∕fc is the signal wavelength of the propagating sig-
nal. c indicates the light-propagation velocity in ms−1 . 
Carrier frequency is termed by fc whose unit is Hz. h 
denotes the fading coefficient relative to Rayleigh fading 
that is following exponential distribution having unit mean. 
L =

√
(x� − x�)2 + (y� − y�)2 + (z� − z�)2 is the separation 

distance of the micro base station (of the micro cell) located 
at (x�, y�, z�) coordinates and the user device situated at 
(x�, y�, z�) coordinates. � indicates the signal power attenu-
ation exponent.

The uplink SIR can be measured by (Eq. 2),

(1)PConv.
r∈m(UL)

=
PUL
t∈�

h�2

L�16�2
,
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where 
∑

Pr∉m(UL) indicates the total interference received 
by the user device.

The uplink transmission rate is determined by the follow-
ing equation (Eq. 3) [57–59],

where WUL is the uplink bandwidth.
Therefore, the uplink task offloading latency (or required 

time) can be obtained by (Eq. 4),

where �k is the offloading payload size or data size of the 
task.

IRS‑Enabled Communication Model

For an IRS-aided micro base station, the uplink received 
power can be derived by (Eq. 5) [60],

where dL
x
 and dW

y
= �∕2 . dL

x
 is the length and dW

y
 is the 

width of each scattering element of IRS. The trans-
mitter/receiver gains are GT  and GR . The scatter-
ing gain for each scattering element is GSctr. =

4�dL
x
dW
y

�2
 . 

l1 =
√
(x� − xi)2 + (y� − yi)2 + (z� − zi)2 indicates the sepa-

ration distance of the user device at (x�, y�, z�) coordinates 
and IRS positioned at (xi, yi, zi) coordinates.

l2 =
√
(xi − x�)2 + (yi − y�)2 + (zi − z�)2 is the separation 

distance of the IRS and the micro base station at (x�, y�, z�) 
coordinates. MT is the number of transmitter and NR is the 
receiver elements of the IRS. �t is the transmit angle between 
the user device and IRS and �r is the receive angle between 
the IRS and the micro base station. The IRS (elements’) 
reflection coefficient is A. PUL

t∈�
 is the uplink transmit power 

of the user device (towards the IRS).
The uplink SIR in the case of an IRS-empowered micro 

base station can be obtained by (Eq. 6),

The uplink transmission rate is obtained by the equation 
below (Eq. 7),

(2)SConv.
r∈m(UL)

=
PConv.
r∈m(UL)∑
Pr∉m(UL)

,

(3)RConv.
r∈m(UL)

= WUL log2

�
1 +

PConv.
r∈m(UL)∑
Pr∉m(UL)

�
,

(4)L
Conv.(Off l.)

r∈m(UL)
=

�k

RConv.
r∈m(UL)

,

(5)

PIRS
r∈m(UL)

=
M2

T
N2
R
GSctr.GTGRd

L
x
dW
y
A2�2 cos �t cos �r

(l1l2)
264�3

PUL
t∈�

,

(6)SIRS
r∈m(UL)

=
PIRS
r∈m(UL)∑
Pr∉m(UL)

.

The uplink latency, in this case, can be derived by the fol-
lowing formula (Eq. 8),

SIR Coverage Probability

The user devices are considered to be inside the coverage 
range of a corresponding micro base station if the uplink SIR 
of the user device reaches the threshold or qualifying SIR.

Theorem The SIR probability of coverage [61] is defined by 
the following (Eq. 9),

where �
�
 indicates the user devices’ density. �Thr.

�
 denotes the 

SIR threshold. Pt∈� indicates the uplink transmit power (by 
the user device). �i is the interfering base stations’ density. 
Pt∈i is the transmit power corresponding to the interfering 
base stations. q

�
 is the separation between the receiver and 

the transmitter. � indicates the factor for signal attenuation.

Proof Corresponding to the principle of coverage probabil-
ity (Eq. 10),

where �(.) defines the expected value and Eq. 10 is stated 
utilizing the union bound and may be expressed as (Eq. 11) 
using the Campbell Mecke Hypothesis [62],

where ℙ(.) denotes the probability and Iq
�
 denotes the 

interference.
Solve for (Eq. 12),

(7)RIRS
r∈m(UL)

= WUL log2

�
1 +

PIRS
r∈m(UL)∑
Pr∉m(UL)

�
.

(8)L
IRS(Off l.)

r∈m(UL)
=

�k

RIRS
r∈m(UL)

.

(9)

Pcovrg. = 1 −
�
�∈m

�
� ∫R2

exp

⎛
⎜⎜⎝
−

�
�
Thr.
�

�t∈�

� 2

�

‖q
�
‖2

n�
i=1

�i�
2

�

t∈i

⎞⎟⎟⎠

× exp

�
−
�
Thr.
�

�t∈�

‖q
�
‖2
�
dq

�
,

(10)Pcovrg. = 1 − �

[(⋃
�∈m

⋃
q
�
∈𝜙

�

SIR > �
Thr.
�

)]

(11)Pcovrg. = 1 −
�
�∈m

𝜆
� ∫R2

𝔼

�
ℙ

�
�t∈�

‖q
�
‖𝛼 > �

Thr.
�

.Iq
�

��
dq

�

(12)
�
�∈m

𝜆
� ∫R2

𝔼

�
ℙ

�
�t∈�

‖q
�
‖𝛼 > �

Thr.
�

.Iq
�

��
dq

�
.
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Assuming that, the propagation path follows Rayleigh fad-
ing, the equation becomes (Eq. 13),

where LIq�
 (.) denote the interference represented through a 

Laplace transformed pattern. Considering that, the tiers of 
the considered network are autonomous or self-sufficient 
(Eq. 14),

Since the propagation paths follow the Rayleigh fading pat-
tern, the expression of Eq. 14 yields (Eq. 15),

Using the Poisson point procedure (PPP)-based probability 
constructing function (Eq. 16),

Using Euler’s Beta function method and quantifying Polar 
coordinates derived from Cartesian coordinates (Eq. 17),

From Eqs. (13) and (17) the expression for the coverage 
probability is written as (Eq. 18),

  ◻

(13)
�
�∈m

�
� ∫R2

LIq�

�
�
Thr.
�

�t∈�

�
exp

�
�
Thr.
�

�t∈�‖q�‖−�
�

(14)

LIq�
(s) = �

�
exp

�
−s

�t∈�

‖q
�
‖�

��

=
�
�∈m

�

� �
q
�
∈�

�

exp

�
−s

�t∈�

‖q
�
‖�

��
.

(15)=
�
�∈m

�

� �
q
�
∈�

�

LIq�

�
�t∈�

‖q
�
‖�

��
.

(16)

=
�
�∈m

exp

�
−�

� ∫R2

�
1 − LIq�

�
�t∈�

‖q
�
‖�

��
dq

�

�

=
�
�∈m

exp

⎛
⎜⎜⎜⎝
−�

� ∫R2

⎛
⎜⎜⎜⎝
1 −

1�
1 + s

�t∈�

‖q
�
‖�
�
⎞
⎟⎟⎟⎠
dq

�

⎞
⎟⎟⎟⎠
.

(17)LIq�
(s) = exp

�
−s

2

�

q
�

�
�∈m

�
�

�
�t∈�

‖q
�
‖�

� 2

�

�

(18)

covrg. = 1 −
∑

�∈m
�� ∫R2

× exp
⎛

⎜

⎜

⎝

−

(

�Thr.
�

�t∈�

)
2
�

‖q�‖2
n
∑

i=1
�i�

2
�
t∈i

⎞

⎟

⎟

⎠

× exp

(

−
�Thr.
�

�t∈�
‖q�‖2

)

dq�.

Corollary The simplified equation for the coverage probabil-
ity [62] is expressed as follows (Eq. 19),

where �r∈m(UL) is the obtained SIR in uplink (by Eqs. 2 and 
6).

Computation Model

The user devices have to conduct a wide range of computing 
functions, such as online gaming or multiplayer gaming, face 
recognition or identification, image analysis or quantification, 
and so on. �k = {�k, ck, t

max
k

} where, task k ∈ � represents the 
computing or computational activities of user devices. The 
task data packet size is denoted by �k , the needed CPU cycles 
to accomplish each task are denoted by ck , and the tolerated 
latency (max) of each task is denoted by tmax

k
 . The user device 

can either process a task locally or offload a task for remote 
processing at the MEC of micro base station depending on 
the computation capacity, battery or power capacity, and task 
processing latency requirement [63].

Local Computation

Contemplating FLoc is the maximum capacity of the CPU (in 
GHz) of a user device. In the local computing paradigm, the 
computing latency of a task (the time it takes for a user equip-
ment to process a task based on its computing capability) may 
be calculated. (Eq. 20) [63],

where 
∑n

1
f Loc
k

 indicates the occupied CPU capacity of a user 
device by the previous task/tasks.

The task computation overhead in terms of local processing 
can be expressed by (Eq. 21),

where �e
k
,�t

k
∈ [0, 1] indicate the user device power (battery) 

capacity and task processing and completion time weight-
ing factor. Apparently, �e

k
+ �t

k
= 1 . If 𝜙t

k
> 𝜙e

k
 or �t

k
= 1 , 

�e
k
= 0 then the task for processing �k is sensitive to latency. 

If 𝜙e
k
> 𝜙t

k
 or �e

k
= 1 , �t

k
= 0 then it indicates the lower bat-

tery capacity of the user device or a high power-consuming 
task. eLoc

k
 battery capacity indicator.

(19)Pcovrg. = 1 − exp

⎛
⎜⎜⎝
−��

2

�

r∈m(UL)

�
�
�
Thr.

−2

�

�∑
i �i

⎞
⎟⎟⎠

(20)tLoc
k

=
�kck

FLoc −
∑n

1
f Loc
k

,

(21)�Loc
k

= �t
k
tLoc
k

+ (1 − �e
k
)eLoc

k
,
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Computation Offloading at the Micro Base Station (Without 
IRS)

In this case, the task �k may be divided into two parts; one 
part represents task offload or transfer time or latency, while 
the other half represents task computing duration at the Edge 
node. The study ignored the time needed for receiving or 
computing outcomes from the MEC to the UE because the 
derived output is typically significantly less in size than that 
of the raw data size across most circumstances (e.g., finger-
print recognition). FMic is the MEC’s maximal processing 
capability (CPU frequency). 

∑n

1
fMic
k

 is the occupied com-
putation capacity of the MEC server. As a result, the overall 
time (or latency) for the accomplishment of the task is cal-
culated by (Eq. 22),

Computation Offloading at the Micro Base Station 
(IRS‑Assisted)

The overall task completion time in the case of IRS-aided 
transmission is measured by (Eq. 23),

Problem Statement and Solution Approach

Problem Statement The work attempted to offload comput-
ing workloads (tasks) from the user device to the micro 
base station if the adequate battery or power level and/or 
task execution time are not achievable at the user device. 
As a result, the work began with the assignment of net-
work resources such as optimal power to achieve optimal 
SIR coverage probability and bandwidth to enable optimal 
uplink transmission rate to offload latency-sensitive tasks to 

(22)

t
Mic(Conv.)

k
= L

Conv.(Off l.)

r∈m(UL)
+ LMEC

r∈m(UL)

=
�k

RConv.
r∈m(UL)

+
�kck

FMic −
∑n

1
fMic
k

(23)t
Mic(IRS)

k
=

�k

RIRS
r∈m(UL)

+
�kck

FMic −
∑n

1
f Mic
k

the micro base station. Since the data size of the output (of 
the computed task) will usually be smaller in size the work 
exempted an analysis of downlink.

Obtain [Optimal Transmit Power PUL�

t∈�
]

S.t.,
C1: Threshold PThr.

covrg.

Obtain [Optimal Bandwidth W
′

UL
]

S.t.,
C1: Optimal P�

r∈m(UL)
 w.r.t. PUL�

t∈�

C2: Optimal S�

r∈m(UL)
 w.r.t. P�

r∈m(UL)

C3: Required RReq.

r∈m(UL)
 w.r.t. S�

r∈m(UL)

In the instance of a limited battery level or power out-
age, the user device may be able to transfer its work to 
the micro base station if the objective task is not highly 
latency-sensitive (depending on the availablity of com-
munication and computation resources these types of tasks 
may be processed after the processing of latency-sensitive 
tasks).

S.t.,
C1: FMic −

∑n

1
fMic
k

≥ f
Req.

k

C2: Battery level of user device < Required level
In the context of a latency-sensitive task, the target and 

conditions will be as follows,
S.t.,
C1: FMic −

∑n

1
fMic
k

≥ f
Req.

k

C2:  Task /comput a t ion  comple t ion  t ime  ≤ 
Latency-constraint

Solution approach The work developed two separate 
algorithms for optimal power, bandwidth allocation, and 
computation task offloading based on the research target.

Algorithm  1 is developed for SIR-coverage-aware 
uplink transmission power and bandwidth allocation (for 
user devices). First, it will determine the optimal trans-
mit power to achieve the required SIR (according to 
the required or threshold SIR-coverage probability with 
respect to the selected SIR threshold). Afterward, in terms 
of the optimal transmit power, it will allocate the required 
bandwidth to offload and process a computational task 
within the required latency. The research in the forthcom-
ing section will test the algorithm in the contexts of the 
conventional and IRS-assisted transmission model for 
MEC.
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Algorithm 1: Uplink Transmit Power and Bandwidth Allocation
1: Input: Define input parameters in terms of the considered network (Conv. or IRS-
assisted) according to the measurement model.
2: Output: Optimal PUL′

t∈d , Optimal W ′

UL, Optimal t
′

k

3: Calculate: Interference
∑

Pr/∈m

4: Set: Threshold SIR SThr.
r∈m(UL)

//Optimal Transmit Power Allocation
5: for base value of PUL

t∈d to max value of PUL
t∈d do

6: Calculate: Received Power Pr∈m(UL)
7: Calculate: Sr∈m(UL)
8: Calculate: Coverage Probability Pcovrg

9: while Pcovrg ≤ PThr.
covrg do

10: PUL′

t∈d = PUL
t∈d

11: break
12: end while
13: end for
14: Calculate: Optimal Received Power P

′

r∈m(UL)

15: Calculate: Optimal SIR S
′

r∈m(UL)

16: Calculate: Required Transmission Rate RReq.
r∈m(UL) = δk/L

Req.(Offl.)
r∈m(UL)

17: Calculate: Task Processing Latency at MEC LMEC
r∈m(UL) = (δkck)/(FMic −

∑n
1 f

Mic
k )

//Optimal Bandwidth Allocation
18: for base value of WUL to max value of WUL do
19: Calculate: Transmission Rate Rr∈m(UL)

20: while Rr∈m(UL) ≤ RReq.
r∈m(UL) do

21: W ′

UL = WUL

22: break
23: end while
24: end for
25: Calculate: Optimal Transmission Rate R

′

r∈m(UL)

26: Calculate: Optimal Offloading Latency L
(Offl.)′

r∈m(UL)

27: Calculate: Optimal Overall Task Completion t
′

k = L
(Offl.)′

r∈m(UL) + LMEC
r∈m(UL)

28: plot(Coverage Probability Pcovrg with respect to PUL′

t∈d )
29: plot (t

′

k with respect to W ′

UL)

Algorithm 2 will assist the network to offload a computa-
tional task depending on the power consumption of the user 
device, latency requirements, and available communication 

and computation resources at the micro cell base station. 
This algorithm is mainly developed considering the context 
of the practical implementation.
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Algorithm 2: Computation task offloading
1: Input: Rr∈m(UL), δk, ck, FLoc,

∑n
1 f

Loc
k , FMic,

∑n
1 f

Mic
k

2: Output: Computation task offloading
3: Determine: Battery or power level/capacity (of user)
4: Calculate: tLoc

k

5: Calculate: tMic
k

//Power computing task (Critical Battery/Power Level at User Device and Processing Time
is not a Concern)
6: if φe

k = 1 and φt
k = 0 then

7: Request for communication channels to the micro base station
8: if required radio channels are available then
9: Request for required computational resources
10: if required computational resources are accessible then
11: Initiate offloading
12: else
13: Wait for required computational resources in the queue
14: end if
15: else
16: Wait for required radio channels in the queue
17: end if
18: end if
//Time-constraint task (Battery/Power is Sufficient or not a Concern)
19: else if φt

k = 1 and φe
k = 0 then

20: if Required task completion time >tLoc
k then

21: Compute the task at the User Device
22: else if Required task completion time <tLoc

k then
23: if Required task processing time >tMic

k then
24: Request for required radio channels to the micro base station
25: if required radio channels are accessible then
26: Initiate offloading
27: else
28: Wait for required radio channels in the queue
29: end if
30: else
31: Wait for required computational resources to complete a task within required
task completion time
32: end if
33: end if
34: else
35: Based on the accessibility of appropriate communication and computing capabilities,
the UE can select whether to process the work locally or to transfer the computational task
to the micro base station
36: end if

Numerical Results and Discussions

The section contains numerical results or findings as well as 
related comments on the outcomes of the MATLAB-based 
analysis. The simulation parameters and values are listed 
in Table 1.

In Table 1 the transmit power of the macro base station 
and micro base station [65–69], path loss exponent [70], tier 
density [71], cell radius [72], data sizes [73–75], CPU cycles 
[76] are selected as per the mentioned references.

Figure 1 visualizes the task processing capacity of the 
typical user devices having 2, 3.5, and 4.5 GHz computing 
capacity (CPU frequency).

Figure  2 shows the optimal uplink transmit power 
(of the user device) in the case of a conventional (non-
IRS) network in terms of SIR-threshold-aware coverage 
probability.

Figure 3 represents the result of the attainment of required 
latency (overall task completion time) for a task in terms of 
optimal bandwidth.
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Figure 4 visualizes the optimal transmit power in the 
case of an IRS-assisted multi-tier network in terms of SIR-
threshold-aware coverage probability.

Figure 5 shows optimal bandwidth to achieve the required 
overall task completion time for a task in the context of an 
IRS-assisted network.

Figure 6 illustrates the variation of transmit power in 
uplink due to the increase of interference (by the macro 
and micro base stations) in the case of the IRS-assisted 
network. Since in the case of the conventional model the 
research already derived that a significantly higher uplink 
power is required compared to the IRS-assisted model, 
therefore, the work intentionally exempted this analysis 
(with increased interference) for the conventional model.

Figure 7 visualizes a comparative study between this 
work and prior works in terms of data/task size and task 
completion time.

Figure 8a, b show the comparative SIR-threshold-aware 
coverage probability analysis for both the conventional and 
IRS-assisted model considering a 5 dB of SIR threshold.

By the observation of Fig. 1 it is realizable that, user 
devices with 2, 3.5, and 4.5 GHz computing capacity can 

Table 1  Parameters and Values Parameters Values

Macro cell area 1000 square m
Micro cell area 200 square m
Macro BS position Cell-centered
Micro BS position In conv. model: (100, 100) coordinates/cell-centered, In 

IRS-assisted model: (0, 0) coordinates
IRS position Cell-centered
Transmit power of Macro BS 30 W (both conv. & IRS model); 60 W (only IRS model)
Macro BS height 10 m
Micro BS power 10 W (both conv. & IRS model); 15 W (only IRS model)
Micro BS height 5 m
Carrier 100 GHz
IRS transmitter-receiver elements 256 [60]
IRS transmitter and receiver gain 20 dB [60], 15 dB [64]
IRS transmit-receive angles 45◦ [60]
IRS placement height 6 m
User device height 1.5 m
IRS reflection coefficient 0.9
Path loss exponent (macro cell) 3.5
Path loss exponent (micro cell) 2.0
Density of user devices 5000∕(� × (100)2) per m2 ; where 100 m is the cell radius
Density of micro BS (5000∕(� × (100)2))∕20 per m2

Density of macro BS (5000∕(� × (100)2))∕50 per m2

Data sizes 500–1650 Bytes (or 4000–13,200 bits)
CPU cycles per bit 750 cycles
User computation capacity 2, 3.5, 4.5 GHz
MEC computation capacity (at micro base sta-

tion)
50 GHz (max. 10 GHz per user)

Fig. 1  Task processing capacity of the user devices



SN Computer Science           (2023) 4:603  Page 11 of 17   603 

SN Computer Science

process up to 300, 500, and 700 bytes of data size or payload 
within less than 1 ms (according to the latency requirement 
of 6G).

The realization of Figs. 2 and 3 states that in the case of 
a conventional (non-IRS) multi-tier network approximately 
15.2 W of transmit power and up to 288 MHz bandwidth is 
required to complete a task (offload and process) 1650 bytes 
of data within less than 1 ms (0.991–1 ms).

From Figs. 4 and 5, it is realizable that, in an IRS-assisted 
multi-tier network approximately 1.4 W of transmit power 
and up to 23.2 MHz bandwidth are required to offload and 
completely process 1650 bytes of data within less than 1 ms 
(0.991–1 ms).

Through the comparison of Figs. 2, 3, 4 and 5 it is com-
prehensible that, the deployment of IRS can significantly 
reduce the uplink transmit power and bandwidth. Moreover, 
the deployment of IRS can be a feasible solution to assure 
energy and bandwidth efficiency for user devices.

Observing Fig. 6 it is realizable that, due to the increased 
level of interference a bit extended uplink transmit power 
(i.e., 2.2 W) is required. Since the required uplink transmit 
power got increased (Fig. 6) to achieve the threshold SIR-
coverage probability the SIR will be the same as the previous 
one, therefore, there is no variation in the uplink bandwidth. 
That means the optimal uplink bandwidth remains the same 
in this circumstance as well.

The comparison of Figs. 4 and 6 states that, when the 
interference got increased to achieve the threshold SIR 

Fig. 2  Optimal transmit power (Conv. model)

Fig. 3  Optimal bandwidth (Conv. model)

Fig. 4  Optimal transmit power (IRS-assisted model)

Fig. 5  Optimal bandwidth (IRS-assisted model)



 SN Computer Science           (2023) 4:603   603  Page 12 of 17

SN Computer Science

coverage probability a bit increased uplink transmit power 
is required. However, it is not much significant (only 0.8 W 
compared to the increased level of interference) and still sig-
nificantly lower compared to the conventional model. There-
fore, it can be stated that the IRS-assisted communication 
channel can tolerate high interference without significantly 
increasing the uplink transmit power. Hence, the deployment 
of the IRS is maintaining energy efficiency.

From Fig. 7 it is realizable that, the developed system can 
satisfactorily complete all the tasks (of chosen data size) 
within the threshold task completion time (overall latency) 
compared to the reference works [77–79].

According to the comparison of Fig. 8a, b, in the case 
of conventional and IRS-assisted network models the 

minimum, i.e., cell edge SIR coverage probability is 0.25 
and 0.91, respectively. From Fig. 8a, b it is comprehensi-
ble that, with a notably reduced or lower transmit power 
the deployment of IRS in a micro cell base station provides 
significantly better coverage over a wide coverage region 
compared to a conventional non-IRS network.

Table 2 summarizes the derived results.
Research Outcomes The outcomes of the work are 

enlisted below:

• The developed algorithm for optimal power and band-
width allocation successfully allocates the power and 
bandwidth required to complete a computation task 
within the threshold time/latency.

• The resource allocation algorithm is tested in terms of 
both conventional and IRS-assisted network models.

• In the case of a conventional network model much higher 
uplink transmit power is required which may not be feasi-
ble for handheld devices such as smartphones since these 
types of gadgets are power/battery constrained.

• The deployment of IRS reduces the uplink transmit 
power for user devices, i.e., an 87–91% reduction in 
uplink transmit power will assure significant energy effi-
ciency for user devices.

• The work derived that the usage of bandwidth gets 92% 
reduced because of the deployment of IRS in a micro 
cell.

• If the interference got increased the uplink transmit 
power required to be increased a bit to obtain optimal 
task offloading and completion latency but it has no 
impact on bandwidth because it remains the same (the 
work considered only the IRS-assisted model for this 
analysis since the required uplink transmit power in the 
case of the conventional model is much higher already).

• The implementation of IRS permits a network to set a 
higher level of SIR threshold compared to the conven-
tional model.

• The deployment of the IRS improves the SIR coverage 
probability at the cell edge up to 72.5%.

Research Limitations and Future Directions The limitations 
of this research and future research directions are enlisted 
below:

• The effectiveness of the algorithms will be fully realized 
by deploying them in a real-time network.

• The model can be modified and extended for more than 
two tiers of base stations, e.g., pico and femto cell base 
station tiers can be considered for future research.

• The model and algorithms can be analyzed consider-
ing other enabling or enhancement technologies such as 
UAV, relay, etc.

Fig. 6  Optimal transmit power in terms of increased interference 
(IRS-assisted model)

Fig. 7  Comparative analysis
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• Sub-THz and THz carriers-based modification of the 
model and analysis is encouraged for future works.

• Artificial intelligence (AI)/machine learning (ML)-based 
algorithms such as convolutional neural networks, feder-
ated learning, and deep reinforcement learning can be 
used for resource allocation and task offloading.

Conclusion

The research targeted the enhancement of a MEC-enabled 
two-tier network by SIR-coverage probability-aware com-
munication and computation resource allocation to offer 
a successful task completion in a MEC server within the 
threshold overall latency time-frame or task completion time 
requirement. In this context, the work developed a meas-
urement model incorporating conventional and IRS-assisted 
multi-tier communication model, SIR-threshold-based cov-
erage probability analysis model, and computational model 
to perform simulation-based analysis by MATLAB. The 
work developed algorithms for optimal resource allocation 
and task offloading. The developed algorithm successfully 
derived the optimal transmit power and bandwidth to offload 
a task to a MEC server to complete the processing of a task 

within the threshold. The work compared the communica-
tion resource allocation algorithm in the context of both the 
conventional and IRS-assisted multi-tier communication 
model. It obtained that the deployment of IRS significantly 
reduces the uplink transmit power and bandwidth consump-
tion. Moreover, the research found that the implementation 
of IRS enables the multi-tier network to tolerate a higher 
level of SIR threshold and interference.
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