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#### Abstract

Cell-based path planning is studied and applied worldwide. Building information models (BIMs) can be used as the environment for path planning. However, studies providing an applicable and detailed approach to converting a BIM to cells are rarely reported. This study proposes a voxel-based method that can automatically convert a BIM to cells. This technique, verified for accuracy and applicability, can quickly and conveniently create a cell-based path-planning environment based on a given BIM before testing and applying path-planning methods. With this method, researchers and practitioners can focus more on research and the application of path planning instead of the creation of a cell-based environment, which is time-consuming and tedious. DOI: 10.1061/(ASCE)CO.19437862.0001864. © 2020 American Society of Civil Engineers.
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## Background

Numerous studies have been conducting path planning, which has been widely applied in the architectural, engineering, and construction (AEC) industry. Research related to path planning includes construction vehicle moving path simulation (Zhang et al. 2007), in-site material transport planning (Park et al. 2012; Wang et al. 2019), indoor moving-path navigation (Lin et al. 2013; Yuan and Schneider 2010), evacuation simulation and evaluation (Cheng et al. 2018; Marzouk and Daour 2018), and equipment disassembly simulation (Tan et al. 2017). Prior to a path-planning analysis, the path-planning space must be properly depicted, which can be addressed by a cell-based representation. A cell-based representation is an environment consisting of numerous cells. It can suitably simulate and analyze the two-dimensional (2D) or near 2D moving patterns of trucks, mobile cranes, and people (ElNimr et al. 2016; Park et al. 2012; Zhang et al. 2007). By distributing the cells in a

[^0]three-dimensional (3D) space, the 3D moving patterns can also be depicted, including laborers' stair climbs and materials being transported by elevators or tower cranes (Lin et al. 2013; Wang et al. 2019). In addition, by appending semantic information to cells, other tasks can be supported, such as pedestrian simulation (Hsu and Chu 2014) and a fire-evacuation analysis (Shi et al. 2009), or other nonpath-planning tasks, such as workspace planning (Elmahdi et al. 2011) and workspace soft clash detection (Moon et al. 2014).

To create a cell-based path-planning environment, two tasks have to be completed: a cell allocation and cell navigability test. The former allocates cells in the path-planning space, whereas the latter determines if a cell can be navigated by a moving object. Voxelization, which is a common method for approximating 3D objects with cubics (voxels), can potentially create a cell-based path-planning environment because when voxelization finishes, the upper face of each voxel forms a cell (Fig. 2). In addition, voxelization can potentially facilitate the cell navigability test because navigability depends on whether a cell is intersected by obstacles and whether the voxel-based intersection test is efficient (Echegaray and Borro 2012). Building information models (BIMs), which contain both physical and functional information in 3D or nD digital models, provide a preferable virtual environment for path planning. However, in most situations, the models are not created in a voxel-based manner. Therefore, an applicable method to automatically convert BIM models to voxels has to be developed. With this method, researchers and practitioners can focus more on the research and the application of path planning instead of the creation of a cell-based environment, which is time-consuming and tedious.

## Related Research

Research on voxelization is mainly conducted in computer graphics (Stolte and Kaufman 2001; Yang et al. 2017a; Zhang et al. 2018; Zhao et al. 2004). In the AEC industry, voxel-assisted techniques are also widely-applied, including 3D point cloud processing (Krijnen and Beetz 2017; Shirowzhan et al. 2018), structure recognition (Sun et al. 2018), a morphological analysis of building component materials (Yang et al. 2017b), and a finite-element analysis (Castellazzi et al. 2015). These studies use two voxel generation
strategies: identical-sized voxelization and self-adapting voxelization (Fig. 1 and Table 1).

The identicalsized voxelization strategy generates voxels with an identical size to represent the voxelized objects/spaces. Voxels with identical sizes can be generated using two methods: surfacebased voxelization and slice-based voxelization. In surface-based voxelization, the surface of the objects is first voxelized and then the generated voxels are used to define others. For instance, to extract the free indoor spaces of a CityGML model, Xiong et al. (2016) voxelized the surface of these components and passed semantic information from the surface voxels to their neighbors to
cluster them as various indoor spaces. Sun et al. (2018) proposed a compositional building structural recognition method that also starts with building surface voxelization. To voxelize a boundaryrepresentation model, Young and Krishnamurthy (2018) proposed a method in which the boundary of the model is first divided into triangle meshes, followed by the application of a two-level process to identify the boundary and inner voxels. In the slice-based method, the objects are sliced into sections; voxels are first generated on those sections and then merged as the voxelized object. Bandi and Thalmann (1998) proposed a method that uses several horizontal planes equidistant to one another to cut the 3D environment (model).


Fig. 1. (Color) Identical-size and self-adapting representation: (a) identical-sized voxelization strategy; (b) self-adapting voxelization strategy; and (c) voxelization errors of the identical-sized/oct-tree based voxelization versus LEGO-based voxelization.

Table 1. Comparison of voxelization strategies

|  | Voxel width and depth |  |  | Voxel height |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Voxelization strategy | Occupied voxels | Vacant voxels |  | Occupied voxels |  |



Fig. 2. (Color) Some parameters of a LEGO-based voxel.

The sliced volumes are then projected to the horizontal planes with grid cells. If some cells are covered by the projections, they are either unnavigable or surmountable depending on the elevation of the volumes. Although not explicitly stated in this method, the combination of the cell and the distance between the planes determine a voxel.

The self-adapting voxelization strategy generates voxels by considering the size of the voxelized objects. The voxels generated during voxelization are not identical in size. Self-adapting voxel methods come in two forms: the octree-based method and the LEGO-based method. The octree-based method adopts octrees to voxelize objects/models. An octree is a hierarchical tree structure with each of its internal nodes consisting of eight children and is used to partition a 3D space by recursively subdividing it into eight octants (Chen and Huang 1985). The advantage of octree-based voxelization is that it is efficient in voxelizing a not fully-occupied 3D space because the vacant space can be quickly excluded from further voxelization. This method has also been used in some studies for voxelization: Bischoff et al. (2005) used a hierarchical octree data structure to generate voxels to assist polygon model restoration; de Queiroz and Chou (2016) used an octree to voxelize point-cloud data. However, the disadvantage of this method is that the neighboring relationship of different voxels is hard to determine because of the tree structure. To address this concern, Mu et al. (2010) proposed a pedigree coding method that can rapidly determine the neighboring relationship of two voxels from an octree. The LEGO-based method divides the objects/models into LEGOs. A LEGO is a building block developed by the LEGO company in Denmark (Min et al. 2018). Yuan and Schneider (2010) proposed a LEGO-based method for indoor path planning. They divided the indoor spaces into LEGO blocks and considered the upper face of the LEGOs as the cells for navigation. The advantage of this method is that the heights of the LEGOs are self-adapting, and a 3D element can contain considerably fewer LEGO voxels, compared with the equal-sized or octreebased techniques, facilitating calculation in path planning.

## Summary

Current research provides valuable voxelization strategies applicable in various areas. However, the aforementioned strategies have some limitations in representing a path-planning environment: the identical-sized voxels cannot fit the objects or models well unless the size of each individual voxel is reduced, which then leads to an increase in the number of voxels and extends the elapsed time for voxelization. The octree-based method from the self-adapting
voxelization strategy can efficiently detect voxels that are not occupied by any element within a few iterations; however, the method is not efficient enough to detect voxels occupied by elements because the iteration does not stop until the voxel size reaches its minimum. The LEGO-based approach is suitable for representing a path-planning environment because it can approximate the element more accurately than the two aforementioned approaches, as shown in Fig. 1(c); however, neither an executable and detailed approach to the LEGO-based voxelization of BIM models nor the performance of this method is introduced. To address the limitations in a LEGO-based voxelization, this study elaborates on the voxelization algorithm in the context of BIM and conducts tests to verify the efficiency and applicability of the method.

The structure of this paper is arranged as follows: after the introduction of the background and related research in the introduction part, a four-step BIM model voxelization method is elaborated in the "BIM Model Voxelization Method" section. A validation test is then conducted to test the correctness, speed, and applicability of the proposed method in the "Validation Test" section, and the results of the test are illustrated and discussed in the "Result and Discussion" section. Finally the conclusion, contribution, and limitation of this study are summarized in the "Conclusion" section.

## BIM Model Voxelization Method

Given a right-handed Cartesian coordinate system whose $x$-, $y$-, and $z$ - axis points are forward, right, and upward, respectively, a LEGOlized voxel is an axis-aligned bounding box (AABB) with a fixed width ( $x$-scale), depth ( $y$-scale), and variable height ( $z$-scale). To represent the location of the voxel, several parameters are introduced: (1) the location point, which is the voxel vertex with minimum $x, y$, and $z$ (left, Fig. 2); (2) the column faces, which are the two voxel faces perpendicular to the $x$-axis (middle, Fig. 2); (3) the row faces, which are the two voxel faces perpendicular to the $y$-axis (middle, Fig. 2); (4) the cell face, which is the upper face of the voxel representing a cell for path planning (if the cell can be used by the moving object); (5) the lower face, which is the bottom face of the voxel (middle, Fig. 2); and (6) the voxel origin, which is the location of the first voxel, and is often set as the minima of the AABB enveloping the entire BIM models (right, Fig. 2). To facilitate the voxelization process, each column face and row face is indexed by an integer. Given a voxel vox with the location point $l c\left(x_{l c}, y_{l c}, z_{l c}\right)$, the voxel origin is $o\left(x_{o}, y_{o}, z_{o}\right)$, and the cell size is $c s$; therefore, the index of the column and row face intersecting at $l c$ is calculated using Eq. (1), as follows:

$$
\begin{align*}
& c i=\left\lfloor\frac{x_{l c}-x_{o}}{c s}\right\rfloor \\
& r i=\left\lfloor\frac{x_{l c}-x_{o}}{c s}\right\rfloor \tag{1}
\end{align*}
$$

where $c i=$ index of the aforementioned column face; and $r i=$ index of the aforementioned row face.

A voxel also has an index. The voxel index is determined by the face indexes of the column and row faces intersecting at the location point. For example, the aforementioned voxel vox has an index denoted by $[c i, r i]$. The first element of the voxel index is called a column index, and the second element is called a row index.

Given a BIM model consisting of numerous elements, the voxelization of the elements is conducted one by one. The method of voxelizing a BIM element consists of four steps: element solid distraction, solid face triangulation, triangle mesh voxelization, and mesh voxel merging (Fig. 3).

## Element Solid Distraction

In many BIM applications, the space occupation of their elements are represented by solids, and the solids can be accessed by the corresponding application program interfaces (APIs). In this step, the solids of a given element are directly obtained by APIs for further process.

## Solid Face Triangulation

After the solids are generated from the given elements, the surface of each solid is converted into triangle meshes. A triangle mesh is a 3D mesh consisting of numerous triangular facets. In computer graphics, triangle meshes can represent the approximation of complex surfaces (Dunn and Parberry 2005). Some studies cited in "Related Research" used triangle meshes to generate voxels
(Sun et al. 2011; Xiong et al. 2016; Young and Krishnamurthy 2018). In the present study, triangle meshes are also used as inputs to voxelize the corresponding solid. Some 3D computer-aided designs or BIM software applications provide built-in functions for triangulation and thus can be applied directly for this task.

In this study, each triangular facet from the triangle mesh exhibits two properties: (1) the coordinates of the three vertices, and (2) a normal of the facet pointing outward from the corresponding solid. The first property can be obtained after triangulation, but the second property cannot always be obtained. In this situation, the face hosting the meshes can be used to determine the normal. Given a triangular facet with three vertices- $v_{1}\left(x_{1}, y_{1}, z_{1}\right), v_{2}\left(x_{2}, y_{2}, z_{2}\right)$, and $v_{3}\left(x_{3}, y_{3}, z_{3}\right)$-its normal is determined as follows. First, a cross product between the vectors $v_{12}=v_{2}-v_{1}$ and $v_{13}=v_{3}-v_{1}$ is created. The result ( $\mathrm{vec}_{c p}$ ) is a vector orthogonal to the triangle with the direction either the same as or opposite that of the correct triangle normal. Second, the coordinate of the triangle centroid is calculated. Third, the centroid is projected to the face, and the normal of the projection $\left(n_{p}\right)$ is determined by using the related API functionfor instance, the project method of Revit API version 2017. Finally, the dot product between $n_{p}$ and $\operatorname{vec}_{c p}$ is calculated. If the value is larger than 0 , which means that the angle between $n_{p}$ and vec $c_{c p}$ is less than $\pi / 2, \operatorname{vec}_{c p}$ is the correct facet normal; otherwise, the inverse of $\mathrm{vec}_{c p}$, which is $-1 \times \mathrm{vec}_{c p}$, is the correct facet normal.

## Triangle Mesh Voxelization

This step, which converts the triangle mesh of each solid to voxels, consists of two substeps: grid-point generation and voxel generation.

## A Grid-Point Generation

A grid point (GP) is the potential intersection between a voxel and a triangular facet. It determines the location and shape of the voxel. There are four types of GPs: the vertex GP (VGP), column


Fig. 3. (Color) Process of element voxelization.


Fig. 4. (Color) Triangle-based element voxelization: (a) grid points on nonvertical triangle; (b) grid points on vertical triangle; (c) grid point generation for nonvertical triangle facets; (d) determining the affection range of each GPs; and (e) affection range of each GPs of vertical triangle in odd situations.

GP (CGP), row GP (RGP), and inner GP (IGP) [Fig. 4(a)]. A VGP is the intersection between one of the facet vertices and the voxel; a CGP is the intersection between one column face of a voxel and an edge of the facet; an RGP is the intersection between one row face of a voxel and an edge of the facet; and an IGP is the intersection of a column face and a row face of a voxel and the facet. A GP may have multiple types. However, in this study, a GP is allowed to have only one type. The GP type with $x$ and $y$ values of $x_{q p}$ and $y_{q p}$, respectively, is listed in Table 2.

Table 2. Grid type of a vertex grid with multiple types

|  | $x_{g p}-x_{o}$ |  |
| :--- | :---: | :---: |
| $y_{g p}-y_{o}$ | Divisible by $s$ | Not divisible by $s$ |
| Divisible by $s$ | IGP | RGP |
| Not divisible by $s$ | CGP | VGP |

Note: $x_{o}, y_{o}=$ the $x$ and $y$ coordinates of the origin of the voxel space; $s=$ the voxel size; IGP = inner grid point; RGP = row grid point; $\mathrm{CGP}=$ column grid point; and $\mathrm{VGP}=$ vertex grid point.

```
Input:
(1) The 3 vertice of the triangle facet v1( }\mp@subsup{\textrm{x}}{1}{},\mp@subsup{y}{1}{},\mp@subsup{z}{1}{}),v2(\mp@subsup{x}{2}{},\mp@subsup{y}{2}{},\mp@subsup{z}{2}{})\mathrm{ and v3 ( }\mp@subsup{\textrm{x}}{3}{},\mp@subsup{y}{3}{},\mp@subsup{z}{3}{}
(2) Voxel origin:o( }\mp@subsup{\textrm{x}}{0}{},\mp@subsup{\textrm{y}}{0}{},\mp@subsup{\textrm{Z}}{0}{}
(3) Cell size: cs
BEGIN
    Create a collection GP coll to collect all the GPs
    Sort vl,v2 and v3 by x coordinate as
    vLeft(}\mp@subsup{x}{L}{},\mp@subsup{y}{L}{},\mp@subsup{z}{L}{}),\operatorname{vMid}(\mp@subsup{x}{M}{},\mp@subsup{y}{M}{\prime},\mp@subsup{z}{M}{}),vRight(\mp@subsup{x}{R}{},\mp@subsup{y}{R}{},\mp@subsup{z}{R}{}
    where }\mp@subsup{\textrm{x}}{\textrm{L}}{}\leq\mp@subsup{\textrm{x}}{\textrm{M}}{}\leq\mp@subsup{\textrm{x}}{\textrm{R}}{}\mathrm{ ;
    Get the column face index ranging from col st to col }\mp@subsup{}{\mathrm{ cd }}{}\mathrm{ by equation(2)
    as is shown in (3) of Fig. 4(c);
    FOR EACH v in {}\mp@subsup{v}{\mathrm{ Leff, }}{},\mp@subsup{V}{\mathrm{ Mid}}{},\mp@subsup{V}{\mathrm{ Right }}{}}\mathrm{ DO
            Assign the type of v by Table 2;
            Add v to GP coll;
    END
    FOR column face index col from colst to coled DO
            Get the Coordinates of the 2 potential CGPs
```



```
            on the column face col by Equation (3) and (4)
            For EACH PCGP in{PCGP1,PCGP2} Do
                    Assign the type of PCGP by Table 2;
                    If PCGP is IGP And PCGP #GPcoll THEN
                    Add PCGP as IGP to GPcoll;
                    ELSE
                    Add PCGP as CGP to GPcoll;
                    END
            END
            Get the row face index between PCGP1 and PCGP2 ranging from rowst to rowed by equation (5)
            FOR EACH row face index rowi from row st to row wd DO
                    Get the IGP ( }\mp@subsup{\textrm{x}}{\textrm{i}}{,},\mp@subsup{y}{i}{},\mp@subsup{z}{i}{})\mathrm{ ) on the row faces indexed rowi by equation (6);
                    Add the IGP to GP coll;
            END
    END
    Sort }\mp@subsup{v}{1}{},\mp@subsup{v}{2}{}\mathrm{ and }\mp@subsup{\textrm{v}}{3}{}\mathrm{ by y coordinate as
    \mp@subsup{v}{\mathrm{ Bottom }}{}(\mp@subsup{\textrm{x}}{\textrm{B}}{},\mp@subsup{\textrm{Y}}{\textrm{B}}{},\mp@subsup{\textrm{Z}}{\textrm{B}}{}),\mp@subsup{\textrm{v}}{\mathrm{ Intermediate}}{}(\mp@subsup{\textrm{x}}{\textrm{I}}{},\mp@subsup{\textrm{y}}{\textrm{I}}{\prime},\mp@subsup{\textrm{Z}}{\textrm{I}}{}),\mp@subsup{\textrm{v}}{\textrm{Upper}}{}(\mp@subsup{\textrm{x}}{\textrm{U}}{},\mp@subsup{\textrm{y}}{\textrm{U}}{},\mp@subsup{\textrm{Z}}{\textrm{U}}{})
    where y }\mp@subsup{\textrm{B}}{\textrm{B}}{}\leq\mp@subsup{y}{1}{}\leq\mp@subsup{y}{\textrm{y}}{\prime
    Get the potential RGP row face index ranging from rowst to rowed by equation (7);
    FOR row face index rowr from rowst to rowed DO
            Get the Coordinates of the 2 potential RGPs
            PRGP1( }\mp@subsup{\textrm{x}}{\textrm{rl}}{},\mp@subsup{\textrm{y}}{\textrm{rl}}{2},\mp@subsup{\textrm{Z}}{\textrm{r}1}{}), PRGP2(\mp@subsup{x}{\textrm{r}}{}2,\mp@subsup{\textrm{y}}{\textrm{r}2}{},\mp@subsup{\textrm{Z}}{\textrm{r}2}{}
            on the row face indexed rowi by Equation (8) and (9);
            FOR EACH PRGP in {PRGP,PRGP2} DO
                    Assign the type of PRGP by Table 2;
                    IF PRGP is IGP AND GP }\ddagger\mp@subsup{\textrm{GP}}{\mathrm{ coll }}{}\mathrm{ THEN
                    Add PRGP as IGP to GP coll;
                    ELSE
                    Add PRGP as RGP to GP coll ;
            END
            END
    END
    RETURN GP coll
END
```

Fig. 5. Pseudocode of nonvertical triangular facet grid-point generation.

Grid-Point Generation for Nonvertical Triangular Facets. A nonvertical triangular facet is a facet with the $z$-value of its normal not equal to zero. The process of determining the GP is presented in Fig. 4(c). Its pseudocode, presented in Fig. 5, includes Eqs. (2)-(9)

$$
\begin{align*}
& \operatorname{col}_{s t}=\left\lfloor\frac{x_{L}-x_{o}}{c s}\right\rfloor+1 \\
& \operatorname{col}_{e d}=\left\lceil\frac{x_{R}-x_{o}}{c s}\right\rceil-1 \tag{2}
\end{align*}
$$

$x_{c 1}=\operatorname{col} \times c s+x_{o}$
$x_{c 2}=x_{c 1}$
$y_{c 1}=\frac{y_{M}-y_{c}}{x_{M}-x_{c}} \times\left(x_{c 1}-x_{c}\right)+y_{c}$
$y_{c 2}=\frac{y_{R}-y_{L}}{x_{R}-x_{L}} \times\left(x_{c 2}-x_{L}\right)+y_{L}$
$z_{c 1}=z_{L}-\frac{x_{n}\left(x_{c 1}-x_{L}\right)+y_{n}\left(y_{c 1}-y_{L}\right)}{z_{n}}$
$z_{c 2}=z_{L}-\frac{x_{n}\left(x_{c 2}-x_{L}\right)+y_{n}\left(y_{c 2}-y_{L}\right)}{z_{n}}$

$$
\begin{align*}
x_{r 1} & =\frac{y_{M}-y_{r}}{x_{M}-x_{r}} \times\left(y_{r 1}-y_{r}\right)+x_{r} \\
x_{r 2} & =\frac{y_{U}-y_{B}}{x_{U}-x_{B}} \times\left(y_{r 2}-y_{B}\right)+x_{B} \\
y_{r 1} & =\operatorname{row}_{r} \times c s+y_{o} \\
y_{r 2} & =y_{r 1} \\
z_{r 1} & =z_{B}-\frac{x_{n}\left(x_{r 1}-x_{B}\right)+y_{n}\left(y_{r 1}-y_{B}\right)}{z_{n}} \\
z_{r 2} & =z_{B}-\frac{x_{n}\left(x_{r 2}-x_{B}\right)+y_{n}\left(y_{r 2}-y_{B}\right)}{z_{n}} \tag{8}
\end{align*}
$$

$$
\left(x_{r}, y_{r}\right)=\left\{\begin{array}{c}
\left(x_{B} y_{B}\right), \operatorname{row}_{s t} \leq \operatorname{row}_{r} \leq \max \left(\left\lceil\frac{y_{I}-y_{o}}{c s}\right\rceil, \operatorname{row}_{s t}\right)  \tag{9}\\
\left(x_{U}, y_{U}\right), \max \left(\left\lceil\frac{y_{I}-y_{o}}{c s}\right\rceil, \operatorname{row}_{s t}\right) \leq \operatorname{row}_{r} \leq \operatorname{row}_{e d}
\end{array}\right.
$$

Grid-Point Generation for Vertical Triangular Facets. A vertical triangular facet is a facet with the $z$-value of its normal equal to zero. The horizontal projection of this kind of facet is a line section so that two different GPs may have the same $x$ - and $y$-coordinates. In this study, the two GPs with the same $x$ - and $y$-coordinates in a vertical triangle form a GP pair (GPP) [Fig. 4(b)]. A GPP also comes in four types: vertex GPP (VGPP), column GPP (CGPP), row GPP (RGPP), and inner GPP (IGPP), and its type is determined by any of the GP forming it. Notably, the triangular facet may have a VGP with $x$ - and $y$-coordinates different from those of any other GPs; in this case, the VGP can be regarded as two overlapping potential VGPs to confer only two GPs to any GPP.

Determining the GPPs of a vertical triangular facet is similar to determining the GPs of a nonvertical triangular facet. The pseudocode with Eqs. (10)-(13) is shown in Fig. 6

$$
\begin{align*}
x_{c 1} & =\mathrm{col} \times c s+x_{o} \\
x_{c 2} & =x_{c 1} \\
y_{c 1} & =\frac{y_{M}-y_{c}}{x_{M}-x_{c}} \times\left(x_{c 1}-x_{c}\right)+y_{c} \\
y_{c 2} & =\frac{y_{R}-y_{L}}{x_{R}-x_{L}} \times\left(x_{c 2}-x_{L}\right)+y_{L} \\
z_{c 1} & =\frac{z_{M}-z_{c}}{x_{M}-x_{c}} \times\left(x_{c 1}-x_{c}\right)+z_{c} \\
z_{c 2} & =\frac{\mathrm{z}_{R}-z_{L}}{x_{R}-x_{L}} \times\left(x_{c 2}-x_{L}\right)+z_{L} \tag{10}
\end{align*}
$$

$\left(x_{c}, y_{c}, z_{c}\right)=\left\{\begin{array}{l}\left(x_{L}, y_{L}, z_{L}\right), \operatorname{col}_{s t} \leq \operatorname{col} \leq\left\lceil\frac{x_{M}-x_{o}}{c s}\right\rceil-1 \\ \left(x_{R}, y_{R}, z_{R}\right), \max \left(\left\lceil\frac{x_{M}-x_{o}}{c s}\right\rceil, \operatorname{col}_{s t}\right) \leq \operatorname{col} \leq \operatorname{col}_{e d}\end{array}\right.$

INPUT:
(1) The 3 vertices of the triangle facet $\mathrm{v} 1\left(\mathrm{x}_{1}, \mathrm{y}_{1}, \mathrm{z}_{1}\right), \mathrm{v} 2\left(\mathrm{x}_{2}, \mathrm{y}_{2}, \mathrm{z}_{2}\right)$ and $\mathrm{v} 3\left(\mathrm{x}_{3}, \mathrm{y}_{3}, \mathrm{z}_{3}\right)$
(2) Voxel $\operatorname{arigin}\left(\mathrm{x}_{0}, \mathrm{y}_{0}, \mathrm{z}_{0}\right)$
(3) Cell size: cs

BEGIN
Create a collection GPP coll to collect all the GPPs;
Sort $\mathrm{v} 1, \mathrm{v} 2$ and v 3 by x coordinate as
$\mathrm{v}_{\text {Leff }}\left(\mathrm{x}_{\mathrm{L}}, \mathrm{y}_{\mathrm{L}}, \mathrm{Z}_{\mathrm{L}}\right), \mathrm{v}_{\text {Mid }}(\mathrm{xM}, \mathrm{yM}, \mathrm{zM}), \mathrm{v}_{\text {Right }}\left(\mathrm{x}_{\mathrm{R}}, \mathrm{y}_{\mathrm{R}}, \mathrm{Z}_{\mathrm{R}}\right)$
where $\mathrm{x}_{\mathrm{L}} \leq \mathrm{x}_{\mathrm{M}} \leq \mathrm{x}_{\mathrm{R}}$;
FOR EACH $v$ in $\left\{\mathrm{V}_{\text {Left }}, \mathrm{v}_{\text {Mid }}, V_{\text {Right }}\right\}$ DO
Assign the type of $v$ by Table 2;
Create a GPP whose type is the same as that of $v$;
Add v to GPP;
Add GPP to GPP ${ }_{\text {coll }}$;
END
Get the potential CGP column face index ranging from col $_{\text {st }}$ to col $_{\text {ed }}$ by equation (2);
FOR column face index col from col $_{\text {st }}$ to col $_{\text {ed }}$ DO
Get the cooridnates of the 2 potential RGPs:
$\operatorname{PRGP1}\left(\mathrm{x}_{\mathrm{c} 1}, \mathrm{y}_{\mathrm{c} 1}, \mathrm{z}_{\mathrm{c} 1}\right)$, PRGP2 $\left(\mathrm{x}_{\mathrm{c} 2}, \mathrm{y}_{\mathrm{c} 2}, \mathrm{z}_{\mathrm{c} 2}\right)$
on the column face indexed col by Equation (10) and (11);
FOR EACH PCGP in\{PCGP1,PCGP2\} DO
Define the type of PCGP by Table 2;
Create a GPP whose type is the same as that of PCGP;
Add PCGP1 and PCGP2 to this GPP;
If GPP is IGPP And GPP $\notin \mathrm{GPP}_{\text {coll }}$ THEN
Add GPP as IGPP to GPP coll;
ELSE
Add GPP as CGPP to GPP ${ }_{\text {coll }}$;
END
${ }^{\text {END }}$
Sort $\mathrm{v} 1, \mathrm{v} 2$ and v 3 by y coordinate as
$\mathrm{V}_{\text {Botom }}\left(\mathrm{x}_{\mathrm{B}}, \mathrm{y}_{\mathrm{B}}, \mathrm{Z}_{\mathrm{B}}\right), \mathrm{v}_{\text {Intermediate }}\left(\mathrm{x}_{\mathrm{I}}, \mathrm{y}_{\mathrm{I}}, \mathrm{Z}_{\mathrm{I}}\right), \mathrm{v}_{\text {Upper }}\left(\mathrm{x}_{\mathrm{U}}, \mathrm{y}_{\mathrm{U}}, \mathrm{Z}_{\mathrm{U}}\right)$ where $y_{B} \leq y_{1} \leq y_{U}$;
Get the potential RGP row face index ranging from row ${ }_{s t}$ to row ${ }_{\text {ed }}$ by equation (7); FOR row face index row FROM row $_{\text {st }}$ TO row $_{\text {ed }}$ DO

Get the Coordinates of the 2 potential RGPs
$\operatorname{PRGP1}\left(\mathrm{x}_{\mathrm{r} 1}, \mathrm{y}_{\mathrm{r} 1}, \mathrm{z}_{\mathrm{t} \mid}\right)$, PRGP2 $\left(\mathrm{x}_{\mathrm{r} 2}, \mathrm{y}_{\mathrm{r} 2}, \mathrm{z}_{\mathrm{r} 2}\right)$
on the row face indexed rowi by Equation (12) and (13)
FOR EACH PRGP in \{PRGP1, PRGP2\} DO
Assign the type of PRGP by Table 2;
Create a GPP whose type is the same as that of GP;
Add PRGP1 and PRGP2 to GPP
IF GPP IS IGPP AND GPP $\notin G P P_{\text {coll }}$ THEN
Add GPP as IGPP to GPP coll;
ELSE
Add GPP as RGPP to GPP coll ;
END
${ }^{\text {END }}$
END
RETURN GPP ${ }_{\text {coll }}$

## END

Fig. 6. Pseudocode of vertical triangular facet grid-point generation.

$$
\begin{gather*}
x_{r 1}=\frac{x_{I}-x_{r}}{y_{I}-y_{r}} \times\left(y_{r 1}-y_{r}\right)+x_{r} \\
x_{r 2}=\frac{x_{U}-x_{B}}{y_{U}-y_{B}} \times\left(y_{r 2}-y_{B}\right)+x_{B} \\
y_{r 1}=\operatorname{row}_{r} \times c s+y_{o} \\
y_{r 2}=y_{r 1} \\
z_{r 1}=\frac{z_{I}-z_{r}}{x_{I}-x_{r}} \times\left(x_{r 1}-x_{r}\right)+z_{r} \\
z_{r 2}=\frac{\mathrm{z}_{U}-z_{B}}{x_{U}-x_{B}} \times\left(x_{r 2}-x_{B}\right)+z_{B}  \tag{12}\\
\left(x_{r}, y_{r}, z_{r}\right)=\left\{\begin{array}{l}
\left(x_{B} y_{B}, z_{B}\right), \operatorname{row}_{s t} \leq \operatorname{row}_{r} \leq\left\lceil\frac{y_{I}-y_{o}}{c s}\right\rceil-1 \\
\left(x_{U}, y_{U}, z_{U}\right), \max \left(\left\lceil\frac{y_{I}-y_{o}}{c s}\right\rceil, \operatorname{row}_{s t}\right) \leq \operatorname{row}_{r} \leq \operatorname{row}_{e d}
\end{array}\right. \tag{13}
\end{gather*}
$$

## Voxel Generation

Voxel generation relies on previously generated GPs or GPPs. Before elaborating on this step, the index of a GP/GPP requires an introduction. Given a GP $\left(x_{g p}, y_{g p}, z_{g p}\right)$, the cell size $c s$, and the voxel origin ( $x_{o}, y_{o}, z_{o}$ ), its index, denoted by $\left[\operatorname{col}_{g p}, \operatorname{row}_{g p}\right]$, is calculated using Eq. (14). The index of a GPP is the same as that of any of its GP

Table 3. Indices of voxels affected by GP [col, row]

| VGP | CGP | RGP | IGP |
| :--- | :--- | :--- | :--- |
| $[$ col,row-1] | $[$ col,row], | $[$ col,row], | [col,row], [col-1,row] |
|  | $[$ col-1,row $]$ | $[$ col,row-1] | $[$ col,row-1], [col-1,row-1] |

Note: IGP = inner grid point; RGP = row grid point; $\mathrm{CGP}=$ column grid point; and VGP $=$ vertex grid point.

$$
\begin{align*}
\operatorname{col}_{g p} & =\left\lfloor\frac{x_{g p}-x_{o}}{c s}\right\rfloor \\
\operatorname{row}_{g p} & =\left\lfloor\frac{y_{g p}-y_{o}}{c s}\right\rfloor \tag{14}
\end{align*}
$$

Voxel Generation for Nonvertical Triangles. For a voxel from a nonvertical triangle, the generated GPs exert different effects: VGP affects the voxels whose indexes are the same as that of the VGP [e.g., GP1 in Fig. 4(d) affects Voxels 1-1]; CGP/RGP affects the voxels that share the same column/row faces as it does [e.g., GP2/ GP3 in Fig. 4(d) affects Voxels 2-1, 2-2/3-1, and 3-2]; and IGP affects the voxels horizontally around it [e.g., GP4 in Fig. 4(d) affects Voxel 4-1, 4-2, 4-3, and 4-4]. The indexes of voxels affected by GP [col, row] are listed in Table 3. For a nonvertical triangle, a voxel is valid only if it is affected by three GPs or more because at least three GPs are present in the intersection area between the triangular facet and the voxel. For instance, Voxels 5-2, 5-3, and 5-4 in Fig. 4(d) are valid because they are affected by three GPs, whereas Voxel 5-1 is invalid because only one GP (GP5) affects it. The elevation of the lower face and that of the cell face of a voxel are the minimum and the maximum $z$-values of the GPs affecting it, respectively. The collection of all valid voxels forms the voxelization of the triangular facet.
Voxel Generation for Vertical Triangles. For a voxel from the vertical triangular facet, there are two special situations: (1) the facet overlaps with a column plane, and the $x$-value of the facet is positive; and (2) the facet overlaps with a row plane, and the $y$-value of the facet is positive. In the first, the column index of each voxel affected by GPP is that of the GPP-1; that is, the GPPs only affect the voxels on their left. To illustrate, in Fig. 4(e), VGPP 5 affects Voxel 5 instead of Voxel 5', while IGPP 4 affects only Voxels 5 and 6 instead of Voxels 5, 6, 5', and $6^{\prime}$. In the second, the GPPs only affect the voxels below them. To illustrate, in Fig. 4(e), VGPP 1 affects Voxel 1 instead of Voxel 1', while IGPP 1 affects Voxels 1 and 2 instead of Voxels 1, 2, 1', and 2'. In the situation otherwise, the voxels affected by GPPs are the same as those affected by GPs. Table 4 lists the voxel indexes affected by various GPPs. A voxel is valid only if it is affected by two or more GPPs because the intersection between the voxel and a vertical triangle contains at least two GPPs. The elevation of the lower and cell face of a voxel is determined in a manner similar to that for nonvertical triangular facets, and the collection of all voxels forms the voxelization of the vertical triangular facet.

## Triangle Voxel Merging

## Voxel Merging in a Solid

The voxels from the previous step are only on the surface of the solid, and some of them may intersect with one another; therefore, the inner part of the solid needs to be filled, and the intersections among the voxels need to be removed. Given a solid and its voxels, voxel merging is conducted as follows: first, the voxels are grouped by their indexes; and second, the voxels are merged group by group. Voxel merging within a group is depicted in Fig. 7 and is explained as follows:

1. Two types of voxels-entrance voxels and exit voxels-are found in (1) in the figure. To inteprete them, imagine that there is a bulk of rays coming from an area under the solid. The rays can enter the solid via the lower faces of a voxel hosted by a vertical triangular facet or a nonvertical triangular facet with a $z$-component of its normal pointing downwards, hence the two voxels are entrance voxels. Meanwhile, the rays start to leave the voxel only when it reaches the lower face of the voxels hosted by nonvertical triangular facets with the $z$-component of its normal pointing upward-hence, the name, exit voxels.
2. The sorting rules in (2) in Fig. 7 are as follows. The voxels are ordered by their lower face elevations in ascending order. If two voxels have the same lower face elevation, the entrance voxel should be ordered before the exit voxel to ensure that the aforementioned rays pass the entrance voxels first before entering the solid.
3. In (3) in Fig. 7, two pointers-the main pointer and the subpointer-are identified. The voxel pointed by the main pointer is the main voxel, whereas that pointed by the subpointer is the subvoxel. The subvoxel is the potential merging target of the main voxel. If the current subvoxel can be merged by the main voxel, the subpointer subsequently moves to the next voxel to create a new subvoxel, and the main pointer remains unchanged. If the current subvoxel cannot be merged by the main voxel, the main pointer moves to the subvoxel to make it a new main voxel, meanwhile the subpointer moves to the voxel next to the new main one and that voxel becomes the new sub voxel. This process continues until the main pointer points to the last voxel in the group.
4. Voxel merging in (4) of Fig. 7 starts at the first voxel in the group. Given a main voxel and subvoxels vox main , vox $x_{\text {sub }}$, with lower and cell face elevations of $l_{1}, l_{2}$, and $c_{1}, c_{2}$, respectively. After merging, the main voxel has a lower face elevation of min $\left(c_{1}, c_{2}\right)$ and a cell face elevation of max $\left(c_{1}, c_{2}\right)$. The type of main voxel inherits that of the voxel with a larger cell face elevation. For instance, if $\max \left(c_{1}, c_{2}\right)=c_{2}$, then the new main voxel is similar in type to that of vox ${ }_{\text {sub }}$; otherwise, the main voxel type remains unchanged.
5. Voxels in (4.1) and (4.2) are merged but not the voxels in (4.3) in Fig. 7. The reasons are as follows: in (4.1) in Fig. 7, Voxels v8 (main voxel) and v7 (subvoxel) are disconnected. The intermediate zone between v8 (an entrance voxel) and v7 (an exit voxel) indicates that imaginary rays have entered the solid

Table 4. Indices of voxels affected by GPP [col,row]

|  | VGPP | CGPP | RGPP | IGPP |
| :--- | :--- | :---: | :---: | :---: |
| Triangular facet overlapping with a column face and $x_{n}>0$ | [col-1,row] | - | - | [col-1,row], [col-1,row-1] |
| Triangular facet overlapping with a row face and $y_{n}>0$ | [col,row-1] | - | - | [coll,row-1], [col-1,row-1] |
| None of the above | [col,row-1] | [col, row], | [col,row], | [coll,row], [col-1,row] |
|  |  | [col-1,row] | [col,row-1] | [col,row-1], [col-1,row-1] |

Note: $x_{n}, y_{n}=x$ and $y$ values of the normal of the triangular facet; VGPP $=$ vertices grid point pair;CGPP $=$ column grid point par; RGPP $=$ row column grid pair; and IGPP= inner grid point pair.


Fig. 7. (Color) Merging of triangular voxels.
but have not left yet, suggesting that this zone is the inner part of the solid. Thus, the two voxels should be merged to fill this zone. The reason for merging v8 (currently v8 is merged with v7) and v6 in (4.2) in Fig. 7 is that they intersect each other, and the reason for not merging v8 (currently v8 has merged v7 and $\mathrm{v} 4)$ and v 3 in (4.3) in Fig. 7 is that v8 is currently an exit voxel. Its next voxel, v 3 , is an entrance voxel. The rays coming from v8 remain outside the voxel until they reach v3. Therefore, the region between the two voxels is outside the solid and should not be merged. The rule for voxel merging between two disjoint voxels is summarized in Table 5.

## Voxel Merging Across a Solid

An element may contain multiple solids. After the voxels within a solid are merged, voxels from a different solid also need to be merged. The two voxels from different solids need to be merged only where they intersect with each other.

Table 5. Voxel merging strategy

| Voxel under <br> (main voxel) | Voxel upper (subvoxel) |  |
| :--- | :---: | :---: |
|  | Entrance voxel | Exit voxel |
| Entrance voxel | Merge | Merge |
| Exit voxel | Not merge | Merge |

## Validation Test

To validate the proposed method, a validation test is conducted using three subtests: a correctness test, which evaluates the accuracy of the proposed method; a speed test, which measures the elapsed time of the method; and an applicability test, which determines and verifies the advantage of the method. All subtests are run on a laptop with an Intel i 77700 HQ CPU ( 4 cores 2.8 GHz ) and 16GB RAM. The API is from Autodesk Revit 2017.

## Correctness Test

The correctness test focuses on the accuracy of voxel generation. This test runs on a model created by Autodesk Revit, as shown in Fig. 8(a). The test model contains a floor slab and six types of objects: an axis-aligned cubold, a tilt cubold, concave polyhedrons, gate-like shapes, a hexahedron, and a sphere. These objects represent axis-aligned elements, nonaxis-aligned elements, irregular elements, and elements with curved surfaces at a construction site.

For the purpose of the accuracy test, the proposed method in this study is compared with two other voxelization techniques: the identical-size strategy (Strategy 1) and octree-based voxelization strategy (Strategy 2). Given the element, the identical-sized strategy is as follows: the bounding box of the given element is first obtained, and the box is divided into several voxels with identical heights, widths, and depths. The voxels are then scanned individually, and ElementIntersectsSolidFilter is used to test if the current voxel intersects the element. All intersecting voxels are then collected as the voxelization of the given element; in the octree-based strategy, the bounding box is first chosen as the root node of the tree and then divided into eight boxes (voxels) of equal sizes as their child nodes. Each subnode is then checked to determine whether it intersects the element. The node that intersects the element is further divided until the size is smaller than or equal to the threshold set by the user. The voxels intersecting the element are considered as the output. For convenience of expression, the voxels generated using the proposed method are referred to as test voxels, and those generated using Strategies 1 and 2 are referred to as base voxels.

The accuracy of the proposed method is determined by the discrepancies between the total volumes of the test voxels and of the two base voxels of each element. The discrepancies, denoted by $d v_{\text {elem }}$, are calculated using Eq. (15), where $m$ and $n$ are the number of test and base voxels in the element; $v t_{i}$ is the volume of the $i$ th test voxel; and $v b_{j}$ is the volume of the $j$ th base voxel. The cell size of a path-planning environment is often given by the user, so


Fig. 8. Correctness test result: (a) test model for correctness test; and (b) test result.
therefore, the base voxels and the test voxel share the same width and depth. In this test, the width and depth of any voxel is set as $300 \times 300 \mathrm{~mm}$. In this situation, the size of the voxel is only affected by its height. As the voxelization accuracy increases with the decrease of the voxel size, the height of the base voxels starts at 300 mm and decreases to 100 mm with a step of 100 mm . During this process, the $d v_{\text {elem }}$ as well as the elapsed time of the proposed method and Strategies 1 and 2 are measured sequentially. To minimize occasion errors, at each voxel height, the elapsed time of the three methods are recorded 10 times to get the averages. The level of detail of the triangle is set to the highest that Revit can reach to minimize the errors caused by element triangulation

$$
\begin{equation*}
d v_{\mathrm{elem}}=\frac{\sum_{i=1}^{m} v t_{i}-\sum_{j=1}^{n} v b_{j}}{\sum_{j=1}^{n} v b_{j}} \tag{15}
\end{equation*}
$$

## Speed Test

This test focuses on the elapsed time of the method on various triangular facets. In this test, the model rme_advanced_sample_ project, one of the sample projects of Revit, is chosen for the speed test because it contains numerous mechanical facilities with nonplanar surfaces, as shown in Fig. 9(a). The number of triangular facets can be modified by adjusting the level of detail of the triangulation, enabling the evaluation of the performance of the voxelization method under various numbers of triangular facets.

## Applicability Test

This test aims to verify that the proposed voxel-based representation can increase the efficiency of a cell navigability analysis. In this test, the proposed method is compared with four other methods: the AABB method, the ray-based method, the cut-project method, and the solid-based method. The AABB method considers the AABB of a BIM element as its space occupation (Chavada et al. 2012). The navigability of a cell can be evaluated by generating an AABB resembling the moving object above it and checking whether it intersects with the AABBs of the other elements. This method has been used in numerous studies (Lin et al. 2013; Mirzaei et al. 2018; Moon et al. 2014; Tan et al. 2017). The ray-based method proposed by ElNimr et al. (2016) allows each cell to project rays to its neighbors. If a ray hits a component before reaching any neighbor, the cell is unnavigable. The solid-based method by Wang et al. (2018a, b) generates a solid based on a cell. If the solid intersects any element, the cell is inaccessible (unnavigable). The cutproject method introduced by Wang et al. (2019) includes three steps: first, two cutting planes parallel to the supporting surface of the movable object are used to cut all BIM elements; second, the solids are projected between the two planes to the cells on the supporting surface; third, the cells intersected with the projections are regarded as unnavigable.

In this test, the moving object is considered as a labor crew whose space occupation at any time interval while the object is in motion is a $600 \times 600 \times 2,000 \mathrm{~mm}$ bounding box (Chinese National Standard 1988). Because the bottom elevation of the feet is elev foot , the moving object can surmount obstacles with top elevations lower than $\operatorname{elev}_{\text {foot }}+400 \mathrm{~mm}$ and can bend lower to move across the obstacles with bottom elevations above $\operatorname{elev}_{\text {foot }}+1,600 \mathrm{~mm}$. At any time interval while the object is in motion, the object keeps the vertical center axis of the bounding box aligned with the location point of a cell from a support element. In this test, the support elements are designated as floor slabs. Two test models are identified: (1) the correctness test model appending several walls with a height


(a)
Model voxelization
(b)


Local voxelization
(c)

Fig. 9. (Color) Speed test modeling and results: (a) model for speed test; (b) result of speed test; and (c) model after voxelization.
of 300; and (2) the speed test model. The first test model is used to evaluate the performance of the five methods (the proposed method and the four aforementioned methods) in a simple environment, and the second test model is used to further test their performances in a complicated environment.

The unnavigable cells are detected by converting the BIM elements to $C$-obstacles introduced by Lei et al. (2013). An obstacle with a height of more than 400 mm is expanded as a $C$-obstacle, depending on the size of the moving object. The advantage of this strategy is that it can markedly decrease the number of cells for the unnavigable test, as shown in Fig. 10(a). For obstacles less than 400 mm in height (surmountable obstacles), they are not expanded because the moving object can go over it. Therefore, the surmountable cells are those only covered by the surmountable obstacles, as shown in Fig. 10(b).

## Result and Discussion

## Result and Discussion of the Correctness Test

The test result is presented in Fig. 8(b). As shown in the figure, as the voxel height decreases, the accuracy of the base voxel increases, thereby decreasing the discrepancies between the volumes of the
test voxels. This trend proves the accuracy of the proposed method. The identical-sized and octree-based methods require a longer elapsed time to achieve accuracy, whereas the proposed method requires considerably less time to achieve the same level of accuracy.

## Result and Discussion of Speed Test

The results of the test are presented in Figs. 9(b and c). In Fig. 9(b), the following results can be found: (1) the element face triangulation uses up most of the total elapsed time; (2) as the number of triangular facets increase, the time required for voxel triangulation increases as well; and (3) the elapsed time for the voxel generation increases with the number of voxels.

## Result and Discussion of the Applicability Test

The test result for Project 1 is presented in Fig. 11. Notable results include the following:

- In the AABB method, no free voxel is found because this method regards the AABB of the element as its space occupation. The walls on the floor slab diagonals have AABBs covering all floors; therefore, the cells, are surmountable if not unnavigable. In addition, based on Fig. 11(b), all elements above the
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Fig. 10. (Color) Detection of unnavigable and surmountable cells: (a) unnavigable cells detection; and (b) surmountable cells detection.
floor slab have the same layout as those of the unnavigable cells because all have the same size as that of AABB .

- With reference to Fig. 11(b), ray casting seems relatively inaccurate because evaluating the navigability of a cell by using only several rays yields misleading results. In Fig. 11(f), the two rays from a cell can reach the neighbor cells without hitting the obstacle. On the basis of ray casting, it is navigable; however, the cell clearly intersects the obstacle and is unnavigable. Although more rays can be cast to increase accuracy, the errors cannot be eliminated because the rays cannot seamlessly fill the 3D space.
- The cut-project, solid-based method, and the proposed method generate the same results, which are verified by observing the layout of the cells. Thus, in this test, the three methods generate the correct result.
- On the basis of the elapsed time of the methods, the voxel-based method requires the shortest time $(0.1094 \mathrm{~s})$ and generates the correct result. Therefore, this method is desirable for a cellnavigability analysis.
The inaccuracy of the AABB and ray-casting methods is verified in the previous test. Thus, the proposed method, cut-project, and solid-based methods are further tested under Model 2. The test result is presented in Fig. 12. In this test, the results of the proposed and cut-project methods are similar, whereas that of the solid-based method is slightly different. The reason is that the built-in clash detection mechanism of Revit tends to ignore some clashes. In this test, geometry overlaps (clashes) [Fig. 12(c)] between a door and a solid, resembling a moving object, and cannot be detected for reasons that have yet to be determined because the clash detection mechanism of Revit is unknown. By contrast, in the voxel-based and cut-project methods, this error does not occur. Therefore, these two methods are stricter than the solid-based method in the Revit environment.

With regard to speed, the average elapsed time of the voxelbased method is the shortest. The voxel-based method only requires
0.7001 s to complete the cell navigability test, which is considerably shorter than that of the cut-project method ( 42.1685 s ) and that of the solid-based method (665.7224 s) [Fig. 12(d)].

In summary, the voxel-based method exhibits the best performance in accuracy and speed. As such, it is more applicable than the other methods evaluated in this study.

## Conclusion

This study proposes a method to discretize a BIM model into a collection of voxels for path-planning tasks. The advantages of this method are as follows:

- By converting the model into voxels, the cells can be automatically generated because the upper surface of a voxel can be regarded as a cell;
- The voxels are reusable in a model so that the voxels are generated only once in the whole path-planning process;
- The elapsed time of a cell-navigability analysis is significantly shortened because the computation-intensive geometry operation is avoided in this stage; and
- The properties of the voxels are extensible so that more customized information can be included for various tasks. In conclusion, this method can increase the efficiency of a path-planning analysis.
This study contributes to the existing body of knowledge by providing an executable BIM model voxelization method to generate a cell-based path-planning environment. With the proposed method, researchers and practitioners can conveniently convert existing models to voxels. Moreover, by designating the BIM elements supporting the moving objects, the cell faces of the voxels hosted by these elements can immediately form a path-planning environment. In addition, a cell navigability test can be conducted quickly and accurately, which is proved in the applicability test.


Fig. 11. (Color) Test result for Model 1: (a) Revit model of Project 1; (b) result of AABB method; (c) result of ray-based method; and (d) result of cutproject method/solid-based method/proposed method; (e) cell number and time elapsed of each method; and (f) error analysis of ray-casting methods. (a-d) the green, blue, and red areas represent free, surmountable, and unnavigable cells, respectively.

Therefore, the proposed method can facilitate multiple tasks, such as (1) testing various path-search algorithms (Taneja et al. 2016); (2) incorporating cellular automata and agent-based modeling to simulate moving objects (Kneidl et al. 2013; Zhang et al. 2019); (3) other cell-based tasks, such as space usage analysis and optimization (Kumar and Cheng 2015); and (4) indoor people positioning and tracking (Xu et al. 2018).

However, the proposed method still has several limitations:

- The result of the speed test shows that element face triangulation uses most of the total elapsed time because the determination of the correct triangle normal involves time-consuming geometric op-
erations. Accordingly, future studies should include the enhancement of the method for determining the correct triangle normal;
- The realization of voxelization in the prototype adopts a CPUbased sequential process. Parallel processing techniques based on multicore CPU or GPU can potentially induce a significant increase in the speed of voxelization; and
- The approximation of nonplanar faces may affect the accuracy of voxelization. The accuracy of triangulation, as reported by Wang et al. (2018, b), has yet to be done by studies. All aforementioned limitations need to be addressed in further research.
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Fig. 12. (Color) Test result for Model 2: (a) result of the proposed method; (b) result of solid-based method, cut-project method; (c) cell numbers and elapsed time of each method; and (d) example of clashes Revit cannot detect. The green, blue, and red areas of (a) and (b) represent the free, surmountable, and unnavigable cells, respectively.
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