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Summary

Future wireless evolution envisages high rates, low hierarchy in the network architecture, antenna array processing,

multiple access modes and multihop operation as part of the system concept. To exploit the increased capabilities

of the systems in conception, efficient resource management strategies need to be developed. The goal of this paper

is to examine the key aspects of the evolution which impact radio resource management for the mobile broadband

wireless network, and to emphasize the areas that need to be addressed for servicing mobile users with varying

quality of service requirements. Copyright # 2003 John Wiley & Sons, Ltd.
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1. Introduction

Future generation wireless networks (e.g. 4G) are in

the process of being defined with plans for extensive

studies in various organizations [1,2]. Future wireless

networks will be deployed in an environment where

wired and wireless infrastructure is already estab-

lished; thus, it will not replace the current generation

and its evolution but will complement and enhance

these systems. Any new spectrum allocation that may

be identified in the coming years must take into

consideration the intended objective of very high

data rates over moderate cell sizes. Future wireless

evolution envisages low hierarchy in the network

architecture with access points (some user deploy-

able) and terminals supporting multiple access modes.

Such a system may be conceived as an integration of a

number of wireless air interfaces, each optimized to its

environment. Furthermore, communication involving

multiple access points and/or terminals in the delivery

of the data to the user is seen as a promising means to

ensure ubiquity of services, especially at the cell edge.

The vision articulated in international forums [1,2]

for future mobile broadband wireless networks entails

significant new innovation in the air interface along

with the need to support new services with stringent

quality of service (QoS) requirements. Future genera-

tion air interfaces are expected to offer higher per-

formance, by an order of magnitude or greater

improvement in data rates and by more efficient

QoS provisioning, over current third-generation evo-

lution proposals. Advanced antenna processing is an

integral part of the vision, along with multihop relay-

ing, which will see an increasing role in future

systems. The physical layer and medium access con-

trol (MAC) layer will offer a range of features, which
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may be mixed and matched to address the QoS needs

of services. These and other advanced characteristics

of future wireless systems are covered in Section 2 of

the paper. To exploit the significantly increased cap-

abilities, efficient resource management strategies are

needed. Efficient scheduling, seamless handoff for all

types of services, interference avoidance and conges-

tion management schemes are some of the techniques

which will need to be significantly enhanced for

servicing mobile users with varying QoS requirements

in a highly adaptive system framework. These key

functions, which are essential to ensure the optimal

operation of future mobile broadband wireless net-

works, are addressed in Section 3 of the paper. A

conservative approach to performance evaluation of

these new systems is discussed in Section 4, which is

followed by the conclusions.

2. Characteristics of Future
Wireless Systems

Future wireless systems will be expected to have the

following key attributes to enable a high performance

seamless user experience equivalent to a wireline:

� Service coverage ubiquity: the expectation is that

a user will be able to run any required services

anywhere, any time without being hindered by the

limitations of the wireless system.

� Optimized connectivity: the user is always con-

nected to the most efficient access network (e.g.

macrocellular, wireless LAN) in terms of network

resource usage, to cater to the specific QoS and

mobility requirements.

� Always on: the user will be connected to the net-

work as long as the terminal power is on and

experience minimal access delay.

All of the above will be available to a much larger

population of users than current 3G evolution (3G-Ev)

rate-controlled systems [3,4] can support, due to

significantly higher spectral efficiency achieved with

the use of novel air interface techniques, and by

employing innovative coverage enhancement techni-

ques. Important characteristics of a system to realize

significantly higher data rates and service coverage

ubiquity are discussed in the paragraphs below.

2.1. Wireless Access Networks Evolution Model

2.1.1. Integrated wireless access networks

The future integrated wireless access network may

comprise of different wireless air interfaces (WLAN,

3G cellular, 4G cellular, peer-to-peer (P2P), multihop

relays etc.) with a range of cell sizes supported within

an integrated wireless access umbrella, as illustrated

in Figure 1. Such a trend is already in evidence today

with 3G systems beginning to work seamlessly with

wireless LANs to provide ubiquitous access. The

concept of ‘optimized connectivity’ is a main feature

of such an architecture. The fundamental premise for

assigning a user to any one of these access networks

would be to maximize the user experience, while

ensuring the most economical use of the radio re-

sources for the operator. The split of users between the

different access networks will be driven by system

Fig. 1. Characteristics/trends seen in evolving wireless access architectures.
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performance, flexible service offerings that are cost

effective to users, complexity considerations and

terminal capabilities. Other factors that will determine

the best air interface for a given user include power

constraints, cost and required QoS. The access sys-

tems are supported by the high speed Internet back-

bone, and are unified at the top level with common

administrative functions (e.g. billing, AAA) and cen-

tralized management of resources.

2.1.2. Relays

Multihop or relaying technologies, shown in Figure 1,

can be used to further enhance the data rate throughput/

coverage of cellular systems [5]. Relaying can alle-

viate the problem of ‘dead spots’ in cellular systems

where some areas will have no/poor coverage, by

leveraging some of the terminals within a densely

populated network as P2P relays. Alternately, relaying

can be facilitated by the infrastructure with fixed

intelligent relays operating to maximize coverage.

Relaying may be preferred for delay-tolerant services,

as additional delays are incurred from multihop trans-

mission. Resource management schemes at the access

node and at the mobile need to address issues specific

to relaying, such as QoS based routing, multihop

scheduling, cellular interference and terminal energy

management, and co-ordination among nodes.

2.2. Service Implications and QoS

2.2.1. Characterization of future services

Once wireless access capabilities are enhanced to a

level comparable to that of wireline systems, more

resource intensive applications spanning a wide range

of QoS requirements, relative to services now being

supported by 3G-Ev, will need to be supported in an

efficient manner. Further, the QoS requirements of a

given type of service may change over time, for

example, although current games are characterised

as low rate, low delay (50–100 ms) services [6,7],

games with much higher data rate requirements may

emerge in the future. The service interface of the

future wireless system should have the flexibility to

address the changing needs without modifying inter-

nal radio system design.

2.2.2. Uplink and downlink symmetry

Unlike web browsing, which is download biased, the

potential widespread use of symmetrical applications

such as video conferencing and wireless gaming

requires a larger uplink pipe. Moreover, the potential

adoption of relaying technologies implies that some

mobile devices will also be carrying additional data

targeted for another device. Mobile terminals will

also be uploading more data due to the use of P2P

applications such as file sharing programs. It is ex-

pected that the asymmetry of aggregate bandwidth

requirements for the uplink and downlink may vary

both on a long-term basis and on a short-term basis.

2.2.3. Service coverage and fairness

In order to improve the system’s service coverage,

special techniques (e.g. relays, interference avoid-

ance) should be developed to enhance service avail-

ability in situations where it is inadequate. Service

coverage ubiquity can be measured, for example, by

the availability of that service over the area for a

minimum number of users. The system design also

offers the operator the flexibility to maximize the

capacity by throttling the access of some specific

users to specific services that can adapt to variable

throughput; this can be done by specifying a ‘fairness’

objective (e.g. see 1xEV-DV fairness definition in

Reference [8]). In this case, the operator may adapt

the system’s capabilities to suit his service offering

and charging scheme. However, this does not neces-

sarily imply that the system’s service coverage has

been compromised.

2.3. Air Interface Evolution

A completely new broadband air interface has to be

designed for a future mobile wireless system to

achieve an order of magnitude increase in required

data rate and coverage relative to 3G-Ev systems. The

main task is to investigate and develop a new broad-

band air interface that can deal with high peak rates

of the order of 100–200 Mbit/s. Since the available

frequency spectrum is limited, high spectral efficiency

is a major feature in the new air interface design.

2.3.1. Duplex mode

The asymmetric nature of traffic in the downlink and

the uplink should be considered when designing the

new air interface. Even though the TDD mode pro-

vides more flexibility in splitting the available band-

width between the downlink and the uplink, frequency

division duplex (FDD) could be supplemented with

additional bandwidth (if available) in either direction

[9], depending on traffic needs.
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2.3.2. Multiple access

Most of the standards developed for wireless high rate

data transmission in recent years have been based on

multicarrier modulation (i.e. orthogonal frequency

division multiplexing (OFDM) [10]) as the access

mechanism. Among the earliest of thesewere the digital

audio broadcasting (DAB) standard and the terrestrial

digital video broadcasting (DVB-T) standard, followed

by the wireless local area network (WLANs) standards,

namely IEEE 802.11a, ETSI HIPERLAN/2 and

MMAC and the recent wireless metropolitan area

network (WMAN) standards IEEE 802.16.

A primary reason, among several others [11], for

selecting OFDM as an access option for future wire-

less networks is its robustness to transmission in

multipath radio channels due to elimination of inter-

symbol interference (ISI), enabling higher bit-rates

and improved system throughput with uniform cover-

age. OFDM also offers attractive features directly

impacting radio resource management (RRM), for

example, the high flexibility in bandwidth allocation

to users, enabling simultaneous division of the time-

bandwidth space, for ease of data rate and service

adaptation.

Other multiple access methods are also under dis-

cussion for consideration in a 4G system [12]. The

rate-controlled design with variable code rates and

QAM modulation levels used in conjunction with

OFDM offers a range of performance, which can be

tailored to the user’s QoS needs.

2.3.3. Antennas and spatial processing

Recent developments in space-time coding and smart

antennas [13] have demonstrated the viability of these

schemes for the new air interface. The combination of

multiple input multiple output (MIMO) with OFDM is

a key enabling technology to fundamentally improve

the spectral efficiency of the future systems. It can be

safely assumed that multiple antenna devices, includ-

ing PDAs, will be available commercially for use with

the future mobile broadband access system.

System performance can also be improved for mo-

bile equipment without requiring multiple terminal

antennas by forming a virtual antenna array configura-

tion. For instance, a two transmit and two receive

antenna configuration for the downlink is proposed in

Reference [14] where the 2nd receive antenna comes

from a relaying mobile. From the RRM perspective, this

requires some co-ordination of scheduling between mu-

ltiple users who may transmit/receive at the same time.

In order to reduce the inter- and intra-cell inter-

ference on the uplink, directional antennas can be

deployed on the mobile. While this technique may not

be applicable to all mobile devices and will be more

suitable for devices with a larger form factor, research

is ongoing towards enabling directional antennas on

small form factors.

2.3.4. MAC layer evolution

The MAC layers in the different wireless technologies

in use today (1xEV, WLANs, etc.) have been inde-

pendently designed. If the MAC design of the future

wireless system can be optimised to the physical layer

parameters of multiple air interfaces (as in 802.16),

the physical layer variants can be made transparent

to the upper layers of the network, thus simplifying

inter-system operation (e.g. handoff between access

systems). The MAC design should also take into con-

sideration the possibility that the terminal may also

operate as a relay.

With the need to support very high data rates, the

energy consumption of the device increases, for ex-

ample, due to the use of multiple transmit and receive

chains to support MIMO, and the need for continuous

channel state feedback. MAC protocol overheads and

high error rates causing retransmissions also drain

energy from the terminal battery. MAC layer proto-

cols should take into account the optimization of

energy usage [15] in conjunction with meeting the

QoS requirements of the service.

2.3.5. MAC states

The introduction of MAC states allows battery power

conservation and efficient use of the limited wireless

resource. In the most basic form, a mobile device will

either be in an ‘Active’ state, where it can maintain

full communication with the network in both transmit

and receive modes and therefore consumes energy, or

in an ‘Idle’ state, where it maintains only intermittent

signaling in both transmit and receive modes, there-

fore conserving battery power with minimal radio

resource utilization.

Figure 2 shows a generic MAC state diagram where

the two end states are ‘Active’ and ‘Idle’. The transi-

tion delay from ‘Idle’ to ‘Active’ is due to the signal-

ing delay, which is largely dependent on the system

design. The transition from ‘Active’ to ‘Idle’ is

determined by the amount of time the mobile device

is inactive. The multiple states in between the end

states represent various degrees of resource utilization

806 S. PERIYALWAR ET AL.

Copyright # 2003 John Wiley & Sons, Ltd. Wirel. Commun. Mob. Comput. 2003; 3:803–816



by a mobile device as deemed necessary by the system

design. Such a design is prevalent in current systems

[16] to optimize the use of resources (e.g. codes),

which may be released when not in use, but quickly

reacquired as needed.

Wireless systems employing a rate-controlled

architecture [3,4,17] utilize a fast scheduler which

enables the exploitation of wireless channel variations

among users to increase capacity. In such a system, it

is advantageous to be able to quickly transition users

into the active state, but also to be able to revert these

users to an intermediate low power consumption state

when they are not actively transmitting. This implies

that MAC states will need to work closely with

scheduling in order to provide superior performance.

MAC state transitions and the associated timers

(e.g. inactivity timer) are integral to guaranteeing

end-to-end QoS under varying channel conditions.

For instance, a transition from an intermediate state

to an active state may need to be triggered earlier

than normal if the traffic flow is of a higher QoS. In a

packet network where applications use TCP for flow

control, MAC state design also needs to minimize the

delay as seen by the upper layer to avoid falsely

triggering the congestion avoidance algorithm of TCP.

Thus, optimizing MAC state design and the asso-

ciated conditions for triggering transitions among the

different MAC states are important topics for future

research.

3. Radio Resource Management Evolution

A high performance integrated wireless access design

requires RRM functions which utilize the new fea-

tures in an efficient manner to deliver the high data

rates and meet the QoS needs of emerging services.

Figure 3 illustrates RRM functions operating at the

different anchor points in the future integrated access

network. The evolved RRM functions may be loosely

segregated into four levels, relating to functions per-

formed: (a) at the point of entry into the integrated

wireless access network, (b) at the specific access

system, (c) the access node and, (d) the mobile. Some

of the functions may be replicated at multiple levels

(e.g. location dependent decisions) for serving the

RRM needs at those levels. The following paragraphs

provide an overview of the RRM architecture.

Fig. 2. A generic MAC states model. The arrows repre-
sent state transitions which are triggered by predefined

conditions.

Fig. 3. Radio resource management in future broadband mobile wireless access.

FUTURE MOBILE BROADBAND WIRELESS NETWORKS 807

Copyright # 2003 John Wiley & Sons, Ltd. Wirel. Commun. Mob. Comput. 2003; 3:803–816



First, the admission of a user (after power up) is

performed at a centralized network level RRM entity

in the network, common to all the air interfaces. The

‘best connected’ facility would be provided by dyna-

mically allocating the appropriate access network.

Admission at this level may be a simple authorization

process including the transfer of Service Level Agree-

ment (SLA)y related information to the selected

access network entry point. Policy management in-

cluding policing and shaping of traffic of already

admitted sources and higher layer mobility support

(i.e. handoff between two access networks) would

also be the function of the network RRM entity.

Once admitted into the access network of choice, a

user is entitled to ‘always on’ best effort service as a

default. Special services requiring QoS guarantees

may need to be negotiated with the network level

RRM entity and/or with the access system RRM entity

residing in each access network, depending on the

mobility and the QoS requirement. The access system

RRM unit would carry out RRM functions specific to

a particular air interface. The main functions are:

network QoS to radio QoS mapping, local mobility

functions (i.e. handoff between two access nodes

belong to the same access network), macro-diversity

support functions such as multicasting,z central MAC

state control common to two or more access points,

interference avoidance and load balancing. Should the

system architecture evolve to a more decentralized

network as discussed in Section 3.1., some of these

functions may be moved to the access node.

The Access Node RRM entity would carry out local

bandwidth management, providing statistical QoS

guarantees, performance monitoring, choosing opti-

mized parameters and the suite of air interface tech-

nologies (e.g. fast ARQ, fast scheduling, distributed

MAC state control specific to the access point) for a

given QoS flow/service, supporting the network level

and access system level RRM functions, efficient

broadcast/multicast operation and supporting func-

tions for multihop networks. The user’s geographic

location will be another piece of information that is

readily available to assist in RRM at the access node

and elsewhere as needed.

The mobile supports the RRM activity by perform-

ing and communicating measurements of the radio

signal, and in some cases, proactively requesting an

action, such as handoff. Thus, the mobile assisted

RRM component in Figure 3 provides support for

handoff, diversity, P2P communications, RF measure-

ment and multihop operation.

Both the network and the mobile play a critical role

in the optimal management of the radio resources.

Optimal RRM design will distribute the functions to

the most efficient elements of the network, with

mobile-assisted and network-assisted RRM working

co-operatively to enhance system performance.

While many of these mechanisms are being em-

ployed in 3G systems and their planned evolutions,

they will need further enhancement with the introduc-

tion of new services, and the integrated approach to

network access with WLAN, fixed relay and P2P

networks. The evolution of selected resource manage-

ment functions for the support of wide area mobility is

elaborated further in the paragraphs below.

3.1. Impact of Architecture Evolution

The evolving macrocellular access system should be

able to provide a robust overlay to mobile users who

may be alternating between the macrocell and the use

of a number of other technologies within the area of

the macrocell. While the current macrocellular archi-

tecture is optimized for performance, both from the

perspective of mobility and coverage enhancement

with macrodiversity, it may benefit from further de-

centralization of functions in future systems support-

ing very high rate access. A primary reason for

decentralization would be to allow decisions requiring

a fast response so as to maximize the use of the air

interface, to be taken at the nearest entity to the over-

the-air link, i.e. the access node. Another reason for

decentralization is to minimize the amount of redun-

dant traffic in the access network generated from the

transmission of information from the central entity

(e.g. BSC) to its nodes (BTS) and vice versa. With the

access system supporting very high rate transmis-

sions, the redundancy may create a bottleneck. A

key aspect to consider in the evolution of the macro-

cellular architecture is the ability to efficiently deliver

the required QoS. The assumptions so far, that the

network infrastructure has predetermined intercon-

nectivity to enable rapid transfer of user status at the

physical layer in support of seamless handover, and

the access node to network connection has sufficient

capacity to satisfy virtually all traffic demands, need

yAn SLA is a contract between a wireless service provider
and a customer that specifies what specific level of services
the subscription will support (e.g. billing, priority, QoS
guarantees).
zFor the downlink, a mobile may receive IP packets via
multiple access nodes, for which purpose the IP packets may
be multicast to the multiple radio access points.
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to be re-examined in the context of architecture

evolution for future networks.

In evolving the cellular architecture towards a new

and potentially more decentralized framework, we

need to examine approaches to supporting QoS and

mobility features with appropriate decentralization.

Key areas that need to be addressed are:

� efficient support of mobility for all QoS levels, to

enable seamless transition across different wireless

access mechanisms, while minimizing the state

information at the edge of the wireless network;

� support of ubiquitous service coverage, without the

dependency on coordinated transmissions among

access nodes for macrodiversity;

� design impact on MAC, scheduling and resource

management.

3.2. Congestion Control

Congestion control enables the delivery of statistical

QoS guarantees as per the service class and associated

operator/customer service level agreement. Conges-

tion control consists of a number of RRM mechanisms

working in tandem and spans multiple levels of RRM,

with features in the network, the access system and

the access node levels. These mechanisms include,

amongst others, dynamic spectrum and bandwidth

management, admission control, load balancing and

QoS-flow based performance monitoring.

Providing QoS guarantees is increasingly important

for offering transparent, location and mobility inde-

pendent service capabilities to the users. However, the

delivery of QoS guarantees is hampered by the rapid

fluctuations in the radio resource requirements due to

changes in mobile locations, where the user at the

edge of the cell may need an order of magnitude or

more in resources relative to a user located close to the

base, if the same level of service needs to be main-

tained. Providing hard service guarantees would re-

quire more dedicated resources than average resource

needs, to prevent service outages. Therefore, only

statistical guarantees may be offered by wireless

systems and the delivery of these requires specific

techniques to manage system overloading.

One of the key challenges in the design of conges-

tion control mechanisms would be to consistently

maintain the right balance in resource usage among

different classes of services depending on their ex-

pected priority levels. In general, radio resource usage

of a service depends highly on its QoS requirements

and the level of QoS guarantee (e.g. priority) the user

expects. As will be seen later in Section 4, for the

same amounts of bits sent over the channel, a delay

sensitive application (e.g. VoIP) would require more

than 10 times the resources than a delay tolerant

application (e.g. FTP). Therefore, the radio resource

costs are different from service to service depending

on the QoS, user requirements and channel conditions.

Based on the minimum and average needs of a given

service, an operator should be able to specify a

minimum proportion of the total bandwidth for spe-

cific services or service/user classes. The following

mechanisms could be used in combination for con-

gestion control in wireless systems; some of these

techniques are illustrated in Figure 4.

3.2.1. Admission control, traffic shaping
and policing

Multiple levels of admission control would apply

in the case of traffic management between access

Fig. 4. Congestion control, bandwidth management and QoS guarantee mechanisms.
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networks and within each access network. Admission

after power-on is performed on the basis of ‘best-

connected’, by interaction between the network level

RRM entity and the associated system access RRM

entity. Admission of individual sessions which require

specific QoS guarantees, is done at the access system

RRM level so as to avoid congestion within the access

network. Quotas could be evaluated for different QoS

classes based on the operator’s objectives taking into

account the overall effectiveness of congestion control

mechanisms in satisfying the QoS requirements. A

new session would not be admitted if the quota for that

QoS class (see Section 3.4.) has been exceeded and/or

if the system is fully loaded. Extensive studies are

needed to understand how the mix of traffic impacts

the number of users that can be supported for the

various QoS classes while maintaining required out-

age levels. Self-learning techniques (see Section 3.6.)

could be used to identify future resource usage trends.

Traffic shaping, to limit the rate and the burst size as

per the service level agreement, and policing to

discard packets that are not in compliance with the

negotiated service level, would be implemented prior

to sending data via the air interface.

3.2.2. Dynamic spectrum management

With spectrum independently assigned by regulation

to different access mechanisms and owned by differ-

ent entities, it is difficult under current circumstances

to envisage dynamic sharing of spectrum at the

highest level, say between multichannel multipoint

distribution service (MMDS) allocation and macro-

cellular allocation. However, such a scenario is en-

visaged for the future [9,18], where the spectrum

could be pooled and dynamically assigned between

different access mechanisms. This scheme would re-

side at the network RRM level, and work with the

higher-level admission control scheme to admit users

into a network.

3.2.3. Dynamic bandwidth management

At the access network level, although an operator may

have a preferred bandwidth proportion for each ser-

vice class, when sufficient traffic is not available for a

given class, its bandwidth quota could be adaptively

used for the other QoS classes in order to optimize

resource usage. Such schemes may be designed to

accommodate both slow and rapid variation in traffic.

For example, bandwidth borrowed from a delay sen-

sitive service class (e.g. voice) may need to be

returned at short notice when a new voice session is

initiated. In this case, the excess bandwidth could only

be allocated to a delay tolerant service class. Addi-

tionally, a bandwidth margin could be maintained

based on arrival rate, prior to borrowing.

3.2.4. Performance monitoring and congestion
management

In order to identify congestion or overload situations,

the system should monitor the performance of each

service class or session as appropriate at all levels of

the network and assess the ability to meet the QoS on

a regular basis. Long-term and short-term trends

should be evaluated to identify potential congestion

situations in the future and appropriate actions taken

as described below.

� Delaying or discarding packets of some flows: If the

system becomes temporarily overloaded with al-

ready admitted sessions, selected packets belonging

to low priority classes could be delayed or dis-

carded. Delaying or discarding of packets could

happen at multiple levels.

� Session re-negotiation: Temporary re-negotiation

of session parameters of admitted users could be

used to control congestion. The session parameters

could be changed back to the original values once

congestion is relieved.

� Session discontinuation: As a last resort, some

sessions could be terminated.

� Load balancing: Load balancing would occur

within the access network among different sectors/

cells for congestion avoidance, and possibly be-

tween different access schemes in the form of re-

direction of traffic. For example, the macrocellular

network when overloaded may seamlessly direct or

transfer low mobility traffic into a more localized

access system (e.g. WLAN), if available.

3.3. Scheduling

Schedulers used in wireless networks [19] range in

complexity and performance, from the basic round-

robin scheduler to schedulers that use dynamic chan-

nel information for optimum performance [20,21].

The latter type of schedulers operate to take advantage

of multiuser diversity in the system, scheduling users

on ‘up-fades’ in every transmission time interval (on

the order of ms) and thereby maximizing the aggre-

gate system capacity at the expense of a reduced level

of service fairness to some users. Such schedulers may

operate for both downlink and uplink transmissions,
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with the uplink scheduler also located in the access

node and providing transmission grants to the active

users.

On the uplink, it might sometimes be necessary to

transmit data without waiting for the access node to

schedule resource grants to the user. In such cases,

autonomous scheduling can be employed. The mobile

transmits data without notifying the base station

scheduler, under a pre-defined assignment of re-

sources such as data rates and channels. This form

of scheduling may be particularly suited to services

with constant bit rate type of traffic characteristics and

for low latency needs.

For future systems, both fast and autonomous

scheduling approaches will continue to be employed

to allow for highly efficient utilization of radio re-

sources. However, unlike 3G systems, it is expected

that the widespread deployment of MIMO schemes in

future wireless network may reduce the benefits of

scheduling based largely on channel quality. With the

use of more antennas, the channel fluctuations due to

fast fading are reduced. Therefore capacity gain from

scheduling on the up fades is smaller than that in the

single-transmit and -receive antenna scenario [22].

However, scheduling based on channel quality is not

completely negated because MIMO schemes do not

reduce the channel fluctuations due to the slower

lognormal shadowing conditions. For high-speed

terminals, such fluctuations are more frequent over

time. Provided a reasonably good channel prediction

algorithm is in place, the scheduling gain is expected

to be large. Also, the number of antennas deployed

in mobile devices may still be limited due to their

physical size and battery power requirements. There-

fore, capacity gain by scheduling that exploits

channel variations may still be substantial. The sche-

duler in future systems will operate to jointly optimize

transmission in a multidimensional time-frequency-

MIMO layer-space.

Maximizing the aggregate cell capacity should only

be one of the functions of a scheduler. QoS that

reflects end users’ satisfaction needs to be taken into

account as well. In order to efficiently support users

with diverse channel conditions and QoS needs,

channel adaptivity as well as QoS adaptivity should

be supported [23]. While optimal scheduling pre-

scribes that a user transmit when he/she has a good

channel, the stringent QoS requirements (e.g. low

delay) of the data awaiting transmission may override

the channel condition criterion. The scheduler needs

to support the soft statistical guarantee for the delay

and the throughput of users for the various classes, in

the varying channel conditions. An adaptive schedul-

ing approach is needed, which takes into account

these multiple and sometimes contradicting require-

ments. As discussed in Section 2.3.5., schedulers

should work closely with MAC states to deliver high

performance over the wireless link.

With the introduction of virtual antenna arrays

involving multiple users in the network as discussed

in Section 2.3.3., schedulers would need to correlate

the transmission needs and channel conditions of

multiple users for simultaneous transmission. Sche-

dulers in multihop networks would need to take into

consideration the requirements for transmissions on

the connected hops, especially in the event the addi-

tional hops are using the same FDD spectrum as the

base station. For wireless ad-hoc networks working

within a system with some centralized control (e.g.

ad-hoc network of mobiles within a macrocellular

system), the location of a scheduler may not be

limited to the base station alone. A mobile terminal

will use a local scheduler to allocate resources and

prioritize data for transmission to another mobile term-

inal. The complexity of scheduling algorithms that run

on a mobile device depends on the capability of the

terminal (e.g. processing power and battery life).

3.4. Features Optimized to QoS Needs

The radio technologies that are ideal for one applica-

tion may not be suitable for another application that

has vastly different QoS requirements. A simple

illustration of this fact can be provided by comparing

a delay tolerant service such as audio streaming with a

delay sensitive service such as a voice conversation.

For the former, which can allow a large packet delay,

ARQ retransmission can be used, while for the latter,

fast retransmission techniques such as HARQ may

need to be employed along with robust FEC. Simi-

larly, a voice conversation could be efficiently served

using a power controlled subsystem to ensure a con-

stant rate, while audio streaming can be efficiently

served with a rate-controlled system.

System design to match each and every application

that emerges in the future is not practical, since the

statistical characteristics of the applications are not

known a priori. The best approach is to design the

system based on a ‘tool box’{of air interface features

which would provide a flexible mapping to an internal

{The available suite of physical layer and MAC layer air
interface features that can be mixed and matched to deliver
the QoS requirements.
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QoS classification, and cater to a range of QoS

requirements, including the most stringent ones.

In the design of a new access system for future

wireless networks, QoS dependent channelization

may be provided at the access system level to support

different types of services, and to satisfy the QoS

performance budgets set for the radio access portion

of the end-to-end network. RRM could flexibly use a

suite of MAC and physical layer techniques to support

the full range of QoS requirements of future services

in an efficient manner. As shown in Figure 5, the

‘Network QoS’, the QoS defined by the immediate

wireline network (e.g. IETF QoS establishment pro-

tocols), may be explicitly mapped to the access

system specific ‘Radio QoS’, reflecting a set of

physical layer and MAC layer capabilities, and the

appropriate resources scheduled to service different

users in the most efficient manner. QoS flows of

applications that require the same set of radio tech-

nologies for resource optimization are grouped as a

single Radio QoS Class (RQC). Note that this classi-

fication is internal to the access system. This would

allow a flexible radio design, which is adaptable to

changes in the Network QoS classifications, i.e. only

the class mapping functions need to be changed if the

Network QoS classification is changed; no changes

are required within the wireless system. In addition,

any future service can be mapped into the appropriate

RQC for the most efficient delivery of that service.

The Radio QoS Class that includes per-flow based

parameters (e.g. packet loss rate) is supplemented

with a set of secondary QoS parameters (e.g. packet

delay), which includes per-packet based characteriza-

tion. Although two packets may have the same RQC

class, they may have different secondary QoS para-

meters for different treatment in the air interface, for

example, prioritization in the schedulers.

With this approach, the access network design will

support a range of performance indices having a

prescribed granularity.

3.5. Handoff

With the expansion of services to be supported and

the integration of multiple access networks to provide

seamless service to a user as he migrates from one to

the other, the complexity of handoff processing in-

creases as well. Seamless mobility solutions, which

can accomplish handoff within milliseconds, within

and across networks, are desirable [24]. A combina-

tion of conventional cellular handoff and higher layer

handoff may be provided depending on the QoS needs

of a given service, with fast intra-system handoff

needed for low delay services only. Another aspect

of research in an all-IP distributed cellular network is

the support of soft handoff [25] to improve coverage

at the cell edge. Further work is needed both at the

research as well as the standardization levels towards

an optimal mobility handoff solution for all levels of

QoS supported by the network.

3.6. Prediction

The increasing speed of DSP processing will enable

prediction-based and self-learning based dynamic

Fig. 5. A robust wireless QoS model (flexible to evolving end-to-end QoS establishment).
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decision making a viable solution for future systems.

Prediction can be used for estimating signal strength

[26,27], channel quality, the mobile’s position, velo-

city, traffic patterns and subscriber profile.

Apriori knowledge of the channel quality could be

used to minimize interference or to adaptively select

the coding and modulation level for transmission.

Results show that channel quality measurement error

(primarily caused by reporting delay) has an impact

on system capacity [4, p. 33, Tables 7–9]. Thus a

significant capacity improvement could be expected

from reasonably accurate channel quality prediction

schemes. Prediction schemes will need to address

means to work with discontinuous feedback informa-

tion generated by the intermittent transmission of

packets rather than the continuous feedback available

with circuit switched transmission.

Traffic prediction [28] of both individual and ag-

gregate traffic characteristics could be used for re-

source management, for example, admission control,

dynamic bandwidth management, loading based

MAC state control (see Section 2.3.5.) schemes.

Self-learning techniques, which correlate current var-

iations of a given parameter to previous records of the

same parameter, may be used effectively to identify

favourable situations for transmission ahead of time,

to identify the target access nodes for handoff, and for

system deployment scenarios.

3.7. Interference Avoidance

It is expected that interference avoidance using beam-

forming and beam-transmission control would be a

key performance enhancement technique for use

within the wireless access system of choice. There

have been many studies aimed at reducing the inter-

ference by directing beams toward a specific user (or

users) during the time of data transfer to/from the

user(s), thus translating directly into coverage and

capacity gains. In addition, these schemes allow for

low power transmissions from the terminals, for sav-

ing terminal battery power. In such an environment,

the user/access node needs to dynamically select the

beam that will be used for both uplink and downlink

(may not necessarily be the same beam) transmis-

sions. The scheduler needs to make dynamic deci-

sions, with the user accessing resources from different

access nodes at different times, for rapidly allocating

time slots and setting desired power levels and data

rates for transmission. Simultaneous transmission

from multiple beams may be possible with some

form of co-ordination or with assistance from the

mobile. These areas need further investigation, as

there is a large potential for significant capacity and

coverage gain from these schemes [30].

4. Performance Evaluation

An essential element to complete the system design, is

the validation of the design by evaluating it against a

range of service, mobility, propagation and other

deployment scenarios. A primary consideration is

the definition of the future wireless service environ-

ment, which is expected to cover a larger variety of

services relative to those included in current 3G-Ev

system evaluation methodologies [8,31], while the

other parameters, such as mobility and propagation,

are not expected to change significantly.

Key generic characteristics of wireless services can

be considered as: (1) bandwidth requirement & its

variability (e.g. mean data rate, maximum burst size,

peak rate, minimum assured rate etc.); (2) burstiness

(e.g. packet inter-arrival time, packet size); (3) relia-

bility (e.g. packet loss rate per traffic flow); (4) packet

delay (on a packet by packet basis); and (5) compat-

ibility with higher layer protocol(s) (e.g. TCP, UDP).

These characteristics impact the system performance

in various ways. For example, our representative

simulation results shown in Table I indicate that the

system throughput is reduced by a factor of 10 for a

delay sensitive (packet delay bound¼ 20 ms) service

compared with that of a delay tolerant service (packet

delay bound�2 s), for a downlink rate-controlled

system with full queue traffic and a C/I and delay

based scheduler. Results also indicate (not shown here)

that the capacity of the systems could drop signifi-

cantly depending on the ‘burstiness’ of traffic (e.g. ftp

vs. http). Although we cannot predict these parameters

for each and every application that would emerge in

the future, we may, for the purpose of design, safely

assume ranges for these characteristics and the perfor-

mance can be evaluated for a range of service char-

acteristics, rather than for specific services.

It is important to note that conventional means of

assessing coverage performance using data rate area

Table I. Impact of delay on system aggregate throughput
(normalized to 4 s packet delay bound; full queue traffic is assumed).

Packet delay 20 ms 50 ms 100 ms 2 s 4 s
bound

Normalized 0.11 0.3 0.75 �1.0 1.0
capacity
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coverage statistics alone is not sufficient for wireless

systems with diverse service offerings. For example,

our results presented in Figure 6 for a rate-controlled

downlink shows how the coverage of a service (with

a minimum rate of 2 Mbps over 99% of the time)

changes with the delay requirement. For a delay

requirement of 20 ms, the area coverage is about

45%, while for a 2 s delay requirement the area

coverage is around 88%. Similar impacts have been

observed with other QoS parameters. This raises

an interesting requirement that the coverage should

be specified for a range of services, i.e. as ‘service

coverage’, in order to derive a knowledge of true

system performance. This new metric adds value

specifically while evaluating different coverage en-

hancing solutions.

In order to identify the strengths or deficiencies of

the different access layers in the air interface, the

RRM schemes and the access system as a whole, the

performance is usually evaluated at different levels of

complexity, for different mobility situations, through-

put fairness levels and different terminal capabilities.

The physical layer specific performance is first eval-

uated with link level simulation, yielding performance

metrics such as peak rate, FER (BLER)/data rate

versus SINR. The physical layer performance is then

combined with the cell averaged C/I distribution

generated from multicell simulations to yield the

aggregate throughput and the percentage area cover-

age for different data rates. To capture the impact of

the MAC layer and RRM, full-queue traffic simula-

tions are performed in a multiuser, multicell environ-

ment with performance metrics that include aggregate

throughput and per user throughput distribution.

The simulation of a multiuser system with appropriate

traffic models and with upper layer protocols such as

TCP, provides the overall system performance for

aggregate throughput and per user throughput distri-

bution, and captures the effectiveness of the air inter-

face and RRM schemes under practical conditions,

with factors such as acceptable outage rates taken into

consideration.

5. Conclusion

This paper has addressed some of the important

aspects of resource management in evolving to future

mobile broadband wireless access systems, with em-

phasis on ensuring the delivery of QoS, and at the

same time improving system throughput by optimiz-

ing resource usage. Aspects relevant to future wireless

access RRM design, with emphasis on some items

such as MAC states, scheduling, congestion control and

performance evaluation, haven been reviewed. Some

of the other key aspects, such as handoff and predic-

tion, have been identified to emphasize their impor-

tance, but not elaborated on due to brevity of space,

while others such as efficient broadcast/multicast

operation over the air, self-organization and QoS

routing for multihop have not been addressed. By

introducing intelligent adaptation at all levels of

system design, coupled with reasonable amounts of

feedback, radio resource management evolution for

future-generation wireless systems will provide the

foundation for delivering ubiquitous service access to

the user wherever he may be.
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