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Abstract Two multi-agent policy iteration learning algorithms are proposed in this work. The two
proposed algorithms use the Exponential Moving Average (EMA) approach along with the Q-learning
algorithm as a basis to update the policy for the learning agent so that the agent’s policy converges to a
Nash equilibrium policy. The first proposed algorithm uses a constant learning rate when updating the
policy of the learning agent, while the second proposed algorithm uses two different decaying learning
rates. These two decaying learning rates are updated based on either the Win-or-Learn-Fast (WoLF)
mechanism or the Win-or-Learn-Slow (WoLS) mechanism. The WoLS mechanism is introduced in this
article to make the algorithm learn fast when it is winning and learn slowly when it is losing. The second
proposed algorithm uses the rewards received by the learning agent to decide which mechanism (WoLF
mechanism or WoLS mechanism) to use for the game being learned. The proposed algorithms have been
theoretically analyzed and a mathematical proof of convergence to pure Nash equilibrium is provided for
each algorithm. In the case of games with mixed Nash equilibrium, our mathematical analysis shows that
the second proposed algorithm converges to an equilibrium. Although our mathematical analysis does
not explicitly show that the second proposed algorithm converges to a Nash equilibrium, our simulation
results indicate that the second proposed algorithm does converge to Nash equilibrium. The proposed
algorithms are examined on a variety of matrix and stochastic games. Simulation results show that the
second proposed algorithm converges in a wider variety of situations than state-of-the-art multi-agent
reinforcement learning (MARL) algorithms.

Keywords Multi-agent learning systems - Reinforcement learning.

1 Introduction

Reinforcement learning (RL) is a learning technique that maps situations to actions so that an agent
learns from the experience of interacting with its environment (Sutton and Barto, 1998; Kaelbling et al.,
1996). Reinforcement learning has attracted attention and been widely used in intelligent robot con-
trol systems (Awheda and Schwartz, 2015; Schwartz, 2014; Hinojosa et al., 2011; Rodriguez et al., 2007;
Dai et al., 2005; Kondo and Ito, 2004; Gutnisky and Zanutto, 2004; Ye et al., 2003; Smart and Kaelbling,
2002). It has also been effectively used for solving nonlinear optimal control problems (Luo et al., 2015a;
Luo et al., 2015b; Luo et al., 2015¢; Luo et al., 2015d; Dixon, 2014; Luo et al., 2014a; Luo et al., 2014b;
Modares et al., 2014; Wu and Luo, 2012). In reinforcement learning, an agent learns from the experience
of interacting with its environment. After perceiving the state of its environment at each time step, the
agent takes an action so that its environment transitions from a state to a new state. A scalar reward
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signal is used to evaluate the transition. The objective for the agent is to maximize its cumulative re-
ward (Sen and Weiss, 1999; Sutton and Barto, 1998; Kaelbling et al., 1996). Reinforcement learning is
also well-suited for multi-agent learning because of its simplicity and generality (Busoniu et al., 2008;
Busoniu et al., 2006; Hu et al., 1998). Learning is a key element of multi-agent systems (MAS) as it
allows an agent to improve its performance by adapting the dynamics of the other agents and envi-
ronment (Zhang and Lesser, 2010). Learning encounters some challenges when it is used in multi-agent
learning. One of these challenges is that the other learning agents have to be explicitly considered by
each learning agent and therefore the environment is non-stationary. The environment of a multi-agent
system is no longer stationary as the Markov property is violated by the other learning agents. As a re-
sult of a non-stationary environment, single agent reinforcement learning techniques are not guaranteed
to converge in multi-agent settings. In multi-agent learning, the objective of each learning agent is to
adopt an equilibrium strategy that maximizes its payoffs in the long run. However, a globally optimal
equilibrium may not be reached in some cases when the learning agents do not cooperate with each
other (Abdallah and Lesser, 2008; Claus and Boutilier, 1998). The objective of each learning agent, in
such cases, is to adopt a Nash equilibrium (NE), where no learning agent will do better if deviates from
Nash equilibrium (Abdallah and Lesser, 2008; Conitzer and Sandholm, 2007; Banerjee and Peng, 2007;
Bowling, 2005).

In this work, we consider multi-agent domains in which different agents with different independent
goals, assumptions, and algorithms have to interact with each other. We are interested in multi-agent
learning algorithms that make agents learn how to adapt to changes in the other agents’ performance
when the Markovian property is no longer valid. That is, we are interested in multi-agent learning al-
gorithms that can make agents learn Nash equilibrium strategies in a difficult learning problem with a
moving target. Several multi-agent reinforcement learning (MARL) algorithms have recently been pro-
posed and studied (Zhang and Lesser, 2010; Abdallah and Lesser, 2008; Banerjee and Peng, 2007;
Conitzer and Sandholm, 2007; Bowling, 2005; Hu and Wellman, 2003; Bowling and Veloso, 2002;
Bowling and Veloso, 2001a; Bowling and Veloso, 2001b; Singh et al., 2000). All these algorithms assume
that each learning agent knows its own immediate reward and the actions of the other learning agents.
Some of these algorithms have theoretical results of convergence in general-sum games. In addition,
some of these algorithms fail to converge to Nash equilibrium in some games. For example, the Infinites-
imal Gradient Ascent (IGA) algorithm proposed in (Singh et al., 2000) fails to converge in games with
mixed Nash equilibrium. The Win-or-Learn-Fast Infinitesimal Gradient Ascent (WoLF-IGA) algorithm
proposed in (Bowling and Veloso, 2001a) and the Win-or-Learn-Fast Generalized Infinitesimal Gradient
Ascent (GIGA-WoLF) algorithm proposed in (Bowling, 2005) fail to converge in some challenging games
such as in the Shapley’s game (Abdallah and Lesser, 2008). The Win-or-Learn-Fast Policy Hill-Climbing
(WoLF-PHC) algorithm proposed in (Bowling and Veloso, 2002) does not converge to Nash equilibrium
in the Shapley’s game. In addition, some of these algorithms guarantee converge to Nash equilibrium by
making some strict assumptions on the knowledge that is available to each learning agent. For example,
some algorithms assume that the underlying game structure (Nash equilibrium) is known to each learn-
ing agent (Banerjee and Peng, 2007; Bowling and Veloso, 2002). Other algorithms such as the algorithms
proposed in (Conitzer and Sandholm, 2007; Hu and Wellman, 2003) assume that each learning agent
knows the actions and the immediate rewards of the other learning agents (Zhang and Lesser, 2010;
Abdallah and Lesser, 2008). Such strict assumptions may limit the use of these algorithms because the
underlying game structure (Nash equilibrium) and the rewards of the other learning agents are often un-
known to the learning agent and may be learned via interacting with the other learning agents (Bowling
and Veloso, 2002). On the other hand, the Weighted Policy Learner (WPL) and the Policy Gradient As-
cent with Approximate Policy Prediction (PGA-APP) algorithms proposed in (Zhang and Lesser, 2010;
Abdallah and Lesser, 2008) empirically converge to Nash equilibrium in a wider variety of situations
without requiring the knowledge of the other agents’ immediate rewards or strategies.

In this work, we are interested in proposing a multi-agent learning algorithm that can converge to
Nash equilibrium in a wider variety of situations. In addition, we are interested in proposing a multi-
agent learning algorithm that does not make strict assumptions that are often unknown and need to
be learned via experience. In this paper, we propose two multi-agent reinforcement learning algorithms.
The algorithms proposed in this work are an extended version of the work published in (Schwartz, 2014;
Awheda and Schwartz, 2013). The first proposed algorithm proposed in this work can successfully
converge to Nash equilibrium policies in games that have pure Nash equilibrium. The second proposed
algorithm, on the other hand, can successfully learn Nash equilibrium policies in games that have pure or
mixed Nash strategies. The proposed algorithms use the exponential moving average (EMA) approach
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Fig. 1 Matrix games

in parallel with the greedy action of the learning agent’s Q-table as a basis to update the learning
agent’s strategy. We evaluate the proposed algorithms on a variety of matrix and stochastic games. The
results show that the second proposed algorithm outperforms the state-of-the-art multi-agent learning
algorithms in terms of convergence to Nash equilibrium.

This paper is organized as follows. Preliminary concepts and notations are presented in Section 2.
The constant learning rate-based exponential moving average Q-learning (CLR-EMAQL) algorithm is
proposed in Section 3. The exponential moving average Q-learning (EMAQL) algorithm is proposed in
Section 4. Section 5 presents the simulation and results.

2 Preliminary Concepts and Notations
2.1 Markov Decision Processes

A Markov decision process (MDP) (Howard, 1960; Bellman, 1957) can be described as a tuple, (S, A, R, T,
where S is the discrete space of states, A is the discrete space of actions, R is the reward function and
T is the transition function. The reward function defines the reward that an agent j receives when
choosing an action from the available actions at the given state. The transition function describes how
a probability distribution is defined over the next states as a function of the given state and the agent’s
action (Bowling and Veloso, 2002). In a Markov decision process (MDP), the objective of the agent is to
find a policy 7 : S — A that maps states to actions so that the discounted future reward is maximized
(Bowling and Veloso, 2002; Hu et al., 1998).

2.2 Matrix Games

A matrix game (strategic game) can be described as a tuple (n, A1,.....n, R1,....,n), where n is the agents’
number, A; is the discrete space of agent j’s available actions, and R; is the payoff function that
agent j receives (Bowling and Veloso, 2002). In matrix games, the objective of agents is to find pure
or mixed strategies that maximize their payoffs. A pure strategy is the strategy that chooses actions
deterministically, whereas a mixed strategy is the strategy that chooses actions based on a probability
distribution over the agent’s available actions. Fig. (1) shows some examples of matrix games. The
dilemma game, the shapley’s game, and the biased game are shown. In these games, one player chooses
a row and the other chooses a column in the matrix. In these games, each cell in the payoff matrix
represents the payoff received by the row and column players, respectively. The dilemma game has a
pure Nash equilibrium strategy that executes the second action of each player with a probability of one.
The shapley’s game has one mixed Nash equilibrium strategy, (%, %, %) On the other hand, the biased
game has a mixed Nash equilibrium strategy with probabilities not uniform across actions, (0.15,0.85)
and (0.85,0.15).

2.3 Stochastic Games

A stochastic game can be described as a tuple (n, S, A1,....n, R1,.....n, T) , where n is the agents’ number,
S is the discrete space of states, A; is the discrete space of agent j’s available actions, R; is the reward
function, and T is the transition function (Bowling and Veloso, 2002). Stochastic games can be described
as an extension of Markov decision processes (MDP). They can also be described as an extension of
matrix games as each state in a stochastic game can be dealt with as a matrix game (Bowling and
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Fig. 3 (a) A Nash equilibrium of grid game 1. (b) A Nash equilibrium of grid game 2 (Hu and Wellman, 2003).

Veloso, 2002). Fig. (2) shows two stochastic games introduced by Hu and Wellman (Hu and Wellman,
2003). The players in both games are located in the lower corners and are allowed to move one cell in the
four compass directions (North, East, South and West). The transition is ignored if both players move to
the same cell (excluding a goal cell). The players’ goals in both grid games are located as shown in Fig.
(2). The transition in grid game 1 is deterministic; grid game 2, on the other hand, has deterministic
and probabilistic transitions. At the lower corners in grid game 2, the probability of transition to the
next cell is 0.5 when the player takes the action North. In both grid games, the player that reaches its
goal is rewarded 100 points, it receives -1 points when either it hits the wall or moves into the same cell
the other player moves into (excluding a goal cell), and it receives 0 points otherwise. Reaching its goal
with a minimum number of steps is therefore the aim of each player in both games. As soon as a player
reaches its goal, the game ends (Hu and Wellman, 2003). Grid game 1 has ten different Nash equilibria;
whereas grid game 2 has two different Nash equilibria (Hu and Wellman, 2003). Fig. (3) shows one Nash
equilibrium for each grid game.

2.4 Q-learning Algorithm

The Q-learning algorithm (Watkins and Dayan, 1992; Watkins, 1989) is one of the most well-known
algorithms in reinforcement learning. The Q-learning algorithm updates the long-term payoffs of state-
action pairs by interacting with the environment. The Q-learning algorithm is a single-agent learning
algorithm (Watkins and Dayan, 1992; Watkins, 1989) that can be used in MDPs to learn optimal policies.
In single-agent learning, the Q-table of a learning agent is guaranteed to converge to optimal Q-values,
and hence, the learning agent learns an optimal policy by selecting the greedy actions. The Q-learning
algorithm defines an optimal policy for the learning agent by learning the optimal state-action value
function Q. Each learning agent keeps a table that saves the estimates Q* (s, a) for each state s and
action a. At each state s, the learning agent selects an action a with some exploration rate so that
Q(s, a) is maximized. The Q-learning table of agent j is updated as follows,

Ql41(s,ae) = (1= 0)Q1(s,a0) + 0[] + ¢ max Qi(s',a")] (1

Where t is the number of time the state s has been visited, 6 is the learning rate, Tf is the immediate
reward of the agent j at the state s, a+ is the action chosen by the agent j at the state s, and ( is the
discount factor.
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The state-action value function @ of Eq. (1) is guaranteed to converge to the optimal Q* (Sutton and
Barto, 1998) if the following conditions are satisfied:

(i) The state-action pair is visited an infinite number of times.
(ii) The learning rate 6 is decaying over time provided that
3200 =00 and 352, 6° < oo

Condition (i) states that each state-action pair has to be visited an infinite number of times which
in turn emphasizes the importance of the exploration strategy. In this paper, the e-greedy exploration
policy is used. In this policy, the learning agent chooses the optimal action with a probability 1 — €
and chooses a random action with a probability e. Condition (i) is guaranteed to satisfy when e > 0.
Condition (ii), on the other hand, is a standard condition for stochastic approximation.

Although the Q-learning algorithm is a single-agent learning algorithm, it has been successfully used
for multi-agent learning (Claus and Boutilier, 1998; Sen et al., 1994; Tan, 1993). Despite the loss of the-
oretical guarantees, Q-learning agents often succeed to learn Nash equilibrium policies in multi-agent
environment (Fulda and Ventura, 2007) because the Q-tables of the learning agents do not have to con-
verge to optimal values in order for the agents to execute a Nash equilibrium policy, and the learning
agents must adopt a Nash equilibrium if they are playing optimally.

3 The Proposed Constant Learning Rate-based Exponential Moving Average Q-Learning
(CLR-EMAQL) Algorithm

The exponential moving average (EMA) approach is a model-free strategy estimation approach. It is
one of the statistical approaches used to analyze time series data in finance and technical analysis.
Typically, EMA gives the recent observations more weight than the older ones (Burkov and Chaib-draa,
2009). The EMA estimation approach is used in (Tesauro, 2003) by the hyper Q-learning algorithm to
estimate the opponent’s strategy. It is also used in (Burkov and Chaib-draa, 2009) by the Infinitesimal
Gradient Ascent (IGA) agent to estimate its opponent’s strategy. The EMA estimator used to estimate
the strategy of the agent’s opponent can be described by the following equation (Burkov and Chaib-draa,
2009; Tesauro, 2003):

mia(s,a) = (L= (s,a) +nuy? (s,a7™) ()

Where w_j(s, a) is the opponent’s strategy at the state s, 7 is a small constant step size and 0 < n << 1,
and v 7(s,a™7) is a unit vector representation of the action a7 chosen by the opponent (—j) at the
state s. The unit vector u ™7 (s,a™7) contains the same number of elements the 77 does. The elements
in the unit vector v~/ (s, a_j) are all equal to zero except for the element corresponding to the action
a7 which is equal to 1. For example, if the opponent (—7) has four possible actions at each state and
the opponent chooses the second action at the state s, the unit vector v~ ?(s,a7) will be given in this
case as follows, u™7(s,a™7) = [0, 1,0,0].

In this work, we propose the constant learning rate-based exponential moving average Q-learning (CLR-
EMAQL) algorithm. The proposed CLR-EMAQL algorithm uses the exponential moving average (EMA)
approach in parallel with the Q-learning algorithm as a basis to update the strategy of the learning agent
itself. The CLR-EMAQL algorithm proposed in this section uses a constant learning rate n (constant
step size). The Q-table of a learning agent j is updated by the Q-learning algorithm of Eq. (1). Despite
the loss of theoretical guarantees, Q-learning agents often succeed to learn Nash equilibrium policies
in a multi-agent environment (Fulda and Ventura, 2007). This is because the Q-tables of the learning
agents do not have to converge to optimal values in order for the agents to execute a Nash equilibrium
policy, and the learning agents must adopt a Nash equilibrium if they are playing optimally (Fulda
and Ventura, 2007). It is important here to mention that the proposed algorithm forces the Q-table of
the learning agent to converge to a Nash equilibrium policy. When the Q-table of the learning agent
converges to a Nash equilibrium policy, the policy 7 of the learning agent will also converge to a Nash
equilibrium. The proposed CLR-EMAQL algorithm updates the agent j’s policy by Eq. (3). Algorithm 1
lists the procedure of the CLR-EMAQL algorithm for a learning agent j when using a constant learning
rate 7).

mlia(s,0) = (1 =) (s, a) + nuj (s, a) ®3)
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Algorithm 1 The constant learning rate-based exponential moving average Q-learning (CLR-EMAQL)
algorithm for agent j:

Initialize:

learning rates # € (0,1] and n € (0,1)

exploration rate €

discount factor ¢ ]

Q7 (s,a) < 0 and 7I(s,a) + ICs

Repeat )

(a) From the state s, select an action at according to the strategy = (s,a) with some exploration.

(b) Observe the immediate reward rz and the new state s’.
(c) Update Q7 (s, at) using Eq. (1).
(d) Update the strategy 7r§+1(s, a) by using Eq. (3).

where 7 € (0,1) is a constant learning rate and u (s;) is defined as follows,
. . . T V/(s) if a; = argmax QJ(s,a’)
ul(s,a) = [u]  uj uh] =4 " e (4)

V5 (s) otherwise

The elements (u{, ug, nudy) €10,1], uj1 +u% +...+ud, =1, and m is the number of actions of the agent
j. The vectors Vlj (s) and V2j (s) consist of the same number of the elements 7/ does. The elements in the
vector Vlj (s) are all equal to zero except for the element corresponding to the action a; which is equal
to 1. On the other hand, V/(s) = —15[1 — V/(s)]. When the action a; chosen by the agent j at the

state s is equal to the greedy action obtained from the agent’s Q-table at the state s, the term ug (s,a)
will equal to the vector V{(s). On the other hand, if the learning agent selects an action that is different
from the greedy action, the term u](s,a) will equal to the vector V¥ (s). To illustrate the definition of
the vectors Vlj (s) and VQJ(S) more, let us assume that, for example, agent j has four possible actions at
each state. Let us also assume that the action a: chosen by agent j at the state s is the third action.
The vector u] (s, a) will be defined in this case as v} (s,a) = V{(s) = [u] w} u} «))" =[0,0,1,0]7 if
the greedy action obtained from the agent’s Q-table at the state s is also the third action. On the other
hand, the vector u](s,a) will be defined as u? (s,a) = V§ (s) = [v] u) w} )7 =[1/3,1/3,0,1/3]7
if the greedy action obtained from the agent’s Q-table at the state s is not the third action.

In the proposed CLR-EMAQL algorithm, the learning agent selects an action each time during learning
based on his policy distribution 7(s,a). That is, the learning agent selects an action each time during
learning and that action may not be the greedy action. The proposed CLR-EMAQL algorithm uses the
greedy action as a criterion when it updates the policy of the learning agent. If the learning agent selects
an action that is the same as the greedy action calculated from the Q-table of the Q-learning algorithm,
then the proposed algorithm drags the agent’s policy towards that action by giving the probability
distribution corresponding to the selected action more weight than the other actions of the agent. We
call this procedure by the operation of exploiting the greedy action by the CLR-EMAQL algorithm. If
the selected action by the agent and the greedy action are different, the proposed algorithm then allows
the learning agent to explore the other actions by decreasing the probability distribution of the selected
action. We call this procedure by the operation of exploring actions by the CLR-EMAQL algorithm.
The operation of exploring the other actions continue until the learning agent selects an action that is
the same to the greedy action calculated from the Q-table. At that point, the operation of exploiting the
greedy action takes place and the proposed algorithm keeps updating the policy of the learning agent
towards that greedy action by giving more weights to the probability distribution corresponding to that
selected action.

3.1 The multi-agent learning dynamics of the proposed CLR-EMAQL algorithm

To simplify the analysis, we consider two-player-two-action games. The policies of Player 1 and Player
2 updated by Eq. (3) can be written as follows,

7rt1+1(s, a)=(1- n)me (s,a) + nutl(s, a) (5)
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7T?+1(S7 a)=(1- 77)71}2(5, a) + nuf(s, a) (6)

Where uf (s, a) and u?(s,a) are defined based on Eq. (4) as follows,

u(s,a) = {Vll(s} e = arg o Q2 o) @)

V3 (s) otherwise

uf(s, 0) = {V12(8) if a; = argarlnax Q3(s,d’) N

Vi (s) otherwise
Where Q7 (s,a) and Q7 (s,a) are the Q-tables for Player 1 and Player 2, respectively.

From Eq. (7) and Eq. (8), it is shown that uj (s, a) is a function of Q} (s, a) and u? (s, a) is a function of
Q% (s,a). That is,

ui(s,a) = f1(Qi(s,a)) 9)

ui(s,a) = f2(Q3 (s, a)) (10)

From Eq. (1), it is shown that the Q-tables of Player 1 and Player 2 are functions of the player’s action
and the opponent’s action as well. This is because the reward r] of the player j depends on the player
j’s action and the opponent’s action. Thus,

Q%(s,a) =q (s,al,az) (11)

Q?(s,a) = g2 (s,al, a2) (12)
Where a' and a? are the actions of Player 1 and Player 2, respectively.

Hence, from Eq. (11) and Eq. (12), Eq. (9) and Eq. (10) can be rewritten as follows,

u%(s,a) =fi (Q%(s,a)) =f1 (gl (s,al,aQ)) (13)

uj(s,a) = £2(Q¥(s,0)) = fa(g2(s,a'a)) (14)

From Eq. (13) and Eq. (14), we can say that the policy equations of Player 1 and Player 2 given in
Eq. (5) and Eq. (6) represent multi-agent learning equations. The convergence of these equations to a
Nash equilibrium depends on the convergence of the Q-tables of Player 1 and Player 2. Although the
Q-learning algorithm is a single-agent learning algorithm, it has been successfully used for multi-agent
learning (Claus and Boutilier, 1998; Sen et al., 1994; Tan, 1993). Despite the loss of theoretical guar-
antees, Q-learning agents often succeed to learn Nash equilibrium policies in multi-agent environment
(Fulda and Ventura, 2007). This is because the Q-tables of the learning agents do not have to converge
to optimal values in order for the agents to execute a Nash equilibrium policy. In addition, the learning
agents must adopt a Nash equilibrium if they are playing optimally (Fulda and Ventura, 2007). In this
work, the proposed algorithm forces the Q-table of the learning agent to converge to a Nash equilibrium
policy. When the Q-table of the learning agent converges to a Nash equilibrium policy, the strategy
(policy) of the learning agent will also converge to Nash equilibrium.
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3.2 The mathematical analysis of the proposed CLR-EMAQL algorithm

To simplify the analysis, we consider two-player-two-action games. The probability of selecting the first
action of Player 1 at time ¢ is referred to by p1,:, whereas the probability of selecting the second action
is referred to by pa,:. Thus, the policy of Player 1 at state s and time t will be 7f(s,a) = (p1,¢,D2.,t),
where p1,¢+ +p2,+ = 1. Similar to Player 1, the probability of selecting the first action of Player 2 at time
t is referred to by q1,:, whereas the probability of selecting the second action at time ¢ is referred to by
g2,¢+. Thus, the policy of Player 2 at state s and time ¢ will be = (ql,t,qu), where q1,+ + g2+ = 1.

To simplify notations, the term u} (s,a) in Eq. (3) is defined as ui(s,a) = [u} u3]” for Player 1 and

ui(s,a) = [ui wuj]T for Player 2, where the superscripts refer to the corresponding player and the
subscripts refer to the corresponding action. Hence, the policies of Player 1 and Player 2 updated by

Eq. (3) can be rewritten as,

P1t+1 I—n 0 0 0 7 [pie nui
P2,t+1 0 1—-n O 0 P2t nus

: _ : 15
q1,t+1 0 0 1-n O q1,t * i (15)
q2,t4+1 0 0 0 1-—mnf Lg2: nu3

To analyze the above equation, we use the ordinary differential equation (ODE) approach. The behavior
of the learning algorithm can be approximated by ODEs as the step size goes to zero (Thathachar and
Sastry, 2011). Thus, when the learning rate (step size) n — 0, the ordinary differential equation of Eq.
(15) can be given as follows,

D1 uy — p1

. 1
P2 Uy — P2

. = 16
il ui —q1 (16)
q2 u3 — g2

When the Q-table of each learning agent converges to a Nash equilibrium policy, the above ordi-
nary differential equation can be viewed as a linear time-invariant equation. This linear time-invariant
equation will be asymptotically stable as its eigenvalues are all real and less than zero, and they are
-1 -1 -1 — l]T. If we let the right hand side of the above equation equal to zero, we then get
the equilibrium solutions of the above equation as pi = uil, p5 = ud, ¢f = «?, and ¢4 = u3. For a
two-player-two-action game, each parameter of the vector ui(s,a) = [ul u3]” for Player 1 will have
a value of either zero or one, as stated in Eq. (3). Similar to Player 1, each parameter of the vector
ui(s,a) = [u? wu3]” for Player 2 will also have a value of either zero or one. Therefore, the possible

equilibrium solutions of Eq. (16) can be specified as follows,

ieae
7, 7% = ((1,0), (0,1

(wi*,wz*) = ((0,1),(1,0)) (17)
(', 7**) = ((0,1), (0, 1))

Without loss of generality, let us assume that the last equilibrium solution, (7'*, 72*) = ((0,1),(0,1)),
is the Nash equilibrium. Let us also assume that both players are adopting this Nash equilibrium. This
means that selecting the second action by each player (Player 1 and Player 2) with a probability of one
is the Nash equilibrium. This also means that the Q-table of each player updated by Eq. (1) converges to
a Nash equilibrium policy so that the second action is the greedy action of each player’s Q-table. Hence,
none of the first three equilibrium solutions of Eq. (17) will be the Nash equilibrium solution as the
proposed CLR-EMAQL algorithm of each player drags the player’s policy away from these equilibrium
solutions. Only the equilibrium solution (7'*,72*) = ((0,1),(0,1)) will be the Nash equilibrium of the
game.

The equilibrium solution (7'*,7**) = ((1,0), (1,0)): This equilibrium solution means that Player 1
selects its first action with a probability of one (p1 = 1, p2 = 0), and Player 2 also selects its first action
with a probability of one (g1 = 1,¢2 = 0). Since the greedy action of Player 1’s Q-table is the second
action, the term uf (s, a) of Player 1 will be defined as stated in Eq. (3) as follows,

ui(s,a) = lur wp]" =0 17
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. 1,1 0,0 B 1,-1 -1,1
27 0,0 2,2 BTl 1,-1
(a) Coordination Game (b) Matching Pennies Game

Fig. 4 Two matrix games.

On the other hand, because the greedy action of Player 2’s Q-table is the second action, the term u (s, a)
of Player 2 will be defined as stated in Eq. (3) as follows,

ui(s,a) = i wi]" =0 17

Hence, Eq. (16) can be defined as follows,

1 —p1

Pl _|lop (18)
q1 —q1

P 1—¢q

The steady state values of Eq. (18) can be calculated by setting the right half side of the equation equal
to zero. Thus, the steady state values of Eq. (18) are given as follows, p] =0, p5 =1, ¢f =0 and ¢5 = 1.
This means that the equilibrium solution (7'*,72*) = ((1,0), (1,0)) is not the Nash equilibrium. This
is because the proposed CLR-EMAQL algorithm of each player drags the player’s policy away from this
equilibrium solution.

We can also do a similar analysis to the other equilibrium solutions given in Eq. (17). The analysis will
show that only the equilibrium solution (7'*, 7%*) = ((0,1), (0,1)) will be the Nash equilibrium of the
game. This is because the proposed CLR-EMAQL algorithm of each player will drag the player’s policy
towards this equilibrium solution.

In a two-player-two-action game, we have mathematically shown that the players learning with the
proposed CLR-EMAQL algorithm successfully converge to Nash equilibrium if the game has a pure
Nash equilibrium. However, in a two-player-two-action game with a mixed Nash equilibrium, the play-
ers learning with the proposed CLR-EMAQL algorithm will fail to adopt a mixed Nash equilibrium.
The strategies of both players will keep oscillating around the mixed Nash equilibrium. This is also
true in games with more than two players and with two actions or more. The strategies of the players
learning with the proposed CLR-EMAQL algorithm will either converge to the Nash equilibrium if the
game has a pure Nash strategy or oscillate around it if the game has a mixed Nash strategy.

To illustrate the performance of the proposed CLR-EMAQL algorithm, the algorithm is used to learn
the games depicted in Fig. (4); the coordination game and the matching pennies game. The coordination
game has a pure Nash strategy that executes the second action with a probability of 1, whereas the
matching pennies game has a mixed strategy that executes each action with a probability of 0.5. Fig.
(5)(a) illustrates the probability distributions of action 2 of both players (Player 1 and Player 2) when
using the proposed CLR-EMAQL algorithm to learn the coordination game. As shown in this figure,
both players converge to their pure Nash equilibrium. This shows that the equilibrium points of the
linear time-invariant system of Eq. (16) are reached, where p} = u = 0, p5 = u3 = 1, ¢f = v =0,
and ¢5 = u3 = 1. On the other hand, Fig. (5)(b) illustrates the probability distributions of action 1
and action 2 of Player 1 (policy of Player 1) when using the proposed CLR-EMAQL algorithm to learn
the matching pennies game. This figure shows that the proposed CLR-EMAQL algorithm enforces the
policy of Player 1 to oscillate around the Nash equilibrium strategy. As stated earlier in this section,
in case of mixed Nash equilibrium, the policy of a CLR-EMAQL player will continue oscillating around
the mixed Nash equilibrium. In this case, a decaying learning rate has to be used so that the oscillation
around the Nash equilibrium will vanish and both players adopt their mixed Nash equilibrium.
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(a) Coordination game by CLR-EMAQL algorithm
T T

Probability of action 2 of Player 1|
— — - Probability of action 2 of Player 2
T

| |
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Iterations

(b) Matching pennies game by CLR-EMAQL algorithm
1 T T T I
Probability of action 1 of Player 1
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Fig. 5 Probability of selecting actions: (a) Probability of choosing the second action for both players in the coordination
game (b) Probability of choosing Player 1’s actions in the the matching pennies game.

4 The Proposed Exponential Moving Average Q-Learning (EMAQL) Algorithm

In this section, we introduce the proposed exponential moving average Q-learning (EMAQL) algorithm.
The proposed EMAQL algorithm uses two different decaying learning rates (1., and ;) when updating
the agent’s strategy instead of only one constant learning rate i as used in the proposed CLR-EMAQL
algorithm. The values of these variable learning rates are inversely proportional to the number of it-
erations (or episodes) and are set based on one of two different mechanisms; the Win-or-Learn-Fast
(WoLF) mechanism or the Win-or-Learn-Slow (WoLS) mechanism. The Q-table of a learning agent j
is updated by the Q-learning algorithm of Eq. (1) and the agent j’s policy is updated by Eq. (19) as
follows,

mia(s,a) = (1= o)l (s,a) +neul(s, a) (19)

where n; is a decaying learning rate and n: € (0,1). The term u{(s,a) and the learning rate 7 are
defined as follows,

. S T Vi(s) if a; = argmax QI (s,a’)
w(s,a)=[u] wj . . . W] ={ " o (20)
Vs (s) otherwise

Nw if ax = arg max QI(s,a")

Nt = (21)
7 otherwise
Where,
nLWOL ' if WoLF mechanism is used
m=9 woLs - C (22)
n if WoLS mechanism is used
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4.1 WoLF and WoLS Mechanisms

The WoLF principle was used with reinforcement learning algorithms in (Bowling and Veloso, 2002;
Bowling and Veloso, 2001a; Bowling and Veloso, 2001b). The WoLF mechanism used by the WoLF-
PHC algorithm (Bowling and Veloso, 2002) uses two different learning rates, d,, when the algorithm is
winning and §; when it is losing. The WoLF-PHC algorithm uses the difference between the expected
value of the average strategy and the expected value of the current strategy as a criterion to decide when
the algorithm wins or loses. The learning rate ¢; is bigger than the learning rate d,,. As such, when the
learning agent is losing, it learns faster than when it is winning. This makes the agent adapt quickly to
the changes in the strategies when it is losing and to learn cautiously when it is winning (Bowling and
Veloso, 2002). In this work, the proposed EMAQL algorithm uses either the WoLF mechanism or the
WOoLS mechanism to update the policy of the learning agent.

The WoLF mechanism used by the proposed EMAQL algorithm is similar to the WoLLF mechanism
used by the WoLF-PHC algorithm. It has two different learning rates (n}" °*¥ when losing and 7,, when
winning), where VoLt > n,,. However, the criterion used by the proposed EMAQL algorithm to decide
when the algorithm wins or loses is different from the criterion used by the WoLF-PHC algorithm. The
proposed EMAQL algorithm uses the greedy action as a criterion to decide when the algorithm wins or
loses. If the learning agent selects an action that is the same as the greedy action calculated from the
Q-table of the learning agent, the algorithm wins and uses n,,. If the selected action is different from

the greedy action, the algorithm loses and uses 1" °Z%".

On the other hand, the WoL.S mechanism used by the proposed EMAQL algorithm has two different
learning rates (mWOLS when losing and 7, when winning), where mWOLS < Mw. The essence of the
WOoLS mechanism is to learn fast when the algorithm wins and to learn slowly when the algorithm
loses. Hence, when the learning agent is losing, the policy of the learning agent is changed very slowly.
Learning slowly when the algorithm is losing gives the algorithm the time to explore the other actions
before deciding whether the current strategy (policy) is good for the learning agent or not. In other
words, learning slowly gives the learning agent the opportunity to see the response of the opponents to
the learning agent’s current strategy. If the opponents’ response to the learning agent’s current strategy
benefits the learning agent, the algorithm will eventually transition from losing to winning when the
greedy action obtained from the Q-table of the learning agent becomes similar to the action selected
by the learning agent. On the other hand, if the opponents’ response to the learning agent’s current
strategy does not benefit the learning agent, the algorithm will continue losing and, at the same time,
exploring the other actions until a new strategy is adopted when the greedy action and the learning
agent’s selected action are similar to each other. At that time, the algorithm transitions from losing to
winning.

4.2 When to use WoLF and WoLS mechanisms?

The proposed EMAQL algorithm uses the rewards received by the learning agent to decide which
mechanism (WoLF mechanism or WoLS mechanism) to use for the game being learned. If the values of
the Q-table of the learning agent for at least one action from the available actions are changing in one
direction all the time (i.e. r¢(s,a;) > 0 or (s, a;) < 0), then the proposed EMAQL algorithm uses the
WoLS mechanism to update the policy of the learning agent. On the other hand, if the values of the of
the Q-table of the learning agent for all actions are not changing in one direction, then the proposed
EMAQL algorithm uses the WoLF mechanism to update the policy of the learning agent. As such, the
proposed EMAQL algorithm selects a learning mechanism (WoLF or WoL.S) to update the policy of the
learning agent based on the following reward conditions:

re(s,a:) >0 (23)

re(s,a:) <0 (24)

r¢ is the reward received by the learning agent at state s when selecting the action a;, where ¢ =1,....m
and m is the number of the available actions for the learning agent at state s.
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When the agent is learning its policy, the proposed EMAQL algorithm checks whether the rewards
received by the learning agent when selecting each action a; satisfy only one of the two above reward
conditions or both of them. If there is at least one action a; from the available actions such that the
rewards received by the learning agent satisfy only one of the previous two reward conditions all the
time, the proposed EMAQL algorithm will use the WoLLS mechanism to update the policy of the learning
agent. On the other hand, if each action a; of the available actions such that the rewards received by
the learning agent satisfy both of the previous two reward conditions, the proposed EMAQL algorithm
will use the WoLF mechanism to update the policy of the learning agent.

To illustrate more how the proposed EMAQL algorithm decides which mechanism (WoLF mechanism
or WoLS mechanism) to use for each game to update the policy of the learning agent, let us consider
the two-player-two-action matrix games depicted in Fig. (1) and Fig. (4); the dilemma game, the biased
game, the coordination game, and the matching pennies game. It is important to mention here that
the proposed EMAQL algorithm does not know the reward matrix of the game being learned and only
knows the immediate reward received by the learning agent when selecting an action a; at the state s.
In the dilemma and the biased games, the immediate rewards received by Player 1 when selecting the
first action, a1, are always greater than 0. i.e. r¢(s,a1) > 0. In this case and even without looking to the
second action’s immediate rewards, the proposed EMAQL algorithm will decide to use the WoL.S mech-
anism to update the policy of Player 1 in these games. This is because the immediate rewards received
by Player 1 when selecting the first action, a1, always satisfy one of the above two reward conditions, the
first condition. In the coordination and the matching pennies games, the immediate rewards received
by Player 1 when selecting the first action, a1, satisfy both of the above reward conditions at the same
time. i.e. the immediate rewards sometimes satisfy the first condition of the above reward conditions
and sometimes satisfy the second condition of the above reward conditions. In addition, the immediate
rewards received by Player 1 when selecting the second action, az, also satisfy both of the above reward
conditions. In this case, the proposed EMAQL algorithm will decide to use the WoLF mechanism to
update the policy of Player 1 in these games. This is because the immediate rewards received by Player
1 when selecting any of its actions always satisfy both of the above two reward conditions.

Algorithm 2 lists the procedure of the proposed EMAQL algorithm for a learning agent j when using
a decaying learning rate 7. As illustrated in the proposed CLR-EMAQL algorithm, when the Q-table
of the learning agent converges to a Nash equilibrium policy, the policy of the learning agent will also
converge to a Nash equilibrium. We will now illustrate how the proposed EMAQL algorithm works when
the game has either a pure Nash equilibrium or mixed Nash equilibrium.

4.3 Pure Nash Equilibrium

For simplicity and without loss of generality, let us assume that we have a two-player game with some
actions for each player. Let us also assume that each player is using the proposed EMAQL algorithm
to learn its policy (self-play learning). When the learning starts and a joint action is selected by both
players, then each player has two possible scenarios:

Scenario 1: The action selected by Player j (j = 1,2) is the same as the greedy action calculated from
the Q-table of Player j. In this case, the proposed EMAQL algorithm of Player j will update the player’s
policy so that it is dragged towards the player’s greedy action by giving the probability distribution
corresponding to the player’s selected action more weight than the player’s other actions. As stated in
Algorithm 2, the player learning with the proposed EMAQL algorithm selects its action each time based
on its policy distribution m with some exploration. Player j will continue updating its policy as stated
in Scenario 1 as long as its selected action is the same as the greedy action calculated from Player j’'s
Q-table. This is because the selected action is maximizing the player’s Q-table corresponding to this
action. That is, maximizing the player’s payoff.

Scenario 2: The action selected by Player j is different from the player’s greedy action calculated from
Player j’s Q-table. In this case, the proposed EMAQL algorithm of Player j will update the player’s
policy by decreasing the probability distribution of the player’s selected action so that the player may
explore its other actions. The amount of this reduction will depend on the updating policy mechanism
used by the proposed EMAQL algorithm; the WoLLF mechanism or the WoL.S mechanism. This scenario
will continue as long as the selected action and the greedy action are different. Once Player j selects an
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Algorithm 2 The proposed exponential moving average Q-learning (EMAQL) algorithm for agent j:

Initialize:

learning rates 0 € (0,1] and 1., € (0,1)

set n; as UZWOLS

exploration rate €

discount factor ¢

Q7 (s,a) + 0 and 7i(s,a) < ICs

Repeat

(a) From the state s, select an action a; according to the strategy = (s, a) with some exploration.
b

c
d

e

Observe the immediate reward rg and the new state s’.
Update the learning rate n;, nZWOLF or nlWOLS, based on Eq. (23) and Eq. (24).

Update Qf+1(s, at) using Eq. (1).
Update the strategy 7, (s,a) by using Eq. (19).

~

=

(
(
(
(

N

action that is similar to the greedy action, then the proposed EMAQL algorithm of Player j will update
the player’s policy as stated in Scenario 1.

The operation of exploiting and exploring actions will continue by both players until a pure Nash equi-
librium is adopted by both players. This pure Nash equilibrium will be reached through Scenario 1 when
each player executes the selected action with a probability of one, and the selected action of each player
is the same as the player’s greedy action.

4.4 Mixed Nash Equilibrium

Likewise in the pure Nash equilibrium case, the proposed EMAQL algorithm of each player continues
exploiting and exploring actions. As time goes on, the players’ policies oscillate around the Nash equi-
librium. This is because each player keeps changing its actions trying to maximize its payoff. Thus, both
players’ policies will keep oscillating around the mixed Nash equilibrium as both players keep changing
their actions. In this case, the importance of decaying the learning rate (step size) n: of the proposed
EMAQL algorithm arises. The more the learning rate 7; decays, the less the oscillation of the players’
policies around the Nash equilibrium becomes. Therefore, when the value of the decaying learning rate
1+ becomes zero, the oscillation of the players’ policies around the Nash equilibrium will be zero. At this
point, a mixed Nash equilibrium is adopted by both players.

4.5 Nash Equilibrium 7*(s, a)
The update rule of the policy iterate m+1(s,a) in the proposed EMAQL algorithm is given as follows,

meg1(s,a) = (1 —ne)mi(s, a) + niue(s, a) (25)

Let us for now assume that the strategy iterate m¢+1(s,a) in Eq. (25) has a Nash equilibrium 7* (s, a).
Thus, when Eq. (25) converges to this Nash equilibrium 7*(s, a), we get

mi+1(s,a) = mi(s,a) = 77 (s,a) (26)
From Eq. (25) and Eq. (26), we get
7 (s,a) = (1 = ne)m* (s, a) + qrue(s, a)
Or,

7 (s,a) = 7" (s, a) + ne[ue(s,a) — 7 (s, a)] (27)

Thus, for the proposed EMAQL algorithm to converge to Nash equilibrium, both sides of Eq. (27) must
equal to each other. Therefore, at least one of the following conditions must be achieved:

Condition 1: 77 (s,a) is equal to ut(s,a). i.e.
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(a) Coordination game by EMAQL with constant learning rate
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(b) Coordination game by EMAQL with decaying learning rate
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Fig. 6 Probability of choosing the second action for both players in the coordination game: (a) when using a constant
learning rate n;. (b) when using a decaying learning rate 7.

7rt+1(57 a) t——>>oo ut(sa a) (28)
Condition 2: 7, is equal to zero. i.e.
m,2 0 (29

When the Nash equilibrium 7% (s, a) is a pure strategy, the proposed EMAQL algorithm will enforce
the strategy iterate m¢+1(s, a) of the learning agent to converge to its Nash equilibrium 7*(s, a) so that
Condition 1 is achieved, and when ¢ — oo, Condition 2 is achieved too. However, in a game with a pure
Nash equilibrium, Condition 2 does not have to be satisfied in order for an EMAQL agent to converge
to its pure Nash equilibrium. On the other hand, when the Nash equilibrium 7*(s, a) is a mixed strat-
egy, the proposed EMAQL algorithm will enforce the strategy iterate m:11(s,a) of the learning agent
to oscillate around its Nash equilibrium 7*(s,a). When Condition 2 is achieved, the strategy iterate
m+1(8, a) converges to the Nash equilibrium 7* (s, a).

To illustrate the effect of Condition 1 and Condition 2 on the convergence of the proposed EMAQL
algorithm, the algorithm is used to learn the games depicted in Fig. (4); the coordination game and
the matching pennies game. The coordination game has a pure Nash strategy that executes the second
action with a probability of 1, whereas the matching pennies game has a mixed strategy that executes
each action with a probability of 0.5. Fig. (6)(a) illustrates the probability distributions of action 2 of
both players (Player 1 and Player 2) when using the proposed EMAQL algorithm to learn the coor-
dination game (a constant learning rate 7 is used in this case). As shown in this figure, both players
converge to their pure Nash equilibrium. This shows that Condition 1 is satisfied as each player’ strategy
converges to u(s, a), where ut(s,a) = [0 1]7 in this case. On the other hand, Fig. (6)(b) illustrates the
probability distributions of action 2 of both players (Player 1 and Player 2) when using the proposed
EMAQL algorithm to learn the coordination game (a decaying learning rate 7; is used in this case).
This figure shows that both players converge to their Nash equilibrium when Condition 2 is satisfied.
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(a) Matching pennies game by EMAQL with constant learning rate
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Fig. 7 Probability of choosing Player 1’s actions in the the matching pennies game: (a) when using a constant learning
rate n¢. (b) when using a decaying learning rate n;.

Fig. (6) shows that in a game with a pure Nash equilibrium, an EMAQL player will converge to its Nash
equilibrium when Condition 1 is satisfied even if Condition 2 is not satisfied. This figure also shows that
the pure Nash equilibrium will be reached through Scenario 1 when each player executes the selected
action with a probability of one, and the selected action of each player is the same as the player’s
greedy action. Fig. (7)(a) illustrates the probability distributions of action 1 and action 2 of Player 1
(policy of Player 1) in the matching pennies game when learning with the proposed EMAQL algorithm
(a constant learning rate 7 is used in this case). This figure shows that the proposed EMAQL algorithm
enforces the policy of Player 1 to oscillate around the Nash equilibrium strategy. As stated earlier, in
case of mixed Nash equilibrium, the policy of the learning player will continue oscillating around the
mixed Nash equilibrium when a constant learning rate 7 is used. In this case a decaying learning rate
has to be used so that the oscillation around the Nash equilibrium vanishes and both players adopt
their mixed Nash equilibrium. Fig. (7)(b), on the other hand, shows that using the proposed EMAQL
algorithm (with a decaying learning rate 7:) affects the learning performance and makes the policy of
Player 1 converge to the mixed Nash equilibrium. Fig. (7)(b) shows that in a game with a mixed Nash
equilibrium, an EMAQL player will converge to its Nash equilibrium when condition 2 is satisfied.

4.6 The mathematical analysis of the proposed EMAQL algorithm

To simplify analysis, we consider two-player-two-action games. However, what we are going to present
here is also valid for any other multi-agent learning game. The probabilities of selecting actions at
time ¢t are referred to by pi,: and p2 ¢ for the first and the second actions of Player 1, respectively.
Similar to Player 1, the probabilities of selecting actions are referred to by qi1,+ and g2, for the first
and the second actions of Player 2, respectively. Thus, the policy of Player 1 at state s and time t will
be w}(s,a) = (p1,t,p2.t), where p1¢ + p2; = 1. On the other hand, the policy of Player 2 at state s
and time ¢ will be 77 = (q1,¢,q2,¢), where g1+ + g2+ = 1. To simplify notations, the term (s, a) in

Eq. (19) is defined as uf(s,a) = [ui u3]” for Player 1 and u}(s,a) = [ui w3]" for Player 2, where
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the superscripts refer to the corresponding player and the subscripts refer to the corresponding action.
Without loss of generality, let us rewrite the equation of updating the policy iterate mt+1(s,a) given by
Eq. (19) as follows,

w1 (s,a) = (1 — nene)ml (s, a) + nemud (s, a) (30)

where 7. is a small constant step size and nen: € (0,1).

Thus, the policies of Player 1 and Player 2 updated by Eq. (30) can be rewritten as follows,

presi]  [L—neme O 0 0 pre]  [nemeud
1 _
P2,t41 | _ 0 NeMt 0 0 P2t ncmu% (31)
q1,641 0 0 1-meme O q1,t NenNtul
g2,t+1 0 0 0 1— NeNt q2,t ncntu%

To analyze the above equation, we use the ordinary differential equation (ODE) approach. The behavior
of the learning algorithm can be approximated by ODEs as the step size goes to zero (Thathachar and
Sastry, 2011). Thus, when the step size n. — 0, the ordinary differential equation of Eq. (31) can be
given as follows,

P1 - 0 0 O p1 ntui
D2 0 —n 0 O D2 Neua
S = 32
a1 0 0 —m 0| |a| " |mud (32)
g2 0 0 0 —mnd Lg2 Neus
or,
D1 —7tP1 +ntui
P2 | _ :ntpz + mug (33)
q1 Ntq1 + Neuq
g2 —neq2 + Neud

To find the equilibrium solutions of the the above ordinary differential equation, let the right hand side

of Eq. (33) equal to zero. Because the parameters of the vectors u; (s,a) and u?(s,a) are either 0 or 1,

the possible equilibrium solutions of the above ordinary differential equation can be specified as follows,

(7r1 X )= ((1,0),(1,0))
(", 72) = ((1,0),(0,1)
(m ", 7"") = ((0,1),(1,0)) (34)
(m,72") = ((0, 1),(0,1))
(7T1*77T2*) ((pla a Q1aQZ))
Hence, the ordlnary differential equation of Eq. (32) (or Eq. (33)) will have either a pure Nash equi-
librium when [ —p1, us —p2, uP—q, ud — QQ} = 0 (Condition 1 in the previous subsection), or a

mixed Nash equlhbrlum when 7 — 0 (Condition 2 in the previous subsection).

Without loss of generality, let us assume that we have a two-player-two-action game. Thus, the possible
equilibrium solutions of the game can be specified as given in Eq. (34). Without loss of generality,
let us assume that the game has a pure Nash equilibrium and the equilibrium solution (7'*,7%*) =
((0,1),(0,1)) of Eq. (34) is the Nash equilibrium. Let us also assume that both players adopt this Nash
equilibrium. That is, each player selects its second action with a probability of one. This also means that
the greedy action of the Q-table of each player is the second action. Therefore, none of the first three
equilibrium solutions of Eq. (34) will be the Nash equilibrium of the game. This is because of the same
reasons we illustrate in the proposed CLR-EMAQL algorithm. The last equilibrium solution of Eq. (34),
(nt*, 7%*) = ((p1,p3),(¢7,45)), will not be the Nash equilibrium of the game either. This is because this
equilibrium solution means that Player 1 selects its actions with a probability of (p1 = pT, p2 = p3), and
Player 2 selects its actions with a probability of (qg1 = ¢7,¢q2 = ¢3). Since the greedy action of Player
I’s Q-table is the second action, the term uj (s,a) of Player 1 will be defined as stated in Eq. (19) as
follows whatever the selected action by Player 1 is,
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ui(s,a) = lur wp]t =0 17

On the other hand, because the greedy action of Player 2’s Q-table is the second action, the term u? (s,a)
of Player 2 will be defined as stated in Eq. (19) as follows whatever the selected action by Player 2 is,

ui(s,a) = [ui u%]T =10 1]T

Hence, Eq. (33) can be defined as follows,

1 —p1
; |
Pzl _ |27 P2 (35)
q1 —q1
G2 1—¢q

The steady state values of Eq. (35) are p] = 0, p5 = 1, ¢f = 0 and ¢5 = 1. This means that the equilib-
rium solution (7'*,72*) = ((p1,p5), (¢7,q3)) is not the Nash equilibrium of the game. This is because
the proposed EMAQL algorithm of each player drags the player’s policy away from this equilibrium
solution. Hence, only the equilibrium solution (7'*,7%*) = ((0,1),(0,1)) will be the Nash equilibrium
of the game. This is because the proposed EMAQL algorithm of each player drags the player’s policy
towards this equilibrium solution.

Let us now assume that the two-player-two-action game has a mixed Nash equilibrium, and the equilib-
rium solution (7'*, 7**) = ((p},p3), (41, ¢5)) of Eq. (34) is the mixed Nash equilibrium of the game. Let
us also assume that both players adopt this Nash equilibrium. That is, Player 1 selects its actions with a
probability of (p1 = p1,p2 = p3), and Player 2 selects its actions with a probability of (q1 = ¢7, g2 = ¢3).
The greedy action of the Q-table of each player will not be a specific action all the time. This is because,
in mixed Nash equilibrium games, no player will benefit from using the same action with a probability
of one all the time as its opponent (the other player) will take advantage of that and maximize its
payoff. This will make both players keep changing their actions. Thus, none of the first four equilibrium
solutions of Eq. (34) will be the Nash equilibrium of the game as the proposed EMAQL algorithm of
each player will drag the player’s policy away from adopting a pure strategy. Therefore, the strategy
of each player will keep oscillating around the game’s Nash equilibrium until both players adopt their
mixed Nash equilibrium when 7; — 0. Hence, the equilibrium solution (7'*,7%*) = ((p1,p5), (d7,43))
of Eq. (34) is the only Nash equilibrium of the game. It is important to mention here that, in the case
of games with mixed Nash equilibrium, our mathematical analysis shows that the proposed EMAQL
algorithm converges to an equilibrium. Although our mathematical analysis does not explicitly show
that the proposed EMAQL algorithm converges to a Nash equilibrium in games with mixed Nash equi-
librium, our simulation results, as will be presented later, indicate that the proposed EMAQL algorithm
does converge to Nash equilibrium.

4.7 The stability of the equilibrium solutions of the proposed EMAQL algorithm

In this subsection, we will study the stability of the equilibrium solutions of the proposed EMAQL
algorithm when the game has a pure Nash equilibrium and when it has a mixed Nash equilibrium.

4.7.1 When the game has a pure Nash equilibrium:

In pure Nash equilibrium games, when the Q-table of each learning agent converges to a Nash equilib-
rium policy, the ordinary differential equations of Eq. (33) can be viewed as linear time-varying equations.

Theorem 1:
The first-order linear time-varying system (D’Angelo, 1970) characterized by the following equation,

Bo()(t) + fr(t)z(t) = m(t) (36)

w(to) = To
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has a transition matrix ¢(t,to) described as follows:

¢(t,to):exp[— / ﬂ;EZ;d(J)] (37)

where tg, o and m(t) are the initial time, the initial state and the system’s input, respectively.

Each equation in Eq. (33) can be rewritten as follows,

&(t) + ma(t) = neult)

or,
(t) + nrx(t) = m(t) (38)
From Eq. (36) and Eq. (38), we have,
Bi(t) _
Aoty = Mt
Without loss of generality, let to = 0 and 7 = ﬁ, where ¢1 and c2 are constants. Thus,
t
6(t,0) = exp| I fHedd(o)]
t

= eXP[ o #da}
= exp[ — ljer + C2U|6]
= exp[ - = (1n|01 + cat| — 1ﬂ|01|)]
- é(lnlm + cat| +1n|§\)]
_ LIH|M|}

ca c1

[

- shles
:exp[ln|%f2t|_¥}

[

1
Inl £

= exp
Thus,
C1 L
£0) = (—Lt ) 39
6(t.0) = (') (39)

Therefore, from Eq. (39), the transition matrix of the diagonal matrix of the linear time-varying system
of Eq. (32) is given as follows,

$1(t,0) 0 0 0
st0=| o TV de o (40)
0 0 0 620

Sl

1
where ¢1(t70) = (lhilazt) " and ¢2(t,0) = (blilb?t)

Theorem 2
The equilibrium solution of the linear time-varying system (DeCarlo, 1989; D’Angelo, 1970) given by
the following equation

z(t) = A(t)x(t) + B(t)m(t) (41)
is (globally) uniformly asymptotically stable if and only if
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sup sup || (¢, to)lli = mo < oo (42)
to=>0 t>to
lo(t + to,to)l|ls =0 as t— oo (43)
where the notation || . ||; refers to some weighted maximum norm.

Hence, the pure Nash equilibrium of the linear time-varying system of Eq. (33) is (globally) uniformly
asymptotically stable as sup||¢(t,0)]]; < oo and tlim llo(t,0)]]; — 0.
t>0 — 00

4.7.2 When the game has a mixred Nash equilibrium:

In mixed Nash equilibrium games, we view the term n:u as an input, m(t), to the differential equations
of Eq. (33). Because the learning rate 7 decays as time goes on, the input, m(¢), to the differential
equations of Eq. (33) becomes very small and continuous as well. At that point, the differential equations
of Eq. (33) become linear time-varying differential equations. Hence, the stability analysis performed in
case of pure Nash equilibrium games can be applied to these differential equations too.

5 Simulation and Results

We have evaluated the proposed EMAQL, the WoLF-PHC (Bowling and Veloso, 2002), the GIGA-
WOoLF (Bowling, 2005), the WPL (Abdallah and Lesser, 2008), and the PGA-APP (Zhang and Lesser,
2010) algorithms on a variety of matrix and stochastic games. Given that both the WoLF-PHC and the
GIGA-WOoLF algorithms give nearly identical results over the same games (Bowling, 2005), we choose to
only show the proposed EMAQL, the PGA-APP, the WPL and the WoLF-PHC algorithms. The results
of applying the WoLF-PHC, the WPL, the PGA-APP and the proposed EMAQL algorithms to different
matrix and stochastic games are presented in this section. A comparison among the four algorithms in
terms of the convergence to Nash equilibrium is provided. The learning rates of each algorithm are
carefully chosen based on trial and error basis for a number of combinations of these learning rates so
that each algorithm achieves the best performance.

5.1 Matrix Games

The proposed EMAQL, the PGA-APP, the WPL and the WoLF-PHC algorithms are applied to the
matrix games depicted in Fig. (1). Fig. (8) shows the probabilities of selecting the second actions by
both players in the dilemma game. The proposed EMAQL, the PGA-APP, the WPL, and the WoLF-
PHC algorithms are shown. In this game, the parameters of the proposed EMAQL algorithm are set as
follows, 1y = m, VoLt = o, nVorS = 0.001n,, ¢ = 0.25, and 0 = % with an explo-
ration rate ¢ = 0.05. The parameters of the WoLF-PHC algorithm are selected as those of the proposed
EMAQL algorithm with 6, = ﬁ_ﬂ. and §; = 26,. In the PGA-APP algorithm, the parameter ( is set
as ( = 0, and the parameter v is set as v = 0.5. In the WPL algorithm, the parameters are set as follows,
1 =0.05, { =0, and # = 0.01. As stated in Section (2), the dilemma game has a pure Nash equilibrium
strategy that executes the second action of each player with a probability of one. As can be seen in Fig.
(8), when learning with all different algorithms, both players adopt their Nash equilibrium strategy as
the probabilities of selecting the second actions by both players converge to one after some time. The
probabilities of selecting actions by both players in Fig. (8)(a) go through the scenarios we stated in
Section 4.3 until a Nash equilibrium strategy is finally adopted by both players. Fig. (8)(a) confirms our
claim in Section 4.3 that the pure Nash equilibrium is reached through Scenario 1 when the selected
action of each player has a probability distribution of one, and at the same time this selected action is
the same as the greedy action calculated from the Q-table of that player.

Fig. (9) shows the probability of choosing Player 1’s actions in the shapley’s game when learning with the

proposed EMAQL, the PGA-APP, the WPL, and the WoLF-PHC algorithms. In this game, the parame-
ters of the proposed EMAQL algorithm are set as follows, 7, = ﬁﬂ.7 mWOLF = 20y, mW"LS = 0.0017y,

¢ =0.95, and 0 = m with an exploration rate ¢ = 0.05. The learning rates of the WoLF-PHC
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algorithm are set as follows, ., = Wli/w and §; = 2d0w. The parameters of the PGA-APP algorithm

m and v = 3. On the other hand, the parameters of the WPL algorithm
are set as follows, n = m, ¢ =0, and 0 = 0.95. As stated in Section (2), the shapley’s game
has one mixed Nash equilibrium strategy that executes each action of each player with a probability
of % As can be seen in Fig. (9)(a), when learning with the proposed EMAQL algorithm, both players
adopt their Nash equilibrium strategy as the probabilities of selecting each action of Player 1 converge
to 3 after some time. Fig. (9)(a) shows that the probabilities of selecting actions by Player 1 converge
to their mixed Nash equilibrium when Condition 2 we stated in Section 4.5 is satisfied. Fig. (9)(b) and
Fig. (9)(c) show that the PGA-APP and the WPL algorithms succeed to learn the Nash equilibrium of
the shapley’s game. Fig. (9)(d), on the other hand, shows that the WoLF-PHC algorithm fails to learn
the Nash equilibrium of the shapley’s game.

are set as follows, n =

Fig. (10) shows the probability of choosing the first action for both players in the biased game while
learning with the proposed EMAQL, the PGA-APP, the WPL, and the WoLF-PHC algorithms. As
stated in Section 2, the biased game has a mixed Nash equilibrium strategy with probabilities not
uniform across actions, (0.15,0.85) and (0.85,0.15). In this game, the parameters of the proposed EMAQL

algorithm are set as follows: 7, = ﬁi/w nVoEE = 2n,, nVoES = 0.001nw, ¢ = 0.95, and 0 =

with an exploration rate ¢ = 0.05. The WoLF-PHC algorithm’s learning rates are set as
Ow = ﬁ and §; = 20w. In the PGA-APP algorithm, the values of ( and v are set as follows: { = 0
and 7 = 3. In the WPL algorithm, the parameters are set as follows, ¢ = 0, § = 0.01 and n = 0.05.
Fig. (10)(a) shows that the proposed EMAQL algorithm succeeds to converge to a Nash equilibrium in
the biased game. The players’ strategies in this figure go through the scenarios stated in Sections 4.3
and 4.4 until a Nash equilibrium is adopted. Fig. (10)(b) shows that the PGA-APP algorithm fails to
learn the Nash equilibrium of the biased game. Fig. (10)(c) and Fig. (10)(d), on the other hand, show
that the WPL and the WoLF-PHC algorithms converge to values that are close to the Nash equilibrium
of the biased game. Fig. (8) to Fig. (10) show that the proposed EMAQL algorithm outperforms the
state-of-the-art (PGA-APP, WPL, and WoLF-PHC) algorithms in terms of the convergence to Nash
equilibrium in the matrix games depicted in Fig. (1).

1
10+4-0.0001%

5.2 Stochastic Games

The proposed EMAQL, the WoLF-PHC, the PGA-APP and the WPL algorithms are used to learn the
grid games depicted in Fig. (2); grid game 1 and grid game 2. Each game of these grid games has more
than one Nash equilibrium; grid game 1 has ten different Nash equilibria, whereas grid game 2 has two
different Nash equilibria (Hu and Wellman, 2003). We run grid game 1 until the game converges to
the Nash equilibrium shown in Fig. (3)(a). We also run grid game 2 until the game converges to the
Nash equilibrium shown in Fig. (3)(b). In both games, we only show the probabilities of the players’
actions when they first move from their initial state. This is to investigate whether or not the players’
probabilities of the selected actions will converge to Nash equilibria shown in Fig. (3) corresponding to
this stage game (the stage game at the initial state). Therefore, the figures that will be presented in
this subsection will only represent the probabilities of players’ actions at the initial state.

5.2.1 Grid Game 1

The proposed EMAQL, the WoLF-PHC, the PGA-APP and the WPL algorithms are used to learn
grid game 1 depicted in Fig. (2)(a). Grid game 1 has ten different Nash equilibria (Hu and Wellman,
2003). One of these Nash equilibria (optimal paths) is shown in Fig. (3)(a). Fig. (3)(a) shows that the
action North is the Nash equilibrium action for both players when they are at their initial state. The

learning parameters of the proposed EMAQL algorithm are set as follows, 1, = Wli/sv VoLt = on,,

VLS = 0.001n,, ¢ =0, and 0 = m with an exploration rate ¢ = 0.05, where ¢ is the current
number of episodes. The parameters of the WoLF-PHC algorithm are set the same as those of the
proposed EMAQL algorithm and with d, = ﬁ and §; = 20,. The values of the parameters of the
PGA-APP algorithm are the same as those of the proposed EMAQL algorithm except that v = 3,
0 = o=, and 7 = 0.1. On the other hand, the learning parameters of the WPL algorithm are set

1040.005%
as follows, 6 = and n = 0.1.

1
104-0.001%
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Fig. 8 Probability of choosing the second action for both players in the dilemma game. The proposed EMAQL, the
PGA-APP, the WPL, and the WoLF-PHC algorithms are shown.



22

Mostafa D. Awheda, Howard M. Schwartz

Policy

0.4

0.3

0.2

Policy

Policy

Policy

0.5

(a) Shapley's game by EMAQL algorithm
T T T

PE s

#

Probability of actions 1 of PLayer 1 ||
— — — Probability of actions 2 of PLayer 1
——r—- Probability of actions 3 of PLayer 1 ||

1.5 2 2.5 3 3.5 a 4.5 5
Iterations =< 10%

(b) Shapley's game by PGA-APP algorithm
T T T T T T T
Probability of action 1 of Player 1 |>

— — — Probability of action 2 of Player 1
———- Probability of action 3 of Player 1

N
w
W
0
IN
IN
0
o

2.5
Iterations <104

o o

©
a0
=

°
IS
=

o o

(c) Shapley's game by WPL algorithm
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(d) Shapley's game by WoLF-PHC algorithm
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Fig. 9 Probability of choosing Player 1’s actions in the shapley’s game. The proposed EMAQL, the PGA-APP, the
WPL, and the WoLF-PHC algorithms are shown.
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(a) Biased game by EMAQL algorithm
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(d) Biased game by WoLF-PHC algorithm
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Fig. 10 Probability of choosing the first action for both players in the biased game. The proposed EMAQL, the
PGA-APP, the WPL, and the WoLF-PHC algorithms are shown.
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(a) Probability of action North of Player 1
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Fig. 11 Grid game 1: (a) The probability of selecting action North by Player 1 when learning with the proposed
EMAQL, the WoLF-PHC, the PGA-APP, and the WPL algorithms. (b) The probability of selecting action North by
Player 2 when learning with the proposed EMAQL, the WoLF-PHC, the PGA-APP, and the WPL algorithms.

Fig. (11)(a) and Fig. (11)(b) show the probabilities of selecting action North by both players at their
initial state when learning with the proposed EMAQL, the WoLF-PHC, the PGA-APP, and the WPL
algorithms. Fig. (11)(a) and Fig. (11)(b) show that the probabilities of taking action North by both
players at the initial state converge to the Nash equilibrium (converge to one) when learning with the
proposed EMAQL and WoLLF-PHC algorithms. However, the PGA-APP and the WPL algorithms fail to
make the players’ strategies converge to the Nash equilibria. Fig. (11) shows that the proposed EMAQL
algorithm outperforms the PGA-APP and the WPL algorithms in terms of the convergence to Nash
equilibrium in grid game 1.

The maximum reward that each player can get at the initial state if both players adopt the Nash equilib-
rium shown in Fig (3)(a) is zero. Thus, the Nash equilibrium reward for both players at the initial state
is zero. Fig. (12)(a) and Fig. (12)(b) show the average rewards of Player 1 and Player 2, respectively,
at the initial state when learning with the proposed EMAQL, the WoLF-PHC, the PGA-APP, and the
WPL algorithms. Fig. (12)(a) and Fig. (12)(b) show that the average rewards of both players at the ini-
tial state converge to the corresponding Nash equilibrium reward when only learning with the proposed
EMAQL and the WoLF-PHC algorithms. On the other hand, when learning with the PGA-APP aand
the WPL algorithms, the average rewards of both players converge to other values close to the Nash
equilibrium reward of both players.

5.2.2 Grid Game 2

The proposed EMAQL, the WoLF-PHC, the PGA-APP and the WPL algorithms are also used to learn
grid game 2 depicted in Fig. (2)(b). Grid game 2 has two Nash equilibria (Hu and Wellman, 2003). Fig.
(3)(b) shows one of these Nash equilibria. As can be seen from this particular Nash equilibrium, the
action East is the Nash equilibrium action for Player 1 at the initial state; whereas the action North is
the Nash equilibrium action for Player 2. Thus, for the algorithms to converge to this particular Nash
equilibrium at the initial state, the probability of selecting the action East by Player 1 should converge
to one. The probability of selecting the action North by Player 2 at the initial state, on the other hand,
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(a) Average reward of Player 1

Learning with EMAQL algorithm
— — - Leamning with WoLF-PHC algorithm
--------- Learning with PGA-APP algorithm
—-—-- Learning with WPL algorithm

|

Average reward

|
1000 1500 2000
Episodes

(b) Average reward of Player 2

Learning with EMAQL algorithm
— — - Learning with WoLF-PHC algorithm |
""""" Learning with PGA-APP algorithm
—-—-- Learning with WPL algorithm

I

Average reward

04 ‘ \
0 500 1000 1500 2000

Episodes

Fig. 12 Grid game 1: (a) The average reward of Player 1 when learning with the proposed EMAQL, the WoLF-PHC,
the PGA-APP, and the WPL algorithms. (b) The average reward of Player 2 when learning with the proposed EMAQL,
the WoLF-PHC, the PGA-APP, and the WPL algorithms.

should also converge to one. The learning parameters of the proposed EMAQL algorithm are set as

follows, nw = Wli/gﬂ n” ot = 2n,, 771WOLS = 0.0017w, ¢ = 0.25, and 6 = 0.8 with an exploration rate

€= W, where i is the current number of episodes. The parameters of the WoLF-PHC algorithm
are set the same as those of the proposed EMAQL algorithm and with 6, = #—i—i and 0; = 26w. The
values of the parameters of the PGA-APP algorithm are the same as those of the proposed EMAQL
algorithm except that v = 3, § = —°-—— ¢ = 0.1, and n = 0.1. On the other hand, the learning

10+0.0013°
parameters of the WPL algorithm are set as follows, 6 = 0.1 and n = 0.1.

ToT000m77 ¢ =
Fig. (13)(a) shows the probability of selecting action East by Player 1 at the initial state when learning
with the proposed EMAQL, the WoLF-PHC, the PGA-APP, and the WPL algorithms. Fig. (13)(a)
illustrates that the probability of selecting the action East by Player 1 at the initial state successfully
converges to one (Nash equilibrium) when learning with the proposed EMAQL and WoLF-PHC al-
gorithms. However, the PGA-APP and the WPL algorithms fail to make Player 1 choose the action
East with a probability of one at the initial state. Fig. (13)(b) shows the probability of selecting action
North by Player 2 at the initial state when learning with the proposed EMAQL, the WoLF-PHC, the
PGA-APP, and the WPL algorithms. As can be seen from Fig. (13)(b), the probability of selecting
action North by Player 2 at the initial state successfully converges to one (Nash equilibrium) when
Player 2 learns its strategy with the proposed EMAQL and the WoLF-PHC algorithms. The PGA-APP
and the WPL algorithms, on the other hand, fail to make Player 2 choose action North with a prob-
ability of one at the initial state. Fig. (13) shows that the proposed EMAQL algorithm outperforms
the PGA-APP and the WPL algorithms in terms of the convergence to Nash equilibrium in grid game 2.

In grid game 2, the Nash equilibrium reward for both players at the initial state is zero. Fig. (14)(a)
and Fig. (14)(b) show the average rewards of Player 1 and Player 2 at the initial state, respectively,
when learning with the proposed EMAQL, the WoLF-PHC, the PGA-APP, and the WPL algorithms.
Fig. (14)(a) and Fig. (14)(b) show that the average rewards of both players at the initial state con-
verge to the corresponding Nash equilibrium reward when only learning with the proposed EMAQL
and the WoLF-PHC algorithms. On the other hand, when learning with the PGA-APP aand the WPL
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Fig. 13 Grid game 2: (a) The probability of selecting action East by Player 1 when learning with the proposed
EMAQL, the WoLF-PHC, the PGA-APP, and the WPL algorithms. (b) The probability of selecting action North by
Player 2 when learning with the proposed EMAQL, the WoLF-PHC, the PGA-APP, and the WPL algorithms.

algorithms, the average rewards of both players converge to other values close to the Nash equilibrium
reward of both players at the initial state.

6 Conclusions

New multi-agent policy iteration learning algorithms are proposed in this work; the CLR-EMAQL
algorithm and the EMAQL algorithm. The proposed algorithms use the exponential moving average
(EMA) estimation technique along with the Q-learning algorithm to update the learning agent’s policy.
The proposed CLR-EMAQL algorithm uses one constant learning rate (n.) when updating the learning
agent’s strategy. The proposed CLR-EMAQL algorithm succeeds to converge to Nash equilibrium only
when the game has a pure Nash equilibrium. A theoretical analysis that shows the convergence of the
proposed CLR-EMAQL algorithm to Nash equilibrium in games with pure Nash equilibrium is provided
in this article. On the other hand, the proposed EMAQL algorithm uses two different decaying learning
rates (nw and ;) when updating the agent’s strategy. The values of these variable learning rates are
inversely proportional to the number of iterations (or episodes) and are set based on one of two different
mechanisms; the Win-or-Learn-Fast (WoLF) mechanism or the Win-or-Learn-Slow (WoLS) mechanism.
The WoLS mechanism is introduced in this article to make the algorithm learn fast when it is winning
and learn slowly when it is losing. The proposed EMAQL algorithm uses the rewards received by the
learning agent to decide which mechanism (WoLF mechanism or WoLS mechanism) to use for the game
being learned. The proposed EMAQL algorithm succeeds to converge to Nash equilibrium in games
with pure or mixed Nash equilibrium. A theoretical analysis that shows the convergence of the proposed
EMAQL algorithm to Nash equilibrium in games with pure Nash equilibria is provided. In the case
of games with mixed Nash equilibrium, our mathematical analysis shows that the proposed EMAQL
algorithm converges to an equilibrium. Although our mathematical analysis does not explicitly show
that the proposed EMAQL algorithm converges to a Nash equilibrium, our simulation results indicate
that the proposed EMAQL algorithm does converge to Nash equilibrium. To verify that our theoretical
analysis and our simulation results are consistent, the proposed EMAQL algorithm is applied to a variety
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Fig. 14 Grid game 2: (a) The average reward of Player 1 when learning with the proposed EMAQL, the WoLF-PHC,
the PGA-APP, and the WPL algorithms. (b) The average reward of Player 2 when learning with the proposed EMAQL,
the WoLF-PHC, the PGA-APP, and the WPL algorithms.

of matrix and stochastic games. The results show that the proposed EMAQL algorithm outperforms the
PGA-APP, the WPL, and the WoLF-PHC algorithms in terms of the convergence to Nash equilibrium.
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