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1 Introduction

Classical sliding mode control is robust to model
uncertainties and external disturbances. A sliding mode
control method with a switching control law guarantees
asymptotic stability of the system, but the addition of the
switching control law introduces chattering into the system.
One way of attenuating chattering is to insert a saturation
function (Asada and Slotine, 1986) inside a boundary layer
around the sliding surface. Unfortunately, this addition
disrupts the Lyapunov stability of the closed loop system.
Classical sliding mode control has difficulty in handling
unstructured model uncertainties. One can overcome this
problem by combining sliding mode control and fuzzy
systems together. Fuzzy rules allow fuzzy systems to
approximate arbitrary continuous functions (Wang, 1997).
To approximate a time-varying nonlinear system, a fuzzy
system requires a large amount of fuzzy rules. This large
number of fuzzy rules will cause a high computational load.
The addition of an adaptation law to a fuzzy sliding mode
controller to online tune the parameters of the fuzzy rules in
use will ensure a moderate computational load.

A number of adaptive fuzzy sliding mode control
(AFSMC) algorithms have been proposed in the last decade
(Yoo and Ham, 1998, 2000; Wang et al., 2001; Guo and
Woo, 2003; Ho et al., 2004; Wai et al., 2004; Lin and
Hsu, 2004; Akbarzadeh-T and Shahnazi, 2005; Shahnazi
et al., 2006; Medhaffar et al., 2006). The adaptation
laws in these algorithms are designed based on Lyapunov
stability theory. Asymptotic stability of the closed loop
system for these algorithms is also proved in the sense of
Lyapunov. Adaptive fuzzy sliding mode controllers can
be classified into two categories: indirect adaptive fuzzy
sliding mode controllers and direct adaptive fuzzy sliding
mode controllers (Wang, 1994).

In an indirect adaptive fuzzy sliding mode control
method, the controller is used to estimate the parameters
of the system’s dynamics. Yoo and Ham (1998) proposed
a single-input single-output (SISO) fuzzy system to
approximate the unknown functions of a nonlinear system.
Based on Yoo and Ham (1998)’s approach , Medhaffar et
al. (2006) designed an indirect adaptive fuzzy sliding mode
control algorithm applied to robotic manipulators. The
multi-input multi-output (MIMO) fuzzy systems used in
Medhaffar et al. (2006)’s approach are applied to estimate
the dynamic equations of the robotic manipulator and the
fuzzy rules are reduced by introducing sliding surfaces as
the inputs. To avoid chattering in Yoo and Ham (1998)’s
algorithm, a fuzzy system is used to substitute for the
discontinuous control term in the algorithms proposed by
Medhaffar et al. (2006) and Wang et al. (2001).

In a direct adaptive fuzzy sliding mode control method,
the controller is used to directly adjust the parameters of
the control law without estimating the system’s dynamics.
Yoo and Ham (2000) proposed a MIMO fuzzy system
to compensate for model uncertainties of a robotic
manipulator. Unfortunately, using a MIMO fuzzy system
requires an inordinate number of fuzzy rules which leads to
a high computational load. Guo and Woo (2003) applied a
SISO fuzzy system to adjust the control gain in the control
law for a robotic manipulator which both decreased the

number of fuzzy rules and attenuated chattering. Different
from Guo and Woo (2003)’s method, Ho et al. (2004)
applied a PI controller inside a boundary layer to attenuate
chattering and the parameters of this PI controller are online
adjusted by adaptation laws. Wai et al. (2004) designed a
AFSMC method to estimate the bound of the approximation
error for electrical servo drives. However, algorithms
proposed by Yoo and Ham (2000), Guo and Woo (2003),
Ho et al. (2004) and Wai et al. (2004) can only tune the
consequence part of the fuzzy rules, which places the onus
of designing the premise part upon the designer. Therefore,
Lin and Hsu (2004) presented a direct AFSMC method
to online tune both the premise and consequence parts of
fuzzy rules. In Lin and Hsu (2004)’s algorithm, a fuzzy
controller and a compensation controller are proposed to
construct a control law and the bound of the compensation
controller is adjusted by adaptation laws. Since Lin and
Hsu (2004)’s algorithm is only designed for induction servo
motor systems, it is not applicable to robotic manipulators.

In this paper, we will revise the adaptation laws of
the algorithm proposed by Lin and Hsu (2004) so that
it is suitable for the robotic application. We then prove
Lyapunov stability of the closed loop system for the revised
algorithm. We will also discuss stability issues for the
algorithms proposed by Yoo and Ham (2000), Guo and Woo
(2003), Wang et al. (2001) and Medhaffar et al. (2006):
Lyapunov stability in a practical sense for the algorithms
proposed by Yoo and Ham (2000) and Guo and Woo (2003)
and problems on the proof of Lyapunov stability for the
algorithms proposed by Wang et al. (2001) and Medhaffar
et al. (2006).

This paper is organized as follows: an overview of
fuzzy systems and fuzzy rules; the design of the revised
algorithms for robotic manipulators; the stability analysis
of four algorithms in the sense of Lyapunov; and, the
conclusion.

2 Fuzzy Systems

The fuzzy rule base of a multi-input multi-output (MIMO)
fuzzy system is comprised of the following fuzzy if-then
rules

RW : Ifz;is A} and --- and x,, is A!,,

then y; is Bi and --- and y,, is Bfn (D

where | = 1,2,---, M denotes the number of fuzzy if-
then rules; x1,---,x, and y1,--- ,y,, are the input and
output variables of the fuzzy system. A MIMO fuzzy system
can be decomposed into a collection of multi-input single-
output(MISO) fuzzy systems (Wang, 1997). A MISO fuzzy
rule base consists of a collection of fuzzy IF-THEN rules in
the following form (Wang, 1994):

RW : If 2, is A} and --- and z,, is A, then y is B!

where x4, --- ,x, are input variables and y is the output
variable. The membership functions of the fuzzy sets Al and
B! are defined as y 41 (), p13: (y). The MISO fuzzy systems
with center average defuzzifier, product-inference rule and



singleton fuzzifier are of the following form (Wang, 1994):

M J—
l; v (ITiy Hal (i)
y(x) = =; 2
lE (ITi=y pear (@)
=1
where [ = 1,---, M denotes the number of fuzzy if-then
rules, « = 1,--- ,n denotes the number of input variables,

and ¢! is the point at which pp: (y) achieves its maximum
value (we assume 1 (y') = 1). Rewrite (2) as follows:

M
fl@)=> 0 (x) = 07¢(w) 3)
=1
where @ = 01, 0M]T g(x) = [M(x), -, M (=)]7,

and
n

n M
(@) = [[rat)/S (I na@). @
=1

=1 i=1
For a single-input single-output(SISO) fuzzy system, each
fuzzy if-then rule is represented as the form of

RW : If zis A', then y is B’ 5)

The SISO fuzzy system is described as

M
fla)=> 0 (x) = 07¢(x) (6)
=1
where 8 = [0, -, 0M]T, &(x) = [€'(x), -, EM(@)]7,

M
and &'(2) = par(x)/ > par(x). In order to use fuzzy
=1

systems to estimate nonlinear functions, we introduce the
following universal approximation theorem (Wang, 1997).

Theorem 2.1. For any given real continuous function g(x)
on a compact set U C R"™ and arbitrary € > 0, there exists
a fuzzy logic system f(x) in the form of (3) such that

sup | f(x) — g(z)| <e. )
xcU

3 Design of adaptive fuzzy sliding mode controller
for robotic manipulators

The dynamic equation of an m-link robotic manipulator is
M(q)G+C(q,9)g+G(q) =7 ®

where ¢ = [q1, -+ ,qn]T is an m x 1 vector of joint
position, M (q) is an m X m inertial matrix, C(q, g) is an
m x m matrix of Coriolis and centrifugal forces, G(q) is an
m x 1 gravity vector and T = [y, -+ , 7|7 isan m x 1
vector of joint torques.

3.1 Revised Lin and Hsu’s algorithm

The adaptive fuzzy sliding mode controller can only tune
the consequence part of their respective fuzzy rules in the
algorithms proposed by Yoo and Ham (1998), Yoo and
Ham (2000), Wang et al. (2001), Guo and Woo (2003),

Ho et al. (2004), Wai et al. (2004), Akbarzadeh-T and
Shahnazi (2005), and Medhaffar et al. (2006). Lin and
Hsu (2004) surpassed this limitation by presenting a number
of adaptation laws that are capable of online tuning of
both the premise and consequence parts of the fuzzy rules
in question. Since Lin and Hsu (2004)’s algorithm is
specifically applied to an induction servomotor drive, we
need to revise this algorithm for the control of robotic
manipulators which we refer to as the revised Lin and Hsu’s
algorithm.
We define the tracking error as

€=(q-—qq (9)

where @4 = [q1d, -+ ,@ma)7 is the desired trajectories. The
sliding surface is given as

s=ée+ e (10)
The reference state is given as

G- = gq—s=dqi—Ae (11
G = G-4=da-Aé. (12)

The control input is given by
T=Mj, +Cq4, +G —F(s) — F.,(s) (13

where F'(s) = [fi(s1),- fn(sm)]” and Fop(s) =
[fcm (31)7 T a.fcpm (Sm)}T‘ The fuzzy system f](sj)(.] =
1,---,m) is defined as

Ji(s) = 07 ®;(s)) (14)
where 6; = [0],60%,---,0}]" and ®;(s;) = [®'(s;),

3 Y50 "
D2(s;), -+, ®M(s;)]T. Assumelz1 fiai(sj) = 1and (14)

becomes

where 141 (s;) = @'(s;) = exp [—(0}(s; —a}))*] (I =
1,---, M) . Define f; such that

fi = fi=fisy)

= fi(s5) = fis)) + 4

= 0:7® —07®; + A (16)
where 67 and ®7 are the optimal values based on the

universal approximation theorem in (7). We define éj =
07 — 0;, ®; = 7 — P, and (16) is rewritten as

fi = (6;+6)7(2; +&;) -6/ + A
= 07%;+607®;+07®;+ A, (17)
We take Taylor series expansion of ®; around two vectors
a; and o; where o; = [of, - ,a}]" and o; =
[0}, ,UJM]T( aé» and O’é» are defined in (15)):
o=, + 0% 4. + @&j + h.o.t. (18)

o
J
O Oo;



where a; = a;f —ay,0; =0 —o;and h.o.t. denotes the
higher order terms. We rewrite (18) as

~ 0P, 0P
® = +—L6; + h.ot.
J 305] j 80']' J
= Bja;+ Dj;o; + hot. (19)
where
r 1 2 M 7
o} o7 9%]
dal Baz dal
1 v
0% ) 0P I 64I>J2
Bj _ 8(1]. Bozj Baj (20)
o®r 093 oM
daM aaj." daM
[ o0} o032 oM ]
6031. 3011. 601%/1
o 0%7 D]
Dj _ 80? 30]2. 80]2. . @1
o®; 023 oo}
805” 805” T 605”

We substitute (19) into (17):

fi = 67(Bja;+Djd;+hot)+0"®,
—|—é]T‘i’] + Aj
= 0/B;d;+0]D;j6;+0]®;+e; (22)
where €; = GjT(h.o.t.) + ONJT@J + Aj is assumed to be

bounded by |¢;| < E;. Ej is a constant and the value of E;
is uncertain to the designer. We define E* as the real value
and the estimation error is given by

E; = E; — E, (23)

We produce an adaptation law to online tune the following
parameters: 6; in (14), o, o/ in (15) and the bound E; in
(23). The adaptation laws are given as

éj = 1;28;P; 24)

a; = mn;3s,B]6; (25)

6; = njs;D]6; (26)

fep;(s5) = Ejsgn(s;) (27)

Ej = njls| (28)

where 17;1,---,mj4 are positive constants, «; =
[ozjl,ozi,--- , Q5 7,0, = [O’;,O’?,'-- ,O'jM]T and fep, (s5)

is the compensation term defined in (13).

3.2 Stability proof of the revised Lin and Hsu’s
algorithm

We define the following Lyapunov function candidate:

_|_

E2 oTé- aTa;, 676
V = fsTMs—&— Z J j—&— 7 7 J
7];1 152 153 Mj4

We take the time derivative of V':

) 1 .. m (pE 678,
VvV = sTM‘é—i—fsTMs—l—Z it R B
2 =\ M52
$8% 90 (30)
n53 Nj4

WhereE}:EfE 0J70 0j,dj:a§f
0; =0} —0;

; . Since M —2C is a skew-symmetric matrix,
we can get sT M $ + %STMS = sT(M s+ Cs). From (8)
and (11)-(13) we get

a]‘,

Ms+Cs=F — F(s) — F.,(s) (31)

where F = AM§, + ACq, + AG, AM = M — M,
AC =C — C and AG = G — G. Then V becomes

. u L o76,
Vo= ZSJ — fi(s5) = fen;) Z + ==
— = 7731 752
J
+d3101] O'j d’j
153 M4

= ZS](GJTBJCQJ + GJTDJCf'j + équ)J + Ej — fcp].)
7j=1

m 0T ~T ~ =T -
_Z EE 0j0j+ajaj+ jo'j
= M1 152 153 M4
= Em: 0T (s;@; — LR al <s]BJT0J aﬂ)
= M52 153
_ & =
"‘UJT <S]D;f0] j)] + Z (SJEJ 8 fep,
Nj4a =
_ 3 32)
51

We substitute the adaptation law (24)-(28) into (32) and get

Vo= {Sjﬁj — s;E;sgn(s;) — Ej|8j\]
1

<.
Il

< S (Issllesl = Exlsy]
j=1
= > [silllesl = EN] <0 (33)

1

<.
Il

where V is negative semidefinite. We define V; = s;&; —
sjE;sgn(s;) — Ej|s;| and rewrite (33) as
Vi) [lsillesl - B <0 (34

1 j=1

Ms

J

From VJ < 0, we can get s;(t) is bounded. We assume
|sj(t)] < ns and rewrite V; < [s;(t)[(|e;| — EF) as
1 1 N 1.
s;(t)] < Efilsj(t)l\@l E*VJ < §| g5l — E*;Vj (35)



Then we take the integral on both sides of (35):

Ej

Ceidy < P ey - v v
[ s < g [l g0 Vo)

t
ns/ 1
— [ lejldv + —(IV;(0)] + V(¢

7 ), leldr + (V0 + %)

(36)

IA

Ife; € Ly, we can get s; € L; from (36). Since we can
prove 5; is bounded (see proof in (Wang, 1994)), we have
5; € Lo and s; is uniformly continuous. Given that the
right hand side of (36) is bounded, then by using Barbalat’s
lemma, we can get lim;_, o 5;(¢) = 0 and lim;_c e;(t) =
0.

3.3 Simulation results

The dynamic equation of a two-link robotic manipulator is
given as

M(q)§+C(q,q)g =T (37

where

P + 2P + 2P5cos P> + Pscos
M(q):[ 1 2 2 q2 2 2 Q2]7

P2 + PQCOS q2 Pg

.. [ —2Paqigesin go — Pag3sings |
C<q7q>q - |: qu'%sin ¢ :| )
P =myl%2 = 1.0and P, = mayl? = 2.0 (my, mo are mass;
links 1 and 2 have the same length of [); ¢; and ¢- are joint
positions of the links 1 and 2. Since robotic manipulators
cannot follow a step sequence instantaneously, the desired
trajectory will be the output of a filtered sequence of unit
steps. We define the transfer function of the pre-filter for
each joint of the robotic manipulator:

4

W(s) = ———m .
(s) s24+4s+4

(38)
The initial values of the robotic manipulators’ joint positions
are set to 0.5 radians. The estimated mass and Coriolis
matrices are given by

N = I:’l +A2]52 —J— 2]32005 Qo 152 + chos Q2 (39)
P2 + PQCOS q2 P2
o [ ~Prising —Pasing — Paiasings |40
Pagrsin qo 0

where P, = 2,f’2 = 4. The number and the type of
membership functions for each input variable are chosen to
be consistent and comparable with the algorithms proposed
by Lin and Hsu (2004). We define five membership
functions for each input variable in (15) ({ = 1,--- ,5). The
parameters of the adaptation laws in (24)-(28) are selected
as 752 = N3 = Nj4a = 100, i1 = 200(] = 1, 2) and
01(0) = o2(0) = [1,1,1,1,1]7 by trial and error.

It can be seen from Figure 1 that the tracking error
errors are with the range [-0.022,0.012] radians after 4
seconds. The tuning methodology utilized in the premise
and consequence parts of the fuzzy rules allows the fuzzy
system to approximate the control input. The drawback is
the chattering phenomenon appearing in Figure 2.

(a)-tracking(rad)

14 16 18 20

(b)—error(rad)

2 4 6 8 10 12 14 16 18 2
time(sec)

Figure 1: (a) Tracking and (b) errors of joint 1 in the revised

Lin and Hsu’s algorithm. Dash line:desired trajectory; solid

line: actual trajectory.
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-300

(b)-sliding surface
=) =
—

. . . . . . . . .
0 2 4 6 8 10 12 14 16 18 20
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Figure 2: (a) Control input and (b) sliding surface of joint 1
in the revised Lin and Hsu’s algorithm.

4 Stability issues for adaptive fuzzy sliding mode
control algorithms as proposed in the literature

In this section, we briefly discuss some of the difficulties
and drawbacks of the stability results achieved in much of
the published literature on AFSMC.

During our investigation of the AFSMC algorithms
proposed in the literature, a couple of key stability issues
arose. One issue is associated with the need to know the
bound in the universal approximation theorem in (7) and
the other issue is based on the need to approximate the
discontinuous sign function. The requirement to know the
bound in (7) causes a practical problem in implementing
and designing these controllers.  The requirement to
approximate the sign function results in a theoretical
problem.

4.1 Case 1: Lyapunov stability in a practical sense

In Yoo and Ham (2000)’s method, to meet the requirement
of Lyapunov stability, they need to choose a constant Kp
to make |s; K pj| > |w;|(s; # 0) where w; is defined as the
minimum approximation error. According to the universal
approximation theorem in (7), there exists an optimal fuzzy
system to estimate the given function and the approximation
error w; is as small as possible. However, in real life,
we can only define a fuzzy system with finite number of
membership functions and fuzzy if-then rules. Therefore,
we cannot find an optimal fuzzy system and the minimum
approximation error w; which is as small as possible.
The same situation happened in Guo and Woo (2003)’s
algorithm where we need to choose a positive constant a;



to make a;|s;| > 7|s;| > |w;|(s; # 0). Since w; can not
be found in real applications, one cannot guarantee that the
criterion a;|s;| > |w;|(s; # 0) is satisfied.

Therefore, one must design the controller by simulation
and experimentation trial and error. The algorithm proposed
in this paper does not suffer from these practical problems.

4.2 Case 2: Problems on the proof of Lyapunov
stability

To prove Lyapunov stability of the closed loop system, the
following definitions are applied in the algorithms proposed
by Wang et al. (2001) and Medhaffar et al. (2006).

In Wang et al. (2001)’s method, a fuzzy system
h(s|6n) = 0F¢(s) is designed to estimate the switching
control term wugy, and the optimal fuzzy system fz(s|9;;) is
defined as

h(s|0) = (D + 1A + wmax)sgn(s) . (41)

However, according to the universal approximation theorem
in (7), we can only find an optimal fuzzy system to estimate
any given real continuous function. Since the sign function
in (41) is a discontinuous function, we cannot find an
optimal fuzzy system h(s|0}) to estimate the discontinuous
function (D + na + wmax )sgn(s).

In Medhaffar et al. (2006)’s algorithm, a fuzzy system
fzi(si\ﬁ;‘”) = 0F &, (s;) is designed to estimate the
discontinuous function (D; + m;a)sgn(s;). Since the
universal approximation theorem can only deal with the
real continuous function, we cannot find the optimal fuzzy
system Ez(sl|9;‘“) based on (7).

Therefore, the above two algorithms have difficulty
proving the convergence of the overall system based on the
universal approximation theorem. The method proposed in
this paper does not suffer from these theoretical difficulties.

5 Conclusion

Lin and Hsu (2004) created a methodology of learning
both the premise and the consequence part of the fuzzy
rules. Since this method is only designed for induction
servomotor systems, we redesign this algorithm for robotic
manipulators and the Lyapunov stability for the redesigned
algorithm is proved. Simulation results demonstrate the
effectiveness of the method. The Lyapunov stability in a
practical application cannot be guaranteed in the algorithms
proposed by Yoo and Ham (2000) and Guo and Woo
(2003). According to the universal approximation theorem,
a discontinuous function cannot be estimated by the fuzzy
systems defined in the algorithms proposed by Wang et al.
(2001) and Medhaffar et al. (2006).
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