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Abstract

Minimizing co-channel interference is a key isswe €hannel assignment in
Multi-Radio Multi-Channel (MRMC) Wireless Mesh Netvks (WMN). Topology-
controlled Interference-aware Channel-assignmegowthm (TICA) is a new system for
channel assignment which useee-way interference range edge colorohging channel
assignment. However, two links that are withinititerference range of each other could
be assigned the same channel, which would leaatéderence and reduction in network
throughput. In this thesis, we study the above lprabin the context of TICA. We
propose and evaluate an enhanced version of TlI@GMmed e-TICA. The proposed
scheme solves the interference problem by us$wgrway interference range edge
coloring. Also, in e-TICA, the presence of relatively loliigks in some topologies leads
to conflicting channel assignments, which resuitsontention among nodes for channel
access. To remedy this problem, we propose a neddifersion of e-TICA named e-
TICA2. This new scheme utilizes a minimum spannirege rooted at the gateway to
reduce conflict in channel assignments by elimimgationg links, hence improving the
network throughput. Additionally, in order to uté the four radios of the gateway, e-
TICAZ2 enables the gateway to build a minimum spagniee from its closest neighbors,
thus distributing the traffic load among the linkdgginating at the gateway. We use
computer simulations to evaluate and compare théompeance of all three channel
assignment algorithms, namely TICA, e-TICA and &AR. Simulation results indicate
that e-TICA outperforms the original TICA scheme most topologies investigated.
Furthermore, e-TICAZ2 outperforms both of them instcases.
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Chapter - 1: Introduction

1.1 Introduction
This chapter discusses wireless mesh networks laid ¢haracteristics. It also
explains the main motivation of the thesis andcdstributions. Finally, it outlines the

organization of the thesis.

1.2 Wireless Mesh Networks

Wireless Mesh Networks (WMNSs) have recently emerged flexible, reliable
and cost effective way of providing broadband inétraccess over large areas through
multi hop communication.

A WMN is a special type of ad hoc network. WMNs dexentralized networks
that are self configuring, self healing, reliabielacalable. Each node in a WMN may be
a sender, receiver or may route packets for othdes

WMNs help overcome the drawback of Wireless LoceaANetwork (WLAN)
architecture which is based on Digital SubscribereL(DSL) where the last hop is
wireless. They can be specifically useful and ceffective for community and
neighborhood networks, broadband home networkianggdibg automation, public safety
networks etc.

A Wireless Mesh Network consists of three basidgiest

1. Mesh Clients (MCs) These are stationary or mobile nodes. They @eriul-
point wireless users and can route packets on behaiher nodes which may not
be in direct transmission range of their destimatio

2. Mesh Routers (MRs) These are access points that form a multi homection
between the Mesh clients and the Gateway.

3. Gateways (GWs). These are access points that are connected tawitieel

network.



Figure 1: Wireless Mesh Network
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Some important characteristics of a WMN are:

1. Self healing and reliable: WMN are self healingclEaode in a WMN relays data
packets of other nodes to their neighbors or toatteess point in order to reach their
final destination. In the event of a failure in ormute, the packets are forwarded
through an alternate route towards their destinatidus, the self healing property
makes WMNSs reliable.

2. Self configuring: Network administration is minimélecause the nodes are
configured to learn about their neighboring noded aptimal routes to other nodes.
There is no need of a central controller.

3. Scalability: WMNs are scalable. The nodes sho@ddftware compatible with the
other nodes in the network. However, increasingribber of nodes would imply

reusing channels and packet collisions due to trgffic. This would lead to a drop

2



in throughput. Hence, an important point to be kephind is how many nodes can
be added before the throughput drops to an unadepievel. Also, multiple
gateways might need to be deployed so that theesbiog is distributed among the
gateways.

4. Economics: The above mentioned advantages leadMidN \WWeing an economically
viable option. The elimination of a central conleolleads to lower administrative

costs. Similarly, the self healing property of WNi@&tuces the cost of maintenance.

1.3 Motivation

The capacity of Single-Radio Single-Channel (SR®@JINs is limited due to
collisions caused by hidden and exposed termifidlis. is due to the interference caused
by neighboring nodes which compete for the samaratid2]. Recent approaches aimed
at improving the capacity of WMNs include Multi RadMulti Channel (MRMC)
WMNSs, directional antennas and MIMO techniques.

A promising approach to alleviate the capacity pgobis to equip each mesh
node with multiple radios and assign orthogonalnclets to the mesh nodes, hence
facilitating simultaneous transmission and recepfiar neighboring nodes. This would
result in efficient spectrum utilization and incsed bandwidth for the network.

Although MRMC WMNs are emerging as a promising apgh to overcome the
capacity problem in SRSC WMNs, the number of awdélaorthogonal channels is
limited. In order to achieve their potential, MRMWMNs must utilize an efficient
channel assignment scheme which can intelligeniibica@e channels to radios. The key
objective of a channel assignment scheme is torensetwork connectivity as well as
minimize interference between mesh nodes throudiciesft reuse of the available

channels [4].

1.4 Contributions

The main contribution of this thesis is an enharex@nio a recently proposed
channel assignment algorithm (CAA) called Topolagytrolled Interference-aware
Channel-assignment Algorithm (TICA) [5].

The important enhancements made to TICA are thewolig:

3



1. AN ACCURATE CHANNEL ASSIGNMENT : The 2-way interference range edge coloring

model, introduced in this thesis, leads to a beftemnel assignment strategy which
helps in reducing conflicting channel assignmentost cases.

2. REDUCTION IN INTERFERENCE : Employing a Minimum Spanning Tree (MST)

rooted at the gateway for power control. UtilizingST for power control
subsequently leads to minimal co-channel interfegethereby increasing spatial
channel reuse and reducing the occurrence of ctinflichannels.

3. REDUCTION IN _CONGESTION : In addition to this, to fully utilize the maximum

possible radios out of the four radios of the gatgwhe proposed algorithm is forced
to build an MST from the GW utilizing its nearestighbors.

1.5 Thesis Organization

The rest of the thesis is organized as follows.p@dra2 presents existing literature
related to channel assignment schemes, topologyratomechanisms and fairness in
wireless mesh networks. In Chapter 3, we presentpooblem statement. Chapter 4
discusses the problem of one-way interference radge coloring associated with TICA
and presents the all three channel assignmentithigpe: Chapter 5 evaluates the
performance of the proposed CAAs using simulatiBhapter 6 concludes the thesis

along with some future research directions.



Chapter - 2: Background and Related

Literature

2.1 Introduction

This chapter gives an overview of some IEEE 802.pfotocols and briefly
discusses the physical (PHY) and medium accessatqiMAC) layer functionalities
associated with them.

Related work on channel assignment schemes for MRNWMINS is presented

along with literature on topology control mechanssamd fairness in wireless networks.

2.2 |EEE 802.11x Protocols

IEEE 802.11x are a set of protocols for WLANs depeld by a working group of
IEEE. These protocols define PHY layer transmissemhnologies and the MAC layer

functionalities [10]. Some of these protocols asedssed as follows:

2.2.1 IEEE 802.11
This was the first standard developed by the IHE&efines the use of three PHY

layers for wireless communication namely InfrarelBiequency-Hopping Spread
Spectrum (FHSS) and Direct Sequence Spread Spe(D88S).

Under FHSS, a station transmits for a small inteo¥dime at one frequency and
then hops to a different frequency to continuetthasmission. The frequency hopping
pattern is known to all stations. Originally, tlisheme was suggested to the USA as a
security mechanism during World War Il.

In DSSS, a spreading code is applied to each l@Eptead the transmission. This
method was also initially used as a security meisinan

802.11 defines operations in the 2.4 GHz band asddiata rates of 1Mbps and 2
Mbps. Hence, two extensions to 802.11 were devdlopth an aim to increase the data
rate. These were the 802.11a and 802.11b stanf@drds



2.2.2 |[EEE 802.11a

This standard defines a new PHY layer that utilif&shogonal Frequency
Division Multiplexing (OFDM). It has 12 non-overlping channels. Theoretically, this
can achieve a data rate of 54 Mbps though pralsticdake achievable data rate is around
24 Mbps.

This standard defines operations in the 5GHz ba&idce high frequencies
attenuate faster than low frequencies, the ranggabions operating on IEEE 802.11a is

lower than those operating on 802.11.

2.2.3 |EEE 802.11b

The IEEE 802.11b standard is popularly known asFiand uses DSSS as the
PHY layers transmission technology. It providesadate of 11 Mbps and 5.5 Mbps. It
operates in the 2.4GHz band, hence is backward atihp with 802.11 DSSS

equipment and has a longer range than 802.11a.

2.2.4 |EEE 802.11g

IEEE 802.11g was developed with an aim to combimeadvantages associated
with IEEE 802.11a and IEEE 802.11b namely the hdgta rate of the former and the
long range of the latter.

It uses OFDM as the PHY layer transmission techmpland works in the 2.4
GHz band and provides a data rate of 54 Mbps.

It also supports DSSS operations at 11, 5.5, 2lakMidbps. Hence, IEEE 802.11g
is backward compatible with 802.11 and 802.11b

2.3 Medium Access Control (MAC) Layer

The IEEE 802.11 MAC sub-layer defines two accesshaus: The Point
Coordination Function (PCF) and The Distributed @amation Function (DCF).

2.3.1 PCF

The PCF provides service without contention. InR@&F, the Access Point (AP)

acts as the coordinator and allows stations inciiccynanner to access the channel and



transmit their data. Since APs are needed to ensointention free service, PCF is

restricted to infrastructure based networks.

2.3.2 DCF

DCF is the basic access scheme and utilizes theeC&ense Multiple Access
with Collision Avoidance (CSMA/CA) mechanism. Hesgations have to contend for
access to the channel and there is no centraladtemtr

CSMAJ/CA uses two types of carrier sense: mandaRinysical Carrier Sense
that monitors the signal strength of the channed, eptionalVirtual Carrier Sensehat
uses the Request-To-Send/Clear-To-Send (RTS/CTi8)shake to reserve the medium

prior to transmission.

2.3.2.A Physical Carrier Sense

Whenever a node has data to send, it senses d@headtprior to transmitting the
packet. If it senses signals that are greater itsaparrier sense threshold it will defer
from transmitting for a random interval of time. \Wever, if the medium is free for a
specific period of time called the Distributed Interame Space (DIFS), the node will
proceed with its transmission. Each node in a nétwas three basic ranges related to
packet transmission:

Transmission Range (TR) is the range inside which a node can receive and
decode packets correctly.

Interference Range (IR) is the range inside which any new transmission wil
interfere with packet reception

Carrier Sensing Range (CS) is the range within which a node can sense the
signal and will defer from transmission

Usually, carrier sensing range and interferencgeaanre taken to be equal to each
other (CS=IR) and transmission range has to beessor equal to carrier sensing range
(TR<CS)

If the CS range is too low (in other words, carsensing threshold is high),
collisions will increase and if it is too high (aarrier sensing threshold is low), the node

will defer from transmission. Both cases will dexge throughput of the network. Since
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the carrier sensing range determines whether oranabde will go ahead with its
transmission, it becomes imperative to set an gpjaie value for it.

Issues with CSMA/CA:

Hidden Node Problem There are three nodes A, B, C. Nodes A and Bvéfen
transmission range of each other and Node C ané Bighin transmission range of each
other (Fig 2). Nodes A and C are not within trarssitn range and cannot detect each
other’s transmissions. Hence, transmissions by Bl@ddand C can collide at Node B.
This is the hidden node problem.

A’s communication range

Figure 2: Hidden Node
Exposed Node problemIn Fig 3, Node B is transmitting to Node A anddé¢dD
wants to transmit to Node C. The transmissionsg@amn simultaneously without any
collisions because Node A and C are not in transonsrange but since Nodes B and D
are within transmission range of each other, Noddeliers transmission after carrier

sensing the transmission of B.

Interference area of A-B Interference area of C-D
icatie ommunication

Perceived interference area by D

Figure 3: Exposed Node



2.3.2.B Virtual Carrier Sense

The hidden and exposed node problems can be stuvedertain extent by the
use of Virtual Carrier Sensing (VCS). In this scleeime node which has data to transmit
sends an RTS (Request to send) to the intended/eecH it receives a CTS (Clear to
Send) message, it goes on with the transmissiombhneighboring nodes which hear the
RTS or CTS or both, will defer from transmittinghd RTS and CTS have information
about how long the transmission will last and akmhearing nodes update their NAV
(Network Allocation Vector) and refrain from trangtimg for that time. After the
transmission is complete, all nodes that were ngitwould start attempting the channel
simultaneously. To overcome this problem, each noae a back off timer which is
initialized to a random back off value and starterémenting after the transmission is
complete. Nodes may start transmitting only oneeldhck off timer has reached zero.
Since the probability of more than one node havineggsame back-off value is very low,

chances of nodes attempting to access the chammdtaneously are very low too.
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2.4 Related Literature

2.4.1 Channd Assignment Schemes

Channel Assignment in a WMN is an important task dptimal utilization of
available resources. Multi radio Multi channel WMhisve the potential to achieve much
higher throughput because a node can have simaliarteansmissions and receptions on
different radios.A channel assignment scheme has to keep the neteamrRectivity
because in order to communicate, two neighborsldhoave their radios on the same
channel. However, reusing the same channel in ghherhood must be minimized/
optimized because simultaneous transmissions ons#dree channel will lead to
interference which will lead to a decrease in tigiquut.

Any channel allocation scheme needs to considefotimving:

* Maintain network connectivity.
* Minimize interference between neighboring nodes.
* Provide adequate and optimal reuse of channels.

In a WMN, an Access Point (AP) that is connectetheowired network is called
a Gateway (GW); whereas APs without wired connestiare called Mesh Routers
(MRs). These MRs connect to the GW through one arenhops. In centralized CAAs,
the gateway acts as the central controller andspansible for allocating channels to the
multi-radio MRs [8]. The following are some relateetralized CAAs which have been
proposed in the literature recently.

Multi Channel MAC(MMAC) is a Dynamic Channel Assignment Schemethia
scheme, each node has oolye transceiver but it can switch channels dynamictdly
reduce interference and improve network capacify Y/When a node (A) wants to
transmit data to another node (B), it sends itdepred channel list (PCL). Node B
compares it to its own PCL and chooses a chanmkkands information about it on an
ACK back to node A. When node A gets this informatiit sends another ACK with the
channel information and both nodes start using désired channel. All nodes that

overhear this handshake defer their respectivaimassions on the selected channel.
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In [11], the Joint Resource and Channel Assignment (JR@lgprithm was
introduced. This algorithm determines the numberadios required at each node based
on the traffic demand and produces the channejas®int for each radio, such that the
interference among the links operating on the sama@nel is minimized.

In [12], the Merge Based Channel Assignment for Interferenceu&ih
(MCAIR) was proposed, which initially assigns channelsfibgling the degree of the
conflict graph without considering any constraifds available channels or radios. It is
assumed in [12] that if two links are using the sathannel, these links will interfere
with each other if they are within two hops of eather.

The Maxflow-based Channel Assignment and Routing (MCARjorithm
presented in [13] splits the channel assignmenttind stages. In the first stage, links are
sorted into groups based on the flows they cartylenn the second stage, a channel is
selected for each group and is assigned to ak loikhis group. If it is possible to do so,
different channels are assigned to groups conginirerfering links.

The Breadth First SearciiBFS-CA) algorithm is introduced in [14]. It works
multi channel multi radio WMN and the objective this algorithm is to minimize the
interference between mesh routers as well as batwlee mesh network and other
collocated wireless networks. This algorithm takésrference level estimate and multi
radio conflict graph as an input. The interfereteeel is used to decide the default
channel (the one with the minimum interference lleaad the multi conflict graph is
used to find the non-default radios. Each nodeahdgfault radio which operates on a
common channel throughout the network thus maimtgicommon connectivity and at
the same time fallback routes.

Though all of these CAAs are interference-awardikene-TICA, they do not

employ the technique of two-way interference raegge coloring.

2.4.2 Topology Control Schemes
Topology control in WMNSs is typically targeted torda reducing interference
and improving spectral efficiency while maintainingtwork connectivity. Interference is

confined by lowering the transmit power. Therefdnek length is taken as a metric to
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control interference. Since transmit power is digeproportional to the distance between
the nodes, a reasonable strategy is to repladenidinks with shorter ones.

In [16], the network topology has been built usM§T and channel assignment
has been done through the centralized tabu seB@inehmotivation for using MST in [16]
is that shorter links imply more capacity in WMNdaalso reduce interference with
nearby links which use the same channel.

In [17], a CAA called Connected Low Interferencea@hel Assignment (CLICA)
is presented which randomly selects a node and fhatnnode, traverses other nodes in
depth-first order assigning channels to minimizerierence.

In [18], Enhanced Connected Low Interference Channel AssghgizCLICA)
and Minimum Spanning Tree Channel Assignment (MST@Wprithm has been
proposed. ECLICA is a modified version of CLICA amidlizes the idle radios left by the
CLICA. In MSTCA, an MST is derived from the giveetwork topology in order to find
links carrying the minimum traffic load. The authdnave shown that the minimum
spanning tree approach results in minimal co-chlamterference and hence minimal
aggregate network interference.

Local Minimum Spanning Tree (LMSi§)a TCA for multi hop wireless networks
presented in [19]. LMST uses MST to achieve shok lengths resulting in a smaller
transmission power needed to maintain connectauity a smaller average node degree
resulting in fewer neighbors and hence reduced unediccess contention.

2.4.3 Fairnessin wireless networks
Since the main network resource, namely the spmcisulimited; it must be

shared fairly among the contending nodes. Achieviagness in WMNs can be
categorized in terms of per-node and per-flow &8 Per-flow fairness refers to equal
share of the data among flows arriving at the gatewnfairness among flows arises due
to multiple flows sharing the same link. This caisengestion at such links which leads
to unfairness among flows reaching the gatewaynBde fairness refers to equal access
for each node to the wireless medium. Unfairnesmé@dium access arises in MRMC

WMNs due to some nodes operating on a conflictimgnael and contending with each
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other for channel access. Single-radio single-ceWiVINS experience unfairness due
to hidden terminal problem in CSMA/CA based wirslegtworks [20], [21].

In [20], the authors have attributed unfairnessdnhoc networks to the Binary
Exponential Back-off algorithm used in CSMA/CA netls for adjusting the maximum
contention window size based on the number of calitg) nodes. They have concluded
that the larger the contention window size, thedotihe scheduling rate for the node and
have proposed distributed scheduling methods foriging fairness.

The authors have proposed an algorithm in [22] mprove the fairness by
differentiating the traffic among the connectionsiwireless multi-hop network.

The Max-Chop algorithmin [23] utilizes channel hopping to improve fairaas
multi-hop wireless infrastructure networks. Herénades use all channels to uniformly
divide the bandwidth. In [24], the authors propaseceiving node assistance feature in
addition to the existing CSMA/CA protocol to remoggposed terminal problem and
enhance fairness in multi-hop wireless networks.

From the related work, we conclude that shorteishaghieved through MST help
in curtailing the interfering environment. They algrovide medium access fairness by
eliminating the conflicting channels thereby renmgvcontention among nodes to access
the channel. Our proposed CAA, e-TICA2 for MRMC WHINs therefore based on this
approach and the same has been verified by thdaioruresults.

In a random topology wireless mesh network, asymmigngths of links results
in different interference ranges of nodes. Henicglirig an appropriate channel from the
available eleven channels is crucial to the peréoroe of the algorithm because reusing a
channel within the interference range of eitherenotla link will lead to degradation of

network performance.

2.5 TICA

Topology controlled Interference aware Channel gissient Algorithm (TICAE
a centralized and fixed CAA which uses topologytoarto build connectivity between
nodes and applies power control between nodesdiaceeinterference and to increase
spatial reuse. TICA runs on the 802.11a standandhmtiefines an OFDM PHY layer

which has 12 non-overlapping channels. In a wisetassh network, the mesh nodes are
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access points which act as sources and relay iatoym wirelessly to and from the
gateway. The gateway is the only node that hasr@dwionnection to the internet. The
mesh nodes form a wireless backbone. Hence, #ictflows to and from the gateway.
In this thesis, regardless of its position, nodesltaken as the gateway.
The operation of TICA can be divided into the fallog phases:

1. Topology Control Phase

2. Connectivity Phase

3. Building the Minimum Power based Tree

4. Channel Assignment Phase

These different phases of TICA are described initet the next chapter.

2.6 Interference Modeling
A common approach used by CAAs for interference efing is the distance-2

edge coloring [6]. Two edges of a graph G are wittistance-2 of each other if either
they are adjacent, or there is some other edgesiaaljacent to both of them. Distance-2
edge coloring of G is an assignment of colors (ok#s) to edges such that any two edges
within distance-2 of each other receive differeolocs. This means that edges that are
adjacent or have a common edge between them asnsimowigure 5 should not be
assigned the same color. It has been shown irhfd]for K> 4, where K is the number
of available colors, the distance-2 edge coloringblem, also known as strong edge

coloring problem, is NP-complete.

Figure 5: Distance-2 edge coloring
To minimize co-channel interference in a WMN, ihecessary to assign channels
to links such that links within the interferencega of each other are assigned different
channels. This problem has been termed as intaderenge edge coloring and was

introduced in TICA [5]. In a grid topology wherenks are of equal length, the

14



interference-range edge coloring is identical tstatice-2 edge coloring. However, in a
random topology with asymmetric links, it can berencomplex than distance-2 edge

coloring.
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Chapter - 3: Problem Statement

3.1 Introduction

The capacity of SRSC WMNSs is limited due to cotliss caused by hidden and
exposed terminals. This is due to the interferasaesed by adjacent mesh nodes which
transmit and receive on the same channel. Thislgmolsan be alleviated by equipping
each mesh node with multiple radios, and assigontigogonal channels to the mesh
nodes within the interference range. Although, MRM@/Ns can achieve improved
performance due to the availability of multiple i@dand multiple channels, the number
of available orthogonal channels is limited. In@rtb achieve high capacity with limited
number of orthogonal channels, we reduce the ertente in the network by adjusting
the transmit power of each mesh node. Then, weeitdn efficient channel assignment
scheme similar to TICA. The objective of a chanassignment scheme is to ensure

network connectivity as well as minimize the inéeehce among mesh nodes.

3.2 Issues with TICA

TICA, which is a centralized and fixed CAA usesdlmgy control to build a
connectivity graph and then uses the Shortest Petle (SPT) approach to build a
minimum power based tree with a maximum node degfe®ur. It applies power
control at mesh nodes to reduce interference amgease spatial reuse. It uses
interference-range edge coloring for assigning nbEnto links. In TICA, we use the
following procedure:

1. For each new link, we determine the interferencgeaof both nodes and list

all the channels already assigned within that range

2. We exclude the assigned channels from the listhahnels and inspect the

remaining channels.

3. If we have a channel that is not assigned withm ititerference range, we

assign that channel to the link.
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4. Otherwise, we chose a channel that has the leastirgnof interference and
assign it to the link.
However, the procedure outlined above could missrierence that affects the
link in question as illustrated in Figure 6.
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Figure 6: Hidden Link Problem

Specifically, if a linka-b, which has nodea andb as its end nodes, lies in the
interference range of nodevhich is an end node of a linky, nodesx andy may not lie
in the interference range of nodesndb. Hence, linkx-y becomes hidden during the
channel assignment (CA) of link-b, which is called théhidden link problem in this
thesis. The interference-range edge coloring agpreased by TICA suffers from this
problem, and this approach is referred tooas-way interference-range edge coloring
Links a-b and x-y, which are within the interference range of theanstituent nodes,
could be assigned the same channel in one-wayernéece-range edge coloring due to
the hidden link problem, which would cause co-clennterference and may result in

decreased network throughput and fairness.

3.3 Problem Statement: e-TICA and e-TICAZ2

3.3.1 eTICA
In this thesis, the hidden link problem is addrdsbg proposing an improved
algorithm based on TICA, callexhhanced-TICA (e-TICA)
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e-TICA utilizes two-way interference-range edgeociolg for channel assignment
whereby it inspects the interference range of Inoithes associated with the link to which
a channel is to be assigned. Additionally, the @llgon also inspects the channels
assigned to the links within the interference ramgewhich these two nodes lie.
Specifically, for the scenario shown in Figure @ assign a channel to lirdkeb, e-TICA
will inspect the interference range of nodeandb and also the channel assigned to link
x-y. This removes the hidden link problem and leadsatenore accurate channel

assignment algorithm.

3.3.2 eTICA2
TICA and e-TICA employ the shortest path tree apphoto build a minimum

power based tree from the GW to each node in theank. Here the weight of each link
is the minimum transmit power required by a nodeadach its neighbor. Hence, the
shortest path from the gateway to each node ireBdhte minimum total power needed to
reach each node from the gateway. This approacksweell in most random topologies.
However, in some random topologies, the presenclrg links leads to conflicting
channels which results in co-channel interferefides is explained in greater detail in
the next chapter in section 4.4.1.

Since the long links contribute to interferencegythshould be replaced with
shorter links wherever possible. Based on this eptian this thesis, a modified CA&:
TICAZ2 s introduced which employs a minimum spanning treoted at the GW instead
of an SPT as used in TICA and e-TICA. The MST apploleads to a reduction in
conflicting channels and improves network throughpdST leads to more but smaller
hops instead of few but longer hops in SPT. Hemt#izing MST for building the
minimum power-based tree should lead to minimalcltannel interference thereby

increasing spatial channel reuse.
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Chapter - 4: Description of the Proposed
Algorithms

4.1 Introduction

Since all our work is based on TICA, we include esatiption of the TICA
scheme in the next section. e-TICA has been prapasean improvement over TICA. It
uses two-way interference range edge coloring fanoel assignment. This algorithm
results in an improved channel assignment whictidéa an enhancement in the network
throughput.

e-TICA is further improvised by replacing the slesttpath approach for building
a minimum power based tree by employing a MST atethe gateway. The gateway is
also forced to use its nearest neighbors whiledinglthe MST so that the load is divided
among the radios of the gateway and congestioadgced. This modified algorithm is
referred to as e-TICAZ2.

In all three schemes proposed here, each MR igppgdiwith five radios which
operate on IEEE 802.11a channels (5 GHz band).dDtteese radios is used for control
traffic while the other radios are used for datific. Out of the 12 available non-
overlapping 802.11a channels, channel number 1@esd for the control radio on each
MR and the remaining 11 channels are used for dalias. Since each MR is equipped
with 4 data radios, it can communicate with a maximof four transmission range
neighbors simultaneously using these radios. Tinglies a maximum node degree of

four per node.
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4.2 TICA

The operations of TICA, whicis a centralized and fixed CAA and uses topology
control to build connectivity and applies power toh between nodes to reduce
interference, can be divided into the following pbst

1. Topology Control Phase

2. Connectivity Phase

3. Building the Minimum Power based Tree
4

. Channel Assignment Phase

4.2.1 Topology control phase

The network comprises of 36 MRs also referred toaes and irrespective of its
location, node 15 is chosen to be the gatewaydohn ¢opology.

Initially, all nodes transmit at their maximum pawand build a table of all
neighbors that are located in this range. Each sededs its location information and its
maximum power neighbor table (MPNT) to the gatewagnsider random topology 3 as
shown in Figure 7. The circular disk in the figunglicates the maximum transmission
range of node 1.

Table 1 shows all the nodes that are within theimarm transmission range of

node 1.

%
N
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Figure 7: Maximum Power Transmission Range of Nbde
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Table 1: Maximum Power Transmission Range neighboref Node 1

Maximum Transmission Range Neighbomistance between Node 1 and neighbor (m)
of Node 1

31 11
9 36
11 43
21 92
34 120
5 127
23 146
26 147
7 152
13 159
35 159
33 160

4.2.2 Connectivity phase

The GW has information about each node’s locatiodd ats maximum
transmission range neighbors. It selects the neareighbors for each node in the
network using theselect x for less than xopology control algorithm (TCA). The GW
initially executes select one for less than drend finds the closest neighbor for each
node making sure that each node must hatvieastone neighbor. It then checks for
network connectivity. If the network is connectadnoves on to the next phase, which is
building the shortest path tree from each end rtodthe GW, otherwise, it executes
‘select two for less than twalgorithm and checks for connectivity. This preses
repeated usingstlect three for less than thresnd ‘select four for less than fouruntil
the network is fully connected.

Table 2 shows the direct neighbor table (DNT) foda 1. Note that only four

neighbors from the MPNT are left with node 1 asdtieer nodes are closer to some other
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node. For instance, node 21 is closer to nodesabd®B5, than it is to node 1, therefore, it
will be removed from the DNT of node 1.

Figure 8 shows the connectivity graph for randopotogy 3 which results from
theselect 2 for less than PCA. As can be seen, the topology is disconneatethdes 22
and 23 and both of them have two neighbors each.s€lect 3 for less than BCA
results in a connected topology (Figure 9). It $tidne noted that this TCA increases the
number of neighbors of nodes 22 and 23 from twathiee, hence resulting in a

connected topology.

Table 2: Direct Neighbor Table of Node 1

Direct neighbors oNode Distance between Node 1 and neighbor (m)
31 11

9 36

11 43

34 120
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Figure 8: Connectivity Graph ‘select 2 for lessrtt2a TCA
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Figure 9: Connectivity Graph ‘select 3 for lessttBa TCA
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4.2.3 Minimum Power Shortest Path Tree

In this phase, the GW builds a shortest pathwi#ie a maximum node degree of
four, from itself to each end node (see Figure U€iphg the links in the connectivity
graph. The weight of each link is the transmit poused by a node to reach its next hop
neighbor. Hence, the shortest path from each emi® o the gateway represents the
minimum power route from the gateway to each node.

If the distance between two nodes is less thamrrb&s-over distance, Free Space
propagation model is used otherwise, Two-ray prapag model is used. Cross-over
distance is given by

A7hihr
: 1)

whereh;andhr are the antenna heights of the transmitter aneivex respectively. The

Cross_over_dist=

minimum power for the free-space propagation maleélculated as
_ RxThreslf4rd)*
min GtGr/‘z ' (2)
The minimum power for the two-ray propagation madeajiven by

_ RxThresld)*
GG h’h’ )

min
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Figure 10: Shortest Path Tree from GW (Node 1%lltother nodes
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4.2.4 Channe Assignment phase

Channel assignment is also performed at the gateviraly ranking is done during
the channel assignment phase and links are ramkddcreasing order of the number of
nodes that use those links to reach the gatewaksliihat are ranked higher are given
priority for channel assignment. Consequently, lihies which are closer to the gateway
are used by a greater number of nodes and henceallacated a higher rank. For
instance, link 15-16 is ranked the highest as itsed by 13 nodes to reach the GW. If
two links have the same number of nodes using tlaesecond ranking is done based on
the power needed by the end node of the link tohrélae GW. For example, as shown in
Table 3, links 15-16 and 15-30 both have 13 nodesmuhem to reach the GW, however
the power needed by link 15-16 is lower than thegroneeded by link 15-30. Therefore,
link 15-16 is ranked higher than link 15-30.

There are twelve orthogonal channels availableug® in the 802.11a standard.
Out of these, eleven are used for data and thdtkwiel used as a control channel on
which topology and channel assignment messagesxatenged between the nodes and
the GW. The channel assignment algorithm assignglé#ven orthogonal channels to the
eleven highest ranked links. This is done becamseleven highest ranked links are the
ones which are used the most and hence, are gilgghar priority. To assign a channel
to the twelfth link, the algorithm checks the ifiéeence range of the first node of the
link. TICA assumes the interference range to becdwihe transmission range. The
channels used within the interference range ofiteenode cannot be reused. Similarly,
the interference range of the second node of tileid also inspected. All the channels
that have been used in this interference rangesannot be reused. After inspecting the
interference ranges of both the nodes that fornlittke the algorithm checks if there is
any available channel that has not been used witténinterference range of both the
nodes. Such a channel is callell@n-Conflicting Channellf there are one or more non
conflicting channels, the highest numbered chanseallocated to the link. If the
algorithm cannot find a non conflicting channel,ld@ has to be reused. The algorithm
computes an LIC based on the rank of the link &lisady being used on, the number of

links that are using that particular channel areddistance from the node.
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Table 3 shows the 13 highest ranked links for ramttgpology 3 and the channels
allocated to them.

Out of the eleven available channels, those tleahat assigned to any link within
the interference range of both nodes that constiwlink are termed as non-conflicting
channels. If the gateway cannot find any such chlafor the twelfth ranked link and
onwards, it selects a channel that causes minimerférence to the link. Such a
channel is called keast Interfering Channel (LIC).

To assign a channel to the twelfth link, the alton checks the interference
range of the first node of the link. TICA assumies interference range to be twice the
transmission range. The channels used within thexfarence range of the first node
cannot be reused. Similarly, the interference rasfghe second node of the link is also
inspected. All the channels that have been uséadisnnterference range can also not be
reused. After inspecting the interference rangelsodh the nodes that form the link, the
algorithm checks if there is any available chanthalt has not been used within the
interference range of both the nodes. Such a ch&noalled aNon-Conflicting Channel.

If there are one or more non conflicting channéh® highest numbered channel is
allocated to the link. If the algorithm cannot fiachon conflicting channel, an LIC has to
be reused. The algorithm computes an LIC basecherrank of the link it is already
being used on, the number of links that are udnag particular channel and the distance
from the node

Table 3: Link Ranking and Channel Allocation

Link Rank1l Rank?2 Channel Allocated
15 16 13 108 1
15 30 13 187 2
15 8 8 187 3
16 33 8 378 4
30 35 7 295 5
33 23 6 520 6
30 25 5 346 7
35 21 5 392 8
16 22 4 282 9
8 24 4 234 10
25 3 4 455 11
21 9 4 386 10
8 2 3 262 11
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The interference level of each channel is calcdlatng the following formula:

w2z o

Wherei is the channel; is the rank of the link using channeR is the maximum rank
assigned to the links in the trem,is a link using channelwithin the interference range
of the nodes that constitute the twelfth ranked,linis the path loss exponent (2 or 4
depending on the cross over distance) dnés the distance between the node and the
link.

In the case of random topology 3, to assign a oblatanlink 21-9 which is the
twelfth ranked link, the algorithm inspects theemfiérence range of both nodes 21 and 9.
The circular disks in Figure 11 indicate the imteehce range of node 21 and 9
respectively. The channels that are included is ithierference range are 5, 7, 8 and 11.
Hence the algorithm does not choose any of theaengdts and allocates channel 10 to
link 9-21. Channel 10 is chosen by the algorithrodose it is being used by the 10th
ranked link which is low in priority than the oth@high ranked links.

The nodes are then informed of their one hop neightbo the GW and the
channel to be used for the link. The mesh nodeiegpgower control based on the

distance between itself and its one hop neighbor.
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Figure 11: Interference range of node 21 and 9
The propagation model is chosen to be the two-m@pamation model if the
distance between two nodes is greater than thes @esr distance and the free space

propagation model otherwise.

4.3 e-TICA

Like TICA, e-TICA uses topology control to buildcannectivity graph and then
uses the SPT approach to build a minimum powerdase with a maximum node
degree of four. Links of the minimum power based &Fe ranked in decreasing order of
the number of nodes that use those links to rehehgateway. During the channel
assignment phase, links that are ranked highemgaen priority. e-TICA begins the
channel assignment by assigning the eleven nonlapgeng channels to the eleven
highest-ranked links such that channel 1 is asdidoghe highest ranked link. For the
twelfth ranked link and onwards, it checks the ct@rmassignment of all links within the
interference range of both nodes that constitué fihk. If the algorithm finds one or
more non-conflicting channels, i.e. a channel timatnot being used within the
interference range of either node of the link,ssigns the highest numbered channel to
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the link. If the algorithm cannot find any non-clicting channel, it selects an LIC for
that link.

Unlike TICA, e-TICA uses 2-way interference-rangsgge coloring to identify
LICs and to assign channels to links of the minimpawer based SPT. The 2-way

interference range edge coloring method is desttiitbéhe next section.

4.3.1 An accurate channel assignment algorithm

Motivation: TICA uses interference range edge coloring forgagsg a channel
to a link, whereby it inspects the channel-assidimdd within the interference range of
both mesh nodes that constitute that link befosegasg it a channel. However, this
approach obne-way interference range edge coloridiges not consider those links in
whose interference range the nodes in considerati@n located, which leads to
conflicting channel assignments and decreased mletttwoughput and fairness. This
drawback of TICA has been addressed by emplofwayway interference range edge
coloring.

e-TICA: The channel assignment phase of TICA has been fieddior the
algorithm to yield better throughput and fairnes&ndom topology 8 has been
investigated, as shown in Figure 12, where TICA Ieesn used for channel assignment.
This scenario consists of a random topology coredrief 36 MRs. During channel
assignment, the interference range is assumed twibe the transmission range and is
indicated by the circular disk in Figure 12 andUfey13. Link 23-19 is ranked high as it
is used by 9 nodes to reach the gateway. Hencealtocated channel 9 which has not
been allocated to any other channel yet. Link 1h4% a lower rank as it is used by 4
nodes to reach the gateway and since the algohtsralready allocated the 11 channels,
it searches the interference range of nodes 1 @ridrian available channel. Link 1-17 is
assigned channel 9 as the algorithm cannot findoéimgr link using channel 9, as shown
in Figure 13. From Figure 12, it can be observeat thodes 1 and 17 are in the
interference range of nodes 23 and 19 which arenedés of the link 23-19. However,
this is not identified by TICA because it is based one-way interference range edge
coloring. In other words, link 23-19 becomekidden linkduring the channel assignment

phase of link 1-17. Eventually, links 1-17 and ZBshare the same channel even though
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the nodes that constitute them are within the fetence range of each other, which leads
to a degradation in the throughput of the network.

The proposed algorithm, e-TICA, resolves the abmeblem by using two-way
interference range edge coloring. When channelsbaireg assigned to links, e-TICA
inspects the links in the interference range ohbuides associated with that particular
link, as well as the links in whose interferencegathese nodes are located. Specifically,
in order to assign a channel to link 1-17, e-TIG#ecks the channels being used in the
interference range of nodes 1 and 17 as well astiaanel assigned to link 23-19. We
term the new model asvo-way interference range edge coloringhich implies that
links formed by nodes which are within the integfere range of each other will not be
allocated the same channel, provided that thera channel available for allocation.
Table 4 summarizes the channel assignment with T&SAwell as e-TICA for the
scenario described above. As is evident from thidet e-TICA allocates channel 7 to
link 1-17 instead of channel 9. TICA allocates #aene channel to links 19-36 and 1-31
even though the nodes that constitute them areinwttie interference of each other
whereas e-TICA allocates channel 8 to link 1-31ltead of channel 11, thereby

eliminating the hidden link problem.

Table 4: Comparison of the channel assignment dori®y TICA and e-TICA

Link Channel Assignment TICA Cha”n:' ﬁSCS:iAgnmmt
23-19 9 5
1-17 9 -
19-16 11 1
1-31 11 5
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Figure 13: Interference Range of Node 17
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4.4 e-TICA2
Similar to e-TICA, e-TICA2 is also a centralizeddafixed CAA. Its operation

employs the same phases as e-TICA, however, bgiliti@ minimum power based tree
phase of e-TICA2 is different from e-TICA. The fmNing sections give a detailed
explanation of the modifications that have beenedimne-TICA to yield a better CAA.

4.4.1 Reduction in Interference: Minimum Spanning Tree

Motivation: The modification done to TICA, namely 2-way intgdnce range
edge-coloring results in an enhanced CAA called@AT The 2-way interference range
edge-coloring leads to an improved channel assighmeheme and eliminates the
problem ofhidden links.This results in a better CAA. However, in someolopies,
owing to the long links, LICs result in increasitite interference. Hence, reuse of a
channel within the interference range causes sigmif decrease in network throughput.

Since the long links contribute to interferencegythshould be replaced with
shorter links wherever possible. So, a modified CAATICA2 is presented in this
section which employs a MST rooted at the gateweyead of a SPT to reduce the
occurrence of conflicting channels and to improetwork throughput. MST leads to
more but shorter hops instead of few but longershapSPT. Hence, utilizing MST for
topology control subsequently leads to minimal bearnel interference thereby
increasing spatial channel reuse.

e-TICA2: Since transmit power is proportional to the squafethe distance
between the nodes, the shorter the distance, thbesrthe transmit power required. This
results in shrinking the interference range whiablies better spatial channel reuse.

All three CAAs, TICA, e-TICA and e-TICA2 use topglp control to build a
connectivity graph and apply power control at maskes to reduce interference and
increase spatial reuse. However, unlike TICA and@A which use the SPT approach,
e-TICA2 uses the MST approach for building the mimm power based tree with a
maximum node degree of four. During the channeigassent phase, links that are
ranked higher are given priority for channel assignt. Links are ranked in decreasing
order of the number of nodes that use those lioke#ch the gateway. If the gateway

cannot find any non-conflicting channel to assigiaink, it selects an LIC.
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A scenario is investigated where a topology encasrain LIC while utilizing the
e-TICA algorithm. As discussed earlier, the thrqughof the network decreases due to
interference caused by links using the same chawikin the interference range.
Random topology 17, as shown in Figure 14, has beastigated where link 18-28 has
been assigned channel 5 by e-TICA and link 12-2dfeo been allocated channel 5. The
circular disk in the figure indicates the interiece range of node 18. Since the link 12-24
is in the interference range of node 18, both n@8and 24 will compete for access to
the medium on this channel. Specifically, when nddieeeds to communicate with node
12 on channel 5 and node 28 needs to communic#ternwde 18 on the same channel
simultaneously, contention for medium access basedSMA/CA will occur on channel
5. The presence of LICs affects the network thrpuglisince some nodes, such as nodes
28 and 24, compete for access to the medium.

A new approach is proposed for maximizing spatie@mel reuse and reducing
LICs by utilizing an MST rooted at the GW insteddttte SPT. The motivation behind
using MST is to achieve short link lengths whichl wasult in the medium being shared
efficiently by reducing LICs. Since transmit power proportional to the distance
between the nodes, the shorter the distance, ther lthe transmit power. Less transmit
power translates to less interference which leadbetter spatial channel reuse. The
modified CAA e-TICA2, replaces the SPT approacke-dfICA with the MST approach.
In both approaches, the link weight is the minimwamsmit power required by a node to
reach its neighbor for building the minimum poweséd tree. It is shown in Figure 15
that utilizing MST results in shorter hops betwewdes and hence, the interference
range of node 18 has been shrunk. The SPT appreaualts in 6 LICs whereas the MST
approach reduces the number of LICs in this topokog4. Reducing LICs implies that
all nodes have better access to the medium whenleggrhave data to transmit. Thus,
competition with other nodes for access to the mmaddn the assigned channel is lower.

So, utilizing MST will improve the network througlipand fairness in medium access.
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Figure 15: Interference range of Node 18(e-TICA2)
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4.4.2 Reduction in congestion: Utilizing the four radios of the GW

Motivation: The maximum achievable throughput of a topologyméted by the
performance bottleneck at the links which originaten the GW, as well as the number
of traffic sources using those links. The maximuatadrates achievable at a link with
one, two and three sources are 8.192 Mbps, 16.38#%Mnd 24.576 Mbps respectively.
IEEE 802.11a supports a maximum data rate of 54sMbjpwever, the effective data
rate is 24.748 Mbps, while the rest is consumed\®rhead. Hence, if there are more
than three sources sharing a link, there is aidrdfbttleneck at that link with the
achievable data rate being limited to 24.748 Mbpisus, the maximum achievable
throughput can be improved by utilizing all foudi@s of the GW.

e-TICAZ2 utilizes the maximum possible radios outted four available radios of
the gateway to build a minimum spanning tree freismearest neighbors. This approach
helps in distributing the traffic load among thekk that emanate from the gateway
subsequently reducing congestion on those linksrapdoving the network throughput.

e-TICA2: In e-TICA2 to fully utilize the four radios of thgateway, the
algorithm has been forced to build an MST from @&\ utilizing its nearest neighbors.
This however, is topology dependent and utilizifigf@ur radios might not always be
possible.

Random topology 14 is investigated using e-TICA @&dICA2 as shown in
Figure 16 and Figure 17 respectively. From Figwgeitlcan be seen that e-TICA results
in the GW utilizing only one of its four radios. iShlimits the maximum achievable
throughput to 24.748 Mbps. As shown in Figure 16,18 sources are using the same
link to reach the GW which causes a bottleneckirdt 15-25. This traffic bottleneck
limits the throughput performance of the networkdoyfining the maximum achievable
throughput. Applying e-TICA2 to the same topologgreases the maximum achievable
throughput to 49.3 Mbps. As shown Figure 17 e-TIGAXBures that the GW utilizes all
four of its radios. Thus, the traffic load is distrted among the four radios in e-TICA2 as
compared to one radio in e-TICA. This reduces icafbngestion on the links which are

close to the GW and results in an improvement @& ttiroughput and fairness of the
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network. The throughput of random topology 14 WillCA and e-TICA is 24.6 Mbps
whereas with e-TICA2 is 49.3 Mbps.

Shartest Path Tree Grgph for 36 node network
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Figure 16: Shortest Path Tree (e-TICA)

Mninum Spaming Tree Graph for 36 node network
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Figure 17: Minimum Spanning Tree (e-TICA2)
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Chapter - 5: Simulation Results and Evaluation

5.1 Introduction

In this chapter, we describe the simulation assiomgtand procedures for TICA,
e-TICA and e-TICA2. We then present the simulati@sults for three types of
topologies: (a) fixed grid, (b) controlled randomda (c) random. Then we discuss the
results of the simulations and present an evalnaifcall schemes relative to each other.

Simulations have been done using the ns2 simulator.
5.2 Simulation

5.2.1 Simulation Description

The NS2 simulator has been used for simulation. PhY and MAC layer
settings used for the simulations in NS2 are shiowhable 5 and Table 6, respectively.
The MRs at the periphery of the network are th#itraources and send traffic to the
gateway (node 15) simultaneously, thus represemtiagenario in which multiple flows
within the WMN interfere with each other. Each bes$e nodes generates an 8 Mbps
Constant Bit Rate UDP traffic stream consistind @24 byte packets for 100 seconds.

The carrier sense threshold is twice the recepticeshold which implies a carrier
sensing range twice the transmission range. Tleefemence range is equal to the carrier
sensing range. The packet capture threshold iBlé&nd implies that if th@eower of the
incoming packet is smaller than the power of thekpacurrently being received by at least

the capture threshold, then the new packet is eghor
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5.2.2 Simulation Parameters

Table 5: Physical Layer Parameters

Physical Layer Parameters Settings

TX / RX Antenna Height (m) 3

Gain of TX / RX Antenna 1

Packet Capture Threshold (dB) 10

Packet Reception Threshold (Watts) 3.16227e-10
Carrier Sense Threshold (Watts) 7.90569e-11

Table 6: MAC layer parameters

MAC Layer Parameters Settings
Minimum Contention Window 15
Maximum Contention Window 1023
Slot Time (micro seconds) 9

SIFS period (micro seconds) 16
Preamble Length (bits) 96
PLCP Header Length (bits) 24
PLCP Data Rate (Mbps) 6

Basic Rate (Mbps) 6

Data Rate (Mbps) 54

5.2.3 Simulation Assumptions
The following assumptions have been made duringstimeillations for all three
channel assignment algorithms:
1. 36 nodes are distributed in a 500 m x 500 m area.
2. lrrespective of its location, node 15 is set tahmegateway for all topologies.
3. There is a single gateway for each realization
4. Some nods are traffic generators while some aterglesys. We assume that
sources and relays have similar characteristitarms of power and range.
5. All nodes have a reliable power source
6. The propagation model is chosen to be the two-rapapation model if the
distance between two nodes is greater than the onas distance and the free

space propagation model otherwise.
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5.3 Performance Metrics for e-TICA and e-TICA2
In this chapter, the performance of the three CAASA, e-TICA and e-TICA2
has been compared based on the following criteria:
1. The total number of LICs found by each CAAe number of LICs will

have an effect on the throughput and fairness efgtwork since nodes

sharing the same channel will contend with eackrdibr medium access.
2. The ‘Throughput Ratio'Tg which is defined as the ratio of the throughput

achieved by e-TICA2, e-TICA and TICA over the maxim achievable

throughput in each caser F1 indicates that the algorithm has achieved
the maximum achievable throughput for that paricudndom topology.

3. The ‘Fairness RatiQ’ Fr, which is a relative measure of the fairness

achieved by the three strategies and is defined as

FJ,X
FJ Y

Fio = (5)

Where X and Y could be any one the three schemes

Fxy >1 indicates better fairness with scheme X conptoescheme Y.

The Jain's fairness index [26] is defined as:

N
() %)
F; :7I:]NX| . (6)
N'Zi=1xi
Wherex; is the throughput of a flowandN is the total number of flows
(sources) in the network.

Absolute fairness is achieved whiey= 1.

5.4 Accurate Channel Assignment: e-TICA

The first enhancement done to TICA is the introdurcof two-way interference
range edge coloring. The original algorithm TICAesi®ne-way interference range edge
coloring and does not find all the LICs in mostesasThis leads to undetected hidden
links which results in the CAA allocating the samigannel to two links within the
interference range of each others’ end nodes. Ubagwo-way interference range edge

coloring method, the modified algorithm, e-TICA,saccessful in identifying all LICs.
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This leads to a better channel assignment thusciegliunterference and improving
fairness among flows without sacrificing the netwtirroughput.

In this section, we will discuss the results fordifierent random and controlled
random topologies.

5.4.1 Resultsfor Random topologies:

5.4.1.A  Number of LICs

Table 7 show a comparison of the number of LIQsmébusing TICA and e-
TICA for twenty-five different random topologies.sAcan be seen from the figure, e-
TICA successfully finds all LICs for all 25 randaimpologies.For example as shown in
Table 7, in random topology 2, TICA indicates thare are 5 LICs whereas, e-TICA
indicates that there are 8 LICs and accordinglycalles channels to minimize co-channel
interference. Since assignment of channels is airaedreducing the interfering
environment, correctly identifying LICs is extremekrucial for proper channel
assignment.

5.4.1.B  Network Throughput
In Figure 18, the throughput ratiog)Tof e-TICA and TICA over the maximum
achievable throughput for twenty-five different lieations of the random topology is
shown. The difference inglachieved by TICA and e-TICA is apparent from tiygife.
There is a higher g by e-TICA in most of the random topologies. Theerage |
achieved by TICA is 0.87 whereas that achieved-BYGA is 0.91 both with a standard
deviation of 0.12.

5.4.1.C Fairnessamong Flows
In Figure 19, the fairness ratio gJFamong traffic flows in the network using
TICA is compared with that achieved using e-TICA fiwenty-five different realizations
of the random topology, using

F — FJ ,e-TICA (7)

e-TICATICA — F
J,TICA
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> 1 indicates better fairness by e-TICA than by AlIQt is apparent

l:e—TICATICA
from the figure that in most of the random topoésgie-TICA again outperforms TICA
in terms of fairness.

In the next two paragraphs, we will focus on twedfic realizations random
topology 18 and random topology 11 and show th&emdihce in performance in these

two topologies.

 Random Topology 18

Consider random topology 18 where neither TICA adFICA finds any LICs.
As can be observed from Figure 18 and Figure ¥n#twork throughput and fairness is
equal for both CAAs.

 Random Topology 11
In this specific case, TICA achieves a better tegulterms of throughput and

fairness.
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Table 7: LICs found by TICA and e-TICA for 25 Random Topologies

Random Topology

TICA

e-TICA

WIARINNERINEFPOIRAWNWINIWIAININIEINNEINDN O -

BIRNWWW R OOIWNWINIAPDWWERNDNNW| AW

Table 8: Results for number of LICs for 25 Random Dpologies

Topology Average number of 95 % Confidence Interval
CAA LICs for number of LICs
TICA 2.24 1.79- 2.69
e-TICA 3.00 2.38- 3.62
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Figure 18: Comparison of Throug;;l;w%nt?o for 25 Raadom Topologies
Table 9: Results for Throughput Ratio for 25 RandomTopologies
Topology Average Throughput 95 % Confidence Interval

CAA Ratio for Throughput Ratio
TICA 0.87 0.82- 0.92
e-TICA 0.91 0.86- 0.96
TR R TN SRR T
Figure 19: Comparison of Fairness Ratio for 25 Randm Topologies
Table 10: Results for Fairness Ratio of 25 Randomdpologies
Topology Average Fairness 95 % Confidence Interval
CAA Ratio for Fairness Ratio
e-TICA over
TICA 1.08 1.01-1.16
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Figure 20: Jain’s Fairness Index for 25 Random Toplogies
Table 11: Results for Jain’s Fairness Index for Radom Topologies

Topology Average Fairness 95 % Confidence Interval
CAA Index for Fairness Index

TICA 0.74 0.69-0.78

e-TICA 0.78 0.75-0.82

44



5.4.2 Resultsfor Controlled Random topologies:

5.4.2.A  Number of LICs

Table 12 shows a comparison of the number of lfttsd using TICA and e-
TICA for twenty-five different controlled randomgologies. As can be seen from the
table, e-TICA successfully finds all LICs for alb Zontrolled random topologie&or
example as shown in Table 12, in controlled randopology 5, TICA indicates that
there are 5 LICs whereas, e-TICA indicates 7 LIGd accordingly allocates channels to
links to minimize co-channel interference. Sincsigrement of channels is aimed at
reducing the interfering environment, correctlyrnitiying LICs is extremely crucial for

proper channel assignment.

5.4.2.B  Network Throughput
In Figure 21, the throughput ratio {JTof e-TICA and TICA over the maximum
achievable throughput for twenty-five different lizations of the controlled random
topology is shown. The difference i &chieved by TICA and e-TICA is apparent from
the figure. There is highergTby e-TICA in most of the controlled random topaksy
The average d achieved by TICA is 0.88 whereas that achieve@fiyCA is 0.93 both
with a standard deviation of 0.08.

5.4.2.C Fairnessamong Flows
In Figure 22, the fairness ratio gJFamong traffic flows in the network using
TICA is compared with that achieved using e-TICA fiwenty-five different realizations
of the controlled random topology, using (3).
As discussed in section 5.3z B 1 indicates better fairness by e-TICA than by
TICA. It is apparent from Figure 22 that in mosttlo¢ random topologies, e-TICA again
outperforms TICA in terms of fairness. The aver&geover the twenty-five random

topologies is 1.03 with a standard deviation 0fl0.1
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Table 12: LICs found by TICA and e-TICA for 25 Controlled Random Topologies

Random Topology

TICA

e-TICA

NN |NW[O 0T WINFPIN(RO(FP OO N|WIN|A 0w |0 N |W
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Table 13: Results for number of LICs for Controlled Random Topologies

Topology Average number of 95 % Confidence Interval
CAA LICs for number of LICs
TICA 3.56 2.89- 4.23
e-TICA 4.16 3.40-4.90
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Figure 21: Comparison of Throughput Ratio for 25 Catrolled Random Topologies

Table 14: Results for Throughput Ratio of Controllel Random Topologies

Topology Average Throughput 95 % Confidence Interval
CAA Ratio for Throughput Ratio
TICA 0.88 0.85-0.91
e-TICA 0.93 0.90-0.97
1 P s R S S
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Qontralied Random Topalogy Index:

Figure 22: Comparison of Fairness Ratio for 25 Comblled Random Topologies

Table 15: Results for Fairness ratio of ControlledRandom Topologies

CAA

Average Fairness

Ratio

95 % Confidence

Interval for Fairness Ratio

e-TICA over TICA

1.03

0.99-1.08
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Figure 23: Jain’s Fairness Index for 25 ControlledRandom Topologies

Table 16: Results for Jain's Fairness Index

Topology Average Jain’'s 95 % Confidence Interval
CAA Fairness Index for Jain's Fairness Index

TICA 0.84 0.82-0.86

e-TICA 0.86 0.84-0.89
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5.5 Reducing interference and congestion: eTICA2

The presence of long links in some topologies lemdsncreased co-channel
interference. This causes a decrease in througipplifairness since some nodes which
operate on a conflicting channel contend with eattler for channel access. A minimum
spanning tree rooted at the gateway replaces ting liaks with shorter ones. Shorter
hops lead to shrinking the interference range whdirn leads to better spatial reuse.

TICA and e-TICA use the shortest path tree appraadiuild a minimum power
based tree from the gateway to each node wherdd€A2 employs the minimum
spanning tree approach for the same.

The traffic bottleneck at the GW Ilimits the thropgh performance of the
network by confining the maximum achievable thrqughof the network. e-TICA2
ensures that the GW utilizes the maximum poss#ués out of its four available radios
to build an MST. The traffic load is now distribdtemong the links of the GW. The
number of radios that the GW can utilize dependthemumber of its nearest neighbors.

In this section, for a fair comparison, we haveueed that the number of traffic
sources is the same for all three CAAs in the foihg way:

If A ={end nodes for SPT} and B = {end nodes of W}Sthen for comparing all
three CAAs, we have made a super set ‘C’ whiclefsndd as

C=AUB.
Hence, C = {end nodes of SPT and MST}

Thus, the traffic sources in each realization ¢ thndom topology for each
CAA, are the end nodes of the SPT and the end rafdas MST.

The results in the following section show that €AP outperforms both TICA

and e-TICA in terms of network throughput withoot@promising the fairness.
5.5.1 Random Topologies

55.1. A  Number of LICs
Table 17 shows the number of LICs encountered IBATle-TICA and e-TICA2
for 25 random topologies. Table 17 indicates thabrg the three CAAs, e-TICA2
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encounters the lowest number of LICs in most rantlmpologies. This affects the spatial

reuse of channels and therefore the network throuigh

5.5.1.B  Network Throughput
Figure 25, which shows a comparison of the througiingtio (Tz) for the three CAAs,
indicates that e-TICA2 not only outperforms TICAdam-TICA in most random

topologies but achieves the maximum achievableutitrput for many realizations.

5.5.1.C Fairnessamong Flows

Figure 26 shows that fairness ratio of e-TICA2 snparable to e-TICA and
better than TICA. The average fairness ratio ofl@AR over e-TICA is 0.98 with a
standard deviation of 0.19 and the average fairress of e-TICA2 over TICA is 1.05
with a standard deviation of 0.2.

Sometimes, the location of the gateway will produnexpected results. Consider
for example,random topology 19 Table 17 indicates that this topology does not
encounter any LICs with e-TICA2. Hence, there isnfess in medium access for this
topology. From Figure 25 , we can see that theutpnput ratio for e-TICA2 is 0.99
which means that e-TICA2 achieves the maximum aelike throughput for this
topology. However, from Figure 27 we can see thatfairness index of this topology is
0.75. This happens because the topology builtds slat there are two links emanating
from the GW and 7 sources share the same link. Tiiere is congestion at the link 15-

19 and hence, per flow fairness suffers.

L L L L L L L L L
) 50 100 150 20 0 300 0 400 450 500

Figure 24: Random topology 19 eTICA-2
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Table 17: LICs found in 25 Random Topologies by TI@, e-TICA and e-TICA2

Random Topology

TICA e-TICA

e-TICA2

WIERININEFPINRFP|IORWINIWINIWIAININIFLININFPININ| O
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Table 18: Results for number of LICs for Random Tomlogies

Average number of

95 % Confidence

CAA LICs Interval for number of Lics
TICA 2.24 1.79- 2.69
e-TICA 3.00 2.38- 3.62
e-TICA2 1.72 1.36- 2.08
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Figure 25: Comparison of Throughput Ratio of 25 Radom Topologies

Table 19: Results for Throughput Ratio for Random Topologies

Average Throughput 95 % Confidence Interval
CAA Ratio for Throughput ratio
TICA 0.84 0.77-0.91
e-TICA 0.90 0.83-0.97
e-TICA2 0.94 0.89-0.98

3

Figure 26: Comparison of Fairness ratio of 25 Randm Topologies

Table 20: Results for Fairness Ratio for Random Toplogies

Average Fairness

95 % Confidence

CAA Ratio Interval for Fairness Ratio
e-TICA2 over e-TICA 0.98 0.91-1.06
e-TICA2 over TICA 1.05 0.97-1.13
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Figure 27: Fairness Index for all 3 CAAs for RandomTopologies

Table 21: Results for Jain's Fairness Index for Rathom Topologies

Average Jain's Fairness

95 % Confidence Interval

CAA Index for Jain’s Fairness Index
TICA 0.69 0.66-0.73
e-TICA 0.74 0.70-0.78
e-TICA2 0.72 0.67-0.76
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5.5.2 Controlled Random Topologies

5.5.2.A  Number of LICs
Table 22 shows the number of LICs encountered IBATle-TICA and e-TICA2

for 25 controlled random topologies. The table ¢atiés that among the three CAAs, e-
TICA2 encounters the lowest number of LICs in nrasidom topologies. This affects the

spatial reuse of channels and therefore the nettinoodkighput.

5.5.2.B  Network Throughput
Figure 28, which shows a comparison of the throughgtio (Tz) for the three CAAs,

indicates that e-TICAZ2 is comparable to e-TICA &etter than TICA in most controlled
random topologies.

5.5.2.C Fairnessamong Flows
Figure 29 shows that fairness ratio of e-TICA2 snparable to e-TICA and

better than TICA. The average fairness ratio ofl@A2 over e-TICA is 0.98 with a
standard deviation of 0.19 and the average fairress of e-TICA2 over TICA is 1.05

with a standard deviation of 0.2.
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Table 22: LICs found in 25 Controlled Random Topolgies by TICA, e-TICA and e-

TICA2
Controlled TICA e-TICA e-TICA2
Random Topology
1 3 4 2
2 2 3 1
3 5 6 0
4 3 3 2
5 5 7 4
6 4 4 2
7 2 2 0
8 3 3 1
9 2 1 1
10 6 7 1
11 5 4 1
12 1 1 1
13 5 5 1
14 4 4 0
15 2 5 1
16 1 2 1
17 2 3 0
18 3 2 0
19 5 5 0
20 6 7 4
21 3 4 2
22 7 8 1
23 6 7 2
24 2 3 1
25 2 4 2

Table 23: Results for number of LICs for Controlled Random Topologies

Average number of 95 % Confidence
CAA LICs Interval for number of Lics
TICA 3.56 2.89-4.23
e-TICA 4.16 3.40- 4.92
e-TICA2 1.24 0.82- 1.66
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Figure 28: Comparison of Throughput Ratio of 25 Cotrolled Random Topologies

Table 24: Results for Throughput Ratio for Controlled Random Topologies

Average Throughput 95 % Confidence Interval
CAA Ratio for Throughput ratio
TICA 0.89 0.84-0.93
e-TICA 0.93 0.90- 0.97
e-TICA2 0.94 0.90- 0.98
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Figure 29: Comparison of Fairness ratio of 25 Conwlled Random Topologies

Table 25: Results for Fairness Ratio for ControlledRandom Topologies

Average Fairness

95 % Confidence

CAA Ratio Interval for Fairness Ratio
e-TICA2 over e-TICA 0.93 0.84-1.01
e-TICA2 over TICA 0.97 0.89- 1.05
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Figure 30: Fairness Index for all 3 CAAs for Contrdled Random topologies

Table 26: Results for Jain's Fairness Index for Camolled Random Topologies

Average Jain's Fairness 95 % Confidence Interval
CAA Index for Jain's Fairness Index
TICA 0.78 0.75-0.82
e-TICA 0.82 0.79-0.85
e-TICA2 0.75 0.70-0.81
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5.6 Grid Topology

In this section, an analysis of the results ofdhd topology for all three CAAs
namely TICA, e-TICA and e-TICAZ2, is presented. Bl shows the number of LICs
found by the three CAAs for a grid topology of 36des in an area of 500mx500m.
Table 10 shows the throughput ratio for the grjgbtogy for all three CAAs.

5.6.1 Performance evaluation of TICA

As shown in Table 27 TICA does not encounter angs for the Grid topology.
As shown in Table 28 the throughput ratio of thedGopology using TICA is 1.00
which implies that the throughput achieved by TIfoAthe grid topology is equal to the
maximum achievable throughput for that topology.e Tlairness index of the Grid

topology using TICA is 0.88.

5.6.2 Performance evaluation of e-TICA

As shown in Table 27 e-TICA also does not encouater LICs for the Grid
topology. As shown in Table 28 the throughput ratidghe Grid topology using e-TICA
is 1.00 which implies that the throughput achiebgde-TICA for the grid topology is
eqgual to the maximum achievable throughput for thpblogy. As shown in Table 29 the

fairness index of the Grid topology using e-TICADIS8.

5.6.3 Performance evaluation of e-TICA2

As shown in Table 27 e-TICA2 also does not encouaty LICs for the Grid
topology. As shown in Table 28 the throughput rafiche Grid topology using e-TICA2
is 1 which implies that the throughput achievedbWCA2 for the grid topology is equal
to the maximum achievable throughput for the togpldHowever, as shown in Table 29
the Jain’s fairness index of the Grid topology gseaTICAZ2 is 0.58 which is lower than
the Jain’s fairness index of TICA and e-TICA. A lewfairness index for the grid
topology using e-TICA2, implies that even thoughrfess in medium access has been

achieved since there are no LICs present, per-fimwess suffers since nine traffic
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sources share the link 15-9 and the other thrés liave one source each. This results in
congestion on the link 15-9 hence reducing theflperfairness.

Table 27: Number of LICs found in grid topology

TICA e-TICA e-TICA2
Grid Topology 0 0 0
Table 28: Throughput ratio for the grid topology
TICA e-TICA e-TICA2
Grid Topology 1.00 1.00 1.00

Table 29: Jain’s Fairness Index for grid topology

TICA

e-TICA

e-TICA2

Grid Topology

0.88

0.88

0.58
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5.7 Consolidation of the results:

Table 30, Table 31 and Table 32 consolidate thalteegor all three channel

assignment algorithms.

Table 30: 95% confidence intervals for Number of LCs

Topology _
Random Controlled Random Grid
CAA
TICA 1.79- 2.69 2.89-4.23 0
e-TICA 2.38-3.62 3.40- 4.92
e-TICA2 1.36- 2.08 0.82- 1.66
Table 31: 95% confidence intervals for Throughput Ritio
Topology _
Random Controlled Random Grid
CAA
TICA 0.77-0.91 0.84- 0.93 1.00
e-TICA 0.83-0.97 0.90- 0.97 1.00
e-TICA2 0.89-0.98 0.90- 0.98 1.00
Table 32: 95% confidence intervals for Fairness Rab
Topology .
Random Controlled Random Grid
CAA
e-TICA over TICA 1.02-1.14 1.01-1.11 1
e-TICA2 over e-TICA 0.91-1.06 0.84- 1.01 0.66
e-TICA2 over TICA 0.97-1.13 0.89-1.05 0.66
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Chapter - 6: Conclusion and Future Work

6.1 Conclusions

The enhancements made to TICA are the following:

1. A MORE ACCURATE CHANNEL ASSIGNMENT ALGORITHM : The key

objective during the channel assignment phase IMIRMC WMN is
to eliminate the presence of interfering channelghin the
interference range of nodes. However, due to thaladility of a
limited number of orthogonal channels, this is abways possible.
Hence, a CAA which reduces interference among nadésprovides
maximum spatial reuse is needed. In this thesiantveduced e-TICA
which uses 2-way interference range edge coloringlah e-TICA

provides a more accurate channel assignment sjrateg

. REDUCING INTERFERENCE: We also introduced e-TICA2 to reduce

co-channel interference problems caused by longslin a random
topology. e-TICA2 utilizes an MST rooted at the GWhe shorter
links resulting from MST lead to a small interfecerrange. Replacing
SPT with MST in e-TICA2 leads to a reduction in iecurrence of
LICs, which reduces interference and improves neéwbroughput

without compromising the network fairness.

. REDUCING CONGESTION: e-TICA2 helps in reducing traffic

congestion at the gateway by utilizing the maxinpssible radios of
the GW. This helps in distributing the traffic loachong the four links
of the GW.

6.2 Discussion

e-TICA2 gives a better performance among all th@&®As in terms of
throughput ratio and fairness ratio for random togyp.
e-TICA and TICA give better results among all th@&As in terms of both
throughput ratio and fairness ratio for the grigdiogy.
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The performance of e-TICA2 and e-TICA is compardbtecontrolled random
topologies. This is due to low randomness in cdietliorandom topologies;
there is less difference between the shortest paghand minimum spanning

tree. Thus, the link lengths are almost the same.

6.3 Trade-offs

Since the minimum spanning tree approach repldeefng links of shortest
path tree with shorter ones, it means that the murabhops from each source

to the GW increases. This implies a greater delay.

6.4 Future Work

Since the maximum achievable throughput of a tappls limited by the
number of traffic sources and the number of linksaeating from the
gateway, the use of multiple gateways for everridigion of network traffic
should reduce traffic congestion and is expectecerthance the network
performance.

Position of the gateway plays a vital role in tlefprmance of the algorithm.
If the gateway is centrally placed between the spthee distribution of traffic
will be even which should eventually lead to bettetwork performance.

The free space propagation model and the two-rapggation models have
been used in this thesis. As future work, a mosdigic shadowing model
could be used to verify the effectiveness of tlgoathms.

The formula used for calculating the interfereneeel of a channel could be
modified to reflect the number of times a chanret been used as an LIC.
This would help in mitigating flow starvation incase where the same link
has to contend with two other links. Also, channeded for links emanating
from the gateway and having many traffic sourceshem, should be avoided

as LICs since this causes all the sources on tréitplar link to suffer.
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Appendix-A: SPT for Random Topologies
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Appendix-B: SPT for Controlled Random Topologies
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Appendix-C: MST for Random Topologies
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Appendix-D: MST for Controlled Random Topologies
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Appendix-E: SPT and MST for Grid Topology
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