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Abstract— This paper evaluates the suitability of Backward
Explicit CongestionNotification (BECN) for IP networks. The
BECN mechanismhas previously beenusedin non-IP networks,
but there hasbeenlimited experimental investigation into the ap-
plication of the BECN schemeas congestioncontrol mechanism
in IP networks. In this paper, we consider an enhancedalgo-
rithm for BECN which usesInter net Control MessageProtocol
(ICMP) SourceQuenchesfor backward congestionnotification in
IP networks and undertake comparative performanceevaluation
of RED, ECN and our enhancedBECN mechanismusing both
long-lived TCP bulk transfers and short-lived webtraffic work-
loads. Our resultsshow that for webtraffic workloads, BECN of-
fers only slight impr ovementin transfer delaywhile averagegood-
put for bulk transfers is no worsethan that of ECN. For pathsthat
have a high bandwidth delay product our results show that not
only can BECN offer significant impr ovementin averagegoodput
for bulk transfers over the ECN mechanism,but packet dropsand
transfer delay for short-livedwebtraffic connectionsare alsocom-
paratively reduced. Additional observations show that on such
pathsTCP (NewReno)canoffer higher goodput for bulk transfers
compared to ECN.

Weinvestigatethe overheaddueto SourceQuenchesin a BECN
capablenetwork and find that for scenariosconsidered in this pa-
per it doesnot significantly impact performanceof BECN.

Keywords – Backward Explicit Congestion Notification
(BECN), Explicit CongestionNotification (ECN), Random Early
Detection(RED), goodput, transfer delay.

I . INTRODUCTION

Over the years,the Internethasevolved into a global het-
erogeneousnetwork thatis usedfor mission-criticalandleisure
purposes. Its successfulevolution is in part due to flow and
congestioncontrol mechanismsthat aim to avoid “congestion
collapse”[8]. Senderflow control is achieved with TCP con-
servatively injecting packets into the network basedon feed-
backof the congestionstateof the network. The TCP sender
considerspacket lossasan indicationof congestionandrelies
on threeduplicateacknowledgementsor a retransmissiontime-
out(RTO) to confirmoccurrenceof a loss.Thesenderresponds
to this feedbackby limiting its packetinjectionrateinto thenet-
work.

Recently, RandomEarly Detection(RED) [6] hasbeenrec-
ommended[14] as the active queuemanagementschemefor
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useon theInternet.More recently, Explicit CongestionNotifi-
cation(ECN)wasproposedfor TCP/IPnetworksasameansof
explicitly notifying end-hostsof network congestionby mark-
ing, insteadof droppingpackets[11]. Recentstudiesshow that
REDwith ECN supportgivesdefiniteimprovementin timede-
laysfor interactive traffic overpacketdropschemes[9][19].

In this paper, we examineuseof a Backward Explicit Con-
gestionNotification (BECN) mechanismto inform the sender
of the congestionsituation in the network. This mecha-
nism usesInternetControl MessageProtocol(ICMP) Source
Quenchesfor backwardnotification.TheICMP SourceQuench
(ISQ) messagingwas originally standardizedas the mecha-
nismof choicefor notifying anendhostof network congestion
[1]. However, while themessagingfor ICMP SourceQuenches
(ISQs) was defined,the conditionsfor ISQ generationat the
router and the appropriatereactionat the end host were not
implementedin a standardizedway nor could they be consid-
eredmaturealgorithms. RFC 1812[3] deprecatesgeneration
of ISQ messagesfrom a routerbut specifiesthat a router that
originatesISQsmustbeableto limit therateat which they are
generated.Floyd in [9], givesdueconsiderationto ISQsasa
mechanismfor explicitly notifying theTCPsenderaboutcon-
gestion.However, for anumberof reasonsexplainedin thenext
section,ISQswereconsideredunsuitablefor congestionnotifi-
cation.Nevertheless,we believe thatin particularnetwork sce-
nariosBECN might have an advantageover othercongestion
notificationschemes.

We provide in this papera modificationto anoriginally pro-
posedBECNalgorithm[7], andevaluateperformanceimplica-
tion of usingthe modifiedBECN with FTP bulk transfersand
HTTP-likeworkloads.

Therestof this paperis organizedasfollows: SectionII dis-
cussesthe argumentsin favor and againstuseof the BECN
mechanismfor congestioncontrol. SectionIII gives a brief
overview of previous relatedwork on BECN. SectionIV pro-
videsourmodificationto theoriginalBECNalgorithm.In Sec-
tion V andVI, we describesimulationsetup,testscenariosand
explain theobservedresults.Finally, sectionVII concludesthis
paperandpointsto futurework.

I I . ISSUES WITH USE OF BECN FOR TCP/IP NETWORKS

In this section,we discussissuesthathave beenraisedcon-
cerningtheuseof theBECNmechanismfor congestioncontrol



in TCP/IPnetworks.

A. Concernswith useof BECN

i) Thereis concernthatno standardalgorithmexists for re-
sponseof a TCP sourceto an ISQ nor are the conditionsfor
ISQ generationwell defined.BECN algorithmin [7] addresses
this by definingconditionsfor ISQ generationandTCPsource
response.More detailsaregivenin subsequentsections.

ii) Thereis the issueof how network stability would be af-
fectedwhenBECN ISQ messagesarelost on the reversepath
[10]. We point out that during persistentcongestionthis con-
dition is no worsethanlossof an ECN-EchoACK [11] in the
caseof ECN sinceISQscontinuesto begeneratedirrespective
of whethera previous onewassent. The BECN senderonly
respondsonceperwindow. For very temporalcongestionsitu-
ationsmorework is requiredto evaluatethe impactof lossof
anISQ message.

iii) In [10], the amountof extra reversenetwork traffic gen-
eratedby theBECN ISQ messageswasa concern.This wasa
valid concernthatexistedwith drop-tailbuffer managementas
during timesof congestionlots of ISQsaregenerated.How-
ever in theBECNproposal[7], BECNISQsaregeneratedonly
whenthecomputedREDprobabilityrequiresapacketdropping
or marking. We show in our resultsthat for thescenarioscon-
sideredin this paperthecontribution of ISQsto reversetraffic
in a BECN capablenetwork doesnot significantlyimpactper-
formanceof BECN.

iv) It hasbeenarguedthat BECN is non-genericfor mul-
ticastingas therecan be receiver or senderbasedcongestion
control [10]. However, it hasalsobeenpointedout that with
sender-basedmulticastcongestioncontrol,theBECNfeedback
mechanismis morescalablethanearlierproposalsfor feedback
control in multicastenvironmentssinceit is provided by the
routernot by all therecieversin a multicastsession[12].

v) The issueof ATM’s “beat-down” problemhasalsobeen
raisedwith regardsto IP BECN. It is worth pointing out that
this is really a problemof traffic that passesthroughmultiple
hopsversustraffic thatpassesthroughfewerhops.This issueis
presentevenfor TCPflows in a RED or ECN enablednetwork
andwasdealtwith in [13]. As a result,it is not consideredin
this paper.

The concernswith IP BECN needfurther investigationto
betterunderstandthem. To date,therehasbeenlimited quan-
titative investigationinto theperformanceof IP BECN in com-
parisonwith otherIP Congestioncontrolmechanisms.

B. Benefitsof usingBECN

i) BECN enjoys all the advantagesof ECN over TCP with
RED. This stemsfrom the fact that for bothECN andBECN,
packets are marked probabilisticallyand not dropped. Such
advantagesinclude lower loss rates,reductionin numberof
TCP timeoutsandretransmissions,fastercongestionnotifica-
tion, andlowerpacketdelay.

ii) BECNusesexistingnetwork layersignallinganddoesnot
requirethe useof any transportlayer protocol for congestion
notification. It is thereforeprotocol independentand can be
usedby othertransportprotocolssuchasUDP. Also, theremay
be value in providing a commonmechanismfor notifying all
transportprotocolsaboutcongestion.

iii) BECN provides fastercongestionnotification as com-
paredto theECNmechanism.Thiscouldbeparticularlyuseful
in networkswith largedelaysuchassatellitenetworks.Thereis
aclearneedto investigatethepossibilityof a BECNadvantage
in this scenario.

iv) Finally, theBECNschemeallows thedevelopmentin the
future of multi-level congestionfeedbackschemes.Till now,
this hasnot beenpossiblesinceboth the duplicateACKs and
ECNschemescannotcarrymulti-levelcongestionfeedbackno-
tification. However, with useof ISQsthereis possibilityof such
amechanism.

I I I . RELATED WORK

The ISQ messageformat was originally definedin [1]. In
[2] it is documentedthata disadvantageof theISQ mechanism
is that its detailsarediscretionarystatingthat it is impossible
for the end-systemuser to be sureabout the conditionsun-
der which the ISQ was generated.RFC 896 [4] discussesin
generaltermsapproachesfor generatingISQsandreactingto
them. Among the approachesis onethat considersgenerating
ISQs adaptively beforethe queueis full. RFC 1016 [5] de-
scribedSourceQuenchIntroducedDelay(SQuID)whereISQs
wereto begeneratedbasedon thresholdlevelsof thephysical
queuein therouter. Packetsareclockedby thesenderbasedon
inter-arrival timesadjustedin responseto the ISQ arrival rate.
More recently, [15] exploredthe the useof SourceQuenches
for controllingunresponsivesourcesthatinject morethantheir
fair sharebandwidthinto thenetwork.

Therehasalsobeenproposalsfor usingBECN within ATM
networks [16]. In [17] it wasaffirmed that thoughthe indis-
criminateuseof BECN cancauseproblemsin ATM networks,
BECN mayhelpreducethefeedbacktime for pathswith large
delays.

The proposalfor BECN in IP networks [7] providedguide-
lines for generatingISQsandrespondingto themin a TCP/IP
network. According to [7], a BECN TCP senderrespondsto
ISQ congestionnotification by halving its TCP window. We
observedthatwith thisproposaltheBECNsenderalsostartsin-
creasingits window uponreceiptof thenext ACK aftera win-
dow reduction. The immediatereactionof increasingrate of
injecting packetsinto the network makesthe proposedBECN
algorithmundulyaggressive. We suggesta modificationto the
BECNalgorithmandevaluateits performance.

IV. ENHANCED BECN ALGORITHM

In this section,we describeour improvedBECN algorithm
explaining the guidelinesfor the behavior of all hosts in a
BECN-capableTCP/IPnetwork.



A. Behaviorof a BECN-capablerouter.

If (arriving packetcausestheaveragequeuesizeto go above
maximumREDthreshold)�

checkIP headerof packetanddropthepacket just likean
ECN packet;
if (ECT1 bit wasmarkedin theIP header)�

sendanISQdueto a droppedpacketbackto thesource;�
�

elseif (arriving packetcausesaveragequeueto go between
minimumandmaximumREDthresholds)

�

if (REDruleschoosesthispacket for markingandECTbit
is set)andif (packet is not alreadymarked)�

markthepacket (CE2 bit) andsendanISQ dueto a
markedpacketbackto thesource;�

elseif (REDchoosesthispacketandECTbit is not set)
dropthepacket;�

B. Behaviorof BECN-capableTCPendhosts

BECN TCPendhostsdo not needinitial end-to-endnegoti-
tiationsto establishBECNcapabilityastheTCPreceiver is not
involved in the congestionnotificationmechanism.The TCP
senderonreceiptof anISQdueto amarkedpacketsetsits con-
gestionwindow andssthreshto one-halfof currentcongestion
window andwaits a full roundtrip time (RTT) beforeit starts
increasingthewindow. An ISQdueto adroppedpacketcauses
thesenderto setits congestionwindow andssthreshto one-half
of currentcongestionwindow andfollows theTCPcongestion
controlalgorithmthereafter. Thesenderdoesnot reactto ISQs
morethanonceperRTT.

Our suggestedalgorithm introducessomemodificationsto
the original BECN algorithm [7]. It ensuresthat the BECN
senderis notundulyaggressiveby creatingadelayof oneRTT
beforesenderstartsto increaseits congestionwindow after a
window reduction.This givesthenetwork time to alleviatethe
stateof congestionbeforepacket injectionrateis increased.

The modified algorithm requiresthe useof a single bit to
differentiatebetweenan ISQ due to a marked packet and an
ISQ dueto a droppedpacket. An ISQ dueto a markedpacket
would have this bit setsothat thesenderdetectsit shouldwait
a full RTT beforeincreasingits window accordingto theTCP
algorithm. Whenthe bit is unset,the senderassumesthe ISQ
wasgenerateddue to a droppedpacket. It halves its conges-
tion window andstartsincreasingthewindow accordingto the
TCPalgorithmsimilar to ECN. Theadvantagefor BECN here

�
TheECN-CapableTransport(ECT) bit is setin theIP headerof anECN or

BECN IP packet [11] for identificationat therouter.�
TheCongestionExperienced(CE) bit is setin the IP headerof anECN or

BECN IP packet [11] asanindicationof congestion.
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Fig. 1. Network Topology

is early notificationof packet dropssinceit doesnot wait for
duplicateacknowledgementsbeforerespondingto congestion.

We proposetheuseof a singlebit in the32 bit unusedfield
in theICMP sourcequenchpacketheaderfor theISQ differen-
tiation. A bit within thefifth octetof theheadercanbeused.

V. SIMULATION SETUP

Studyandcomparativeevaluationof themodifiedBECNand
ECN mechanismsis doneusing the Network Simulator (ver
2.1b8a)[21]. In thissection,wedescribethenetwork scenarios,
simulationparametersandperformancemetricsusedin evalu-
atingthealgorithms.

A. SimulationTopology

Fig. 1 illustratesa single bottlenecktopology that we use
in most of our simulations. The bottleneckbandwidth is
10Mbpswith apropagationdelayof 40ms.All otherlinks have
100Mbpscapacitywith 2mspropagationdelay. Link capacities
of 10Mbpsand100Mbpsarecommonin LocalAreaNetworks
while thelink propagationdelayswerechosento ensurethatthe
bandwidthdelayproductpermittedtherangeof network load-
ing usedin our experiments.NodesFc(1)..Fc(n)serve asFTP
clientswith nodesFs(1)..Fs(n)ascorrespondingFTP servers.
HostsWc(1)..Wc(m)serve asweb clientswith corresponding
Ws(1)..Ws(m)hostsservingweb servers. Traffic flow is from
serversto clients.

B. Queueparameters

RED queuemanagementwasusedin all simulationswith or
without supportfor ECN or BECN. We follow guidelinesby
Floyd [6] in settingthe RED parametersas follows: minth =
15KB, maxth= 3*minth, buffer size= 2*maxth, maxp= 0.1,wq
= 0.002.We usebyte-baseddroppingfor RED.

C. Traffic sources

In ourexperimentstwo typesof traffic sourceswereused:



1) Long-livedTCPtraffic sources: FTPtraffic modelin the
Network Simulator(NS) is usedwith aninfinite amountof data
to send.TCPtypeis NewRenowith a datapacket sizeof 1000
bytesandACK packet sizeof 40 bytes. The TCP clock gran-
ularity is setto 100ms.Thougha numberof oldersystemsuse
500msasTCPclock granularity, mostcurrentsystemshaveno
problemcopingwith 100ms. The maximumTCP congestion
window wassetto 100KB to ensurethatin all experimentsthe
TCP transferswere in the order of the bottleneckbandwidth
delayproductof the link. DelayedACKs arenot usedin the
experiments.

2) Short-livedweb-traffic sources: Hereweusethebuilt-in
web-traffic modelin NSwith parametersin Table1.

TABLE I
WEB TRAFFIC PARAMETERS

Parametervalue Distribution Mean Shape
Intersessiontime Exponential 0.5s -
Sessionsize Constant 10pages -
Inter-pagetime ParetoII 10s 2
Pagesize ParetoII 3 objects 1.5
Inter-objecttime ParetoII 0.1s 1.5
Objectsize ParetoII 12packets 1.2
Numberof sessions Constant 1000 -

Theintersessiontime,numberof sessions,sessionsizes,and
inter-object time were chosento ensurethat several sessions
wereactivethroughoutsimulationtime,while otherparameters
werechosenbasedon recommendationsin [18].

D. PerformanceMetrics

We usethefollowing performancemetricsfor evaluation:
1) Goodputfor a TCPflow: computedbasedonthenumber

of datapacketsreceivedby thereceiver. Thenumberof ACKs
received by the senderwithin simulationtime is usedfor the
computation.

2) Averagegoodput: For a numberof TCPflows this is the
averageof their individualgoodputs.

3) Web objecttransferdelay: For a transferedwebobject,
this is theinterval betweenthetime a webclient makesanini-
tial request(GET message)andthetime theserver receivesthe
ACK to thelastdatapacketfor theobjectrequestedbyclient. In
the NS webtraffic model,sincethe TCP three-way handshake
is not implemented,computingtheobjecttransfertimerequires
identificationof thetwo seperateflow pairsusedin NS to rep-
resenttheGETflow andthedatatransferflow.

4) Percentage loss: Measuresthe ratio of the numberof
packetsdroppedat the bottlenecklink to the total numberof
packetsinjectedinto thebottlenecklink for a particularflow or
setof flows.

VI . EXPERIMENTS AND RESULTS

In this section, we describefive setsof experimentsand
presentexplanationsfor the observed behavior of the algo-
rithms (RED, ECN andthe modifiedBECN). All simulations

5 10 15 20 25 30 35 40
0

5

10

15

20

25

30

35

40

45

Total number of FTP flows

G
a

in
 in

 g
o

o
d

p
u

t(
%

)

ECN gain over plain TCP
BECN gain over plain TCP

Fig. 2. Goodputgainover TCP

5 10 15 20 25 30 35 40
0

1

2

3

4

5

6

Total number of FTP flows

L
o

ss
(%

) 
a

n
d

 L
o

ss
(%

)*
1

0

Plain TCP competing with ECN
Plain TCP competing with BECN
ECN
BECN

Loss(%)

Loss(%) *10

Fig. 3. Percentageloss

10 15 20 25 30 35 40 45
100

200

300

400

500

600

700

800

Number of FTP flows

A
ve

ra
g
e
 g

o
o
d
p
u
t 
(k

b
/s

)

Plain TCP
ECN
BECN

Fig. 4. Goodput- Homogeneousflows

10 15 20 25 30 35 40 45
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

Number of FTP flows

L
o
ss

(%
)

Plain TCP
ECN
BECN

Fig. 5. Loss- Homogeneousflows

arerun for 500sanddatafor resultswerecollectedaftera pe-
riod of 100sto avoid biasdue to initial conditions. For each
of thealgorithms,thesameseedwasusedin all randomnum-
bergeneratorsto ensureall algorithmsaretestedbasedonsame
inputvariables.

A. Competinglong-lived BECN/ECNflows with plain TCP
flows- [Fig. 2 andFig. 3]

This experimentcapturesthe scenariowheresomeInternet
usersdecideto useeithertheBECNor ECNalgorithmfor con-
gestioncontrol in a InternetwhereRED is widely deployed.
We describeflows as“plain TCP” if the are treatedbasedon
pureRED algorithmat the routers.ECN andBECN flows are
treatedbasedon theECN andenhancedBECN algorithmsre-
spectively. In this experiment,a numberof either BECN or
ECN FTP flows competewith an equalnumberof plain TCP
FTPflows. The total numberof competingflows is variedus-
ing 8, 12,16,18,20,26,30,36 and40flows(i.e. n = 8, 12,16,
18, 20, 26, 30, 36, 40 in section5A), to observe performance
underdifferentlevelsof congestion.Thestarttimefor all flows
is a randomvariableuniformly distributedbetween0s and5s.
Fig. 2 showsthemeasuredgainin goodputfor BECNandECN
overplainTCPflows.

Fig. 2 shows that the BECN algorithm offers upto 43%
gainin averagegoodputunderhigh congestionoverplain TCP
flows. Recall that unlike plain TCP packets,the BECN pack-
etsarenot droppedprobabilisticallybut marked. As conges-
tion increasesplain TCP flows experiencemorepacket drops
while the BECN flows continueto sendpacketssuccessfully
acrossthe network. Underhigh congestionwhile BECN suf-
fers a 0.07% packet loss, plain TCP flows suffer 5.21%loss



(Fig. 3) - thus,highergoodputfor BECN. For samereasons,
ECN offers upto 31.5%gain in averagegoodputduring high
congestionwith alossof 0.18%.BECNthereforeoffersgreater
gain over plain TCP during high congestionas it suffers less
lossesdueto earlynotificationcomparedto ECN.

However, duringvery low congestionwe observe thatECN
offershighergainoverplainTCPcomparedto BECN.Therea-
son is that during low congestion,the droppingandmarking
probability is small, thereforeplain TCP flows not only expe-
riencelessdropsbut alsodo not respondto packet dropnotifi-
cationearlysincethey haveto wait for duplicateacknowledge-
ments.Ontheotherhand,BECNsendersarequenchedquickly
and this reducestheir averagegoodput in this case. ECN
sendersin this scenarioarealsoquenchedbut not asearly as
theBECN senderssincethey have to wait morethanhalf RTT
beforerespondingto congestionnotificationdue to a marked
packet. The advantageof BECN’s early notification become
moreobviousunderhighercongestionasexplainedabove.

B. Homogeneouslong-livedflows- [Fig. 4 - Fig. 8]

In this experiment,we call the flows “homogeneous”asall
flows in a particularexperimentareeitherplain TCP, ECN ca-
pableor BECN capable.Threesetsof simulationsaredonein
the experiment. In eachsimulation,FTP flows are either all
plain TCP, all ECN-capableor all BECN-capable.The FTP
flows start randomlywithin the initial 5s of simulation. The
numberof FTPconnectionsis variedusing10, 15, 25, 30, 35,
40, and 45 flows (i.e. n = 10, 15, 25, 30, 35, 40, 45; m =
0 in section5A). Averagegoodputfor the TCP flows is com-
puted. Fig. 4 - Fig. 8 summarizesthe observed results. We
noted that thoughplain TCP homogeneousflows experience
higherlosses- 4.6%(Fig. 5), their averagequeuesize(31392
bytes)remainslessthanthat of BECN (39247bytes)or ECN
(40034bytes)underhigh congestion(45 backgroundflows).
This is becausearriving plain TCPpacketsaredroppedproba-
bilistically not markedaswith BECN andECN packets.How-
ever, theplain TCPflows achieve between97.44%and99.7%
utilization on the bottlenecklink (Fig. 6), and their average
goodputremaincomparableto thatof homogeneousBECNand
ECN flows (Fig. 4). This is duenot only to the improvedTCP
NewRenofast recovery mechanismwhich ensuresthat when
multiple packetsare lost from a single window of data,TCP
canrecoverwithout a retransmissiontimeout[20], but alsobe-
causeall flows in individual setsof simulationsaresametype
andthereforeequallycompetingfor availablebandwidth.

However, we observe that dueto earliernotificationBECN
flows have lower averageand instantaneousqueuesize with
15 backgroundflows (Fig. 7 and Fig. 8) comparedto ECN
flows. In this case,even thoughpacketsare not droppedfor
eitherBECN or ECN flows (Fig. 5), the BECN flows achieve
higher bottlenecklink utilization (Fig. 6) sincethe probabil-
ity of quenchingBECN flows dueto markedpackets(which is
proportionalto averagequeuesize) is lessthan that of ECN.
With higher congestion(45 backgroundflows), BECN flows
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suffer slightly lowerlosses- 0.99%comparedto theECNflows
- 1.19%(Fig. 5).

C. Short-livedwebtransfers - [Fig. 9 - Fig. 12]

This testcaseassessesthe performanceof BECN andECN
with short-lived web-traffic workloads. In this experiment,
thereareeither10 BECN or ECN capablewebserversand10
BECNor ECNcapablewebclients,while homogeneousBECN
or ECN backgroundFTP connectionsarevariedusing5, 10,
15, 20, 25, 30, and35 flows (i.e. n = 5, 10, 15, 20, 25, 30, and
35; m = 10 in section5A), to establishdifferentlevelsof con-
gestion.The FTP flows startrandomlywithin the initial 5s of
simulationwhile theweb-traffic connectionsstartafter50s.We
recordthe averageobject transferdelayfor the web transfers.
Fig. 9 - Fig. 12 show the observedresults.Fig. 10 shows that
the burstinessof the web-traffic workloadscausespacket loss
for both BECN and ECN connectionsespeciallyduring high
congestion.Contributorsto transferdelayFig. 9 includequeue
size(delay),packet sendingrate,andpacket losswhich leads
to TCP timeoutandretransmission.Fig. 11 andFig. 12 show
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thatthequeuesizefor BECNis slightly lower thanthatof ECN
with 15backgroundFTPflows. For short-livedconnections,the
BECNadvantageof earlynotificationwouldbeenjoyedonly if
the BECN ISQ reachesthe senderwhile therearestill a good
numberof outstandingpacketsto be sent. The occurrenceof
suchasituationclearlydependsontheall thefactorsthatdeter-
minethenetwork conditionat thatparticulartime. We observe
thatwhile ECN suffers5.09%losswith 35 backgroundflows,
BECN suffers 3.76%loss (Fig. 10). BECN also offers upto
8.1%reductionin theaveragewebobjecttransfertime(with 10
backgroundflows)comparedto ECN (Fig. 9).

D. Large round-triptimes(RTT)- [Fig. 13 - Fig. 22]

In this section,theexperimentsin section6B andsection6C
arerepeatedusingplain TCP, ECN andBECN testflows with
propagationdelayon the bottlenecklink increasedto 250ms.
Roundtrip delaysof 500msare commonwith geostationary
satellitelinks. Fig. 13 - Fig. 22 summarizesthe observed re-
sults.
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Fig. 17. 45 ECNFTP(largeRTT)
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Fig. 18. 45 BECN FTP(largeRTT)
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Fig. 21. 25 ECN FTP+ web(RTT)

For experimentswith only homogeneouslong-lived flows,
we observe thatdueto early notification,the BECN flows are
ableto maintaintheir queuesizebelow maximumREDthresh-
old (Fig. 18), resultingin a0%packet losswith 45background
flows(Fig.14). TheECNflowswait morethanhalf RTT before
respondingto congestionthuswe observe that their queuesize
occassionallyexceedsthemaximumthreshold(Fig. 17) result-
ing in 0.77%loss(Fig. 14). In this scenario,the BECN algo-
rithm thereforeoffers betternetwork utilization (Fig. 15) and
20% gain in averagegoodputover ECN (Fig. 13) underhigh
congestion(45 backgroundflows). Recallthatpacket marking
probability is proportionalto averagequeuesize and halving
thecongestionwindow reducespacket injectionratewhich di-
rectlyaffectsutilizationof thebottlenecklink. Wealsoobserve
in thisscenariothatplainTCPNewRenoflowshaveloweraver-
ageandinstantaneousqueuescomparedto ECN flows (Fig. 16
and Fig. 17) and achieve higher utilization on the bottleneck
link (Fig. 15). Thoughplain TCP flows experienceslightly
greaterpacket drops- only 0.86%(Fig. 14), they achieve av-
eragegoodput6.6% higher than that of ECN flows (Fig. 13)
with 45 backgroundflows. In addition to the higher proba-
bility of quenchingthe ECN flows due to higher queuesize,
theTCPflowsenjoy theNewRenofastrecoveryadvantageand
evenhaveasmallprobabilityof experiencingpacketdropsdue
to their lowerqueuesize(Fig. 16).

For experimentswith short-livedweb transfers,we observe
that for samereasonsas explainedabove the averagequeue
for BECN is lessthanthat of ECN with 25 backgroundflows
(Fig. 21 and Fig. 22) and BECN flows suffer packet losses
88.3%lessthan ECN flows (Fig. 20). The BECN algorithm
in this caseoffersanaveragetransferdelay6.4%lessthanthat
of ECNwith 25 backgroundflows (Fig. 19).
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E. ISQreversetraffic analysis- [Fig. 23]

In this section,theexperimentsin section6B with only ho-
mogeneousFTPflowsarerepeatedusing40mspropagationde-
lay on the bottlenecklink. The experimentsarere-donewith
propagationdelayon the bottlenecklink increasedto 250ms.
Theratioof thenumberof ISQsgeneratedto thetotalnumberof
packetsreceivedin the reversedirectionof traffic is computed
in eachcase.Fig.23showsthatwith 40msbottlenecklink prop-
agationdelaytheratioof numberof ISQsgeneratedunderhigh
congestionis only 5.4%of total numberof packetsin reverse
direction.ICMP sourcequenchpacketsare56 bytesin size(in-
cluding the IP header)for IPV4 andwould thereforeconsume
even lesspercentageof reversebandwidthcomparedto much
larger TCP packetsin a real life network. Fig. 23 alsoshows
that with larger roundtrip time the computedratio of number
of generatedISQsunderhigh congestionis much less- only
0.64%. This is becausewith an increasein bandwidthdelay
product,the bottleneckutilization andaveragequeuesize re-
duces,andthisdirectly impactsprobabilityof markingpackets.
Ournetwork topologyis by nomeanrepresentativeof theInter-
netandsofurtherwork with morerealisticnetwork scenariosis
requiredto betterunderstandthe impactof ISQ reversetraffic
on BECNperformance.

VI I . CONCLUSION AND FUTURE WORK

We have suggestedmodificationsto a proposedBECN al-
gorithm for IP [7] andusedsimulationsto explore the perfor-
manceof our modified BECN algorithm. The resultsin this
papersuggestthat the BECN mechanisnfor congestioncon-
trol in TCP/IPnetworks canoffer comparableperformanceto
thatof theECN mechanismfor bothlong-livedandshort-lived
TCP transactions.On links that have a high bandwidthdelay
product,BECN canoffer improved performancecomparedto
theECNmechanismin termsof averagegoodputfor long-lived
traffic andpacket loss,transferdelayfor short-livedworkloads.

Therefore,weconcludethattheBECNmechanisnis aviable
schemefor congestioncontrol in TCP/IPnetworksandcanbe
usedto offer improvedquality of serviceon links with a high
bandwidthdelayproduct.

For futurework,weareinterestedin furtherexamingtheper-
formanceof our modified BECN in the presenceof multiple
congestedgatewaysandtwo-way bulk TCP transfers.We are

alsointerestedin evaluatingmultiple-level BECN(MECN) un-
deravarietyof scenariosandworkloads.Investigatingamech-
anismthat combinesboth the ECN andBECN mechanismto
givea morerobustschemefor congestioncontrol is alsounder
consideration.
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