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Abstract— This paper evaluates the suitability of Backward
Explicit Congestion Notification (BECN) for IP networks. The
BECN mechanismhas previously beenusedin non-IP networks,
but there hasbeenlimited experimental investigationinto the ap-
plication of the BECN schemeas congestioncontrol mechanism
in IP networks. In this paper, we consider an enhancedalgo-
rithm for BECN which usesinternet Control MessageProtocol
(ICMP) Source Quenchesfor backward congestionnotification in
IP networks and undertake comparative performance evaluation
of RED, ECN and our enhancedBECN mechanismusing both
long-lived TCP bulk transfers and short-lived webtraffic work-
loads. Our resultsshow that for webtraffic workloads, BECN of-
fers only slight impr ovementin transfer delay while averagegood-
put for bulk transfersis noworsethan that of ECN. For pathsthat
have a high bandwidth delay product our results shov that not
only can BECN offer significant impr ovementin averagegoodput
for bulk transfers over the ECN mechanism,but packetdropsand
transfer delayfor short-lived webtraffic connectionsare alsocom-
paratively reduced. Additional obsewations show that on such
paths TCP (NewReno)can offer higher goodputfor bulk transfers
comparedto ECN.

Weinvestigatethe overheaddueto SourceQuenchesn aBECN
capablenetwork and find that for scenariosconsidered in this pa-
per it doesnot significantly impact performanceof BECN.

Keywords — Backward Explicit Congestion Noatification
(BECN), Explicit CongestionNotification (ECN), Random Early
Detection(RED), goodput, transfer delay.

|. INTRODUCTION

Over the years,the Internethasevolved into a global het-
erogeneousetwork thatis usedfor mission-criticalandleisure
purposes. Its successfukvolution is in part due to flow and
congestioncontrol mechanismshat aim to avoid “congestion
collapse”[8]. Sendeiflow controlis achiezed with TCP con-
senatively injecting pacletsinto the network basedon feed-
backof the congestiorstateof the network. The TCP sender
considergacletlossasanindicationof congestiorandrelies
onthreeduplicateacknavledgement®r aretransmissiotime-
out(RTO) to confirmoccurrencef aloss. Thesenderesponds
to thisfeedbaclby limiting its pacletinjectionrateinto thenet-
work.

Recently RandomEarly Detection(RED) [6] hasbeenrec-
ommended14] asthe active queuemanagemenschemefor

This researctwasfundedby grantsfrom Communicationsnd Information
TechnologyOntario (CITO) and Mathematicf Information Technologyand
Complex SystemgMITACS).

Nabil SeddighBiswajit Nandy
Tropic Networks
Kanata,ON, Canada
nseddighbnandy@tropicnetarks.com

useon the Internet. More recently Explicit CongestiorNotifi-
cation(ECN)wasproposedor TCP/IPnetworksasa meanof
explicitly notifying end-hostf network congestiorby mark-
ing, insteadof droppingpaclets[11]. Recentstudiesshav that
RED with ECN supportgivesdefiniteimprovementn time de-
laysfor interactve traffic over pacletdropscheme$9][19].

In this paper we examineuseof a Backward Explicit Con-
gestionNotification (BECN) mechanisnto inform the sender
of the congestionsituation in the network. This mecha-
nism usesinternetControl MessageProtocol (ICMP) Source
Quenchesor backwardnotification. TheICMP SourceQuench
(ISQ) messagingwas originally standardizedas the mecha-
nismof choicefor notifying anendhostof network congestion
[1]. However, while themessagindor ICMP SourceQuenches
(ISQs) was defined,the conditionsfor ISQ generationat the
router and the appropriatereactionat the end host were not
implementedn a standardizedvay nor could they be consid-
eredmaturealgorithms. RFC 1812 [3] deprecategeneration
of ISQ messagefrom a router but specifiesthat a routerthat
originates SQsmustbeableto limit therateat which they are
generated.Floyd in [9], givesdue consideratiorto ISQsasa
mechanisnfor explicitly notifying the TCP senderaboutcon-
gestion.However, for anumberof reasongxplainedin thenext
section,|SQswereconsideredinsuitablefor congestiomotifi-
cation.Neverthelessye believe thatin particularnetwork sce-
nariosBECN might have an advantageover other congestion
notificationschemes.

We provide in this papera modificationto anoriginally pro-
posedBECN algorithm[7], andevaluateperformancemplica-
tion of usingthe modifiedBECN with FTP bulk transfersand
HTTP-like workloads.

Therestof this paperis organizedasfollows: Sectionll dis-
cusseghe amgumentsin favor and againstuse of the BECN
mechanismfor congestioncontrol. Sectionlll givesa brief
overview of previous relatedwork on BECN. SectionlV pro-
videsour modificationto the original BECN algorithm.In Sec-
tion V andVI, we describesimulationsetup testscenariosand
explaintheobsenedresults.Finally, sectionVIl concludeghis
paperandpointsto futurework.

Il. ISSUESWITH USE OF BECN FOR TCP/IP NETWORKS

In this section,we discussssueshat have beenraisedcon-
cerningtheuseof the BECN mechanisnfor congestiorcontrol



in TCP/IPnetworks.

A. Concernswith useof BECN

i) Thereis concernthatno standardalgorithmexists for re-
sponseof a TCP sourceto an ISQ nor are the conditionsfor
ISQ generatiorwell defined.BECN algorithmin [7] addresses
this by definingconditionsfor ISQ generatiorand TCP source
responseMore detailsaregivenin subsequergections.

i) Thereis theissueof how network stability would be af-
fectedwhenBECN ISQ messagearelost on the reversepath
[10]. We point out that during persistentongestiorthis con-
dition is no worsethanlossof an ECN-EchoACK [11] in the
caseof ECN sincelSQscontinuesto be generatedrrespectve
of whethera previous one was sent. The BECN senderonly
respond®nceperwindow. For very temporalcongestiorsitu-
ationsmorework is requiredto evaluatethe impactof loss of
anlSQ message.

iii) In [10], the amountof extra reversenetwork traffic gen-
eratedby the BECN ISQ messagewasa concern.This wasa
valid concernthatexistedwith drop-tail buffer managemenrds
during times of congestiorlots of ISQs are generated.How-
everin theBECN proposal7], BECN ISQsaregenerateanly
whenthecomputedRED probabilityrequiresapacletdropping
or marking. We show in our resultsthatfor the scenariocon-
sideredin this paperthe contribution of ISQsto reversetraffic
in a BECN capablenetwork doesnot significantlyimpactper
formanceof BECN.

iv) It hasbeenarguedthat BECN is non-genericfor mul-
ticastingas there can be recever or senderbasedcongestion
control [10]. However, it hasalsobeenpointedout that with
sendetbasednulticastcongestiorcontrol,the BECN feedback
mechanisnis morescalableghanearlierproposaldor feedback
control in multicastenvironmentssinceit is provided by the
routernot by all therecieversin a multicastsessiorj12].

V) Theissueof ATM’s “beat-dawn” problemhasalsobeen
raisedwith regardsto IP BECN. It is worth pointing out that
this is really a problemof traffic that passeshroughmultiple
hopsversudraffic thatpasseshroughfewer hops.Thisissueis
presenevenfor TCPflowsin a RED or ECN enabledchetwork
andwasdealtwith in [13]. As aresult,it is not consideredn
this paper

The concernswith I[P BECN needfurther investigationto
betterunderstandhem. To date,therehasbeenlimited quan-
titative investigationinto the performancef IP BECN in com-
parisonwith otherlP Congestiorcontrolmechanisms.

B. Benefitoof usingBECN

i) BECN enjoys all the advantageof ECN over TCP with
RED. This stemsfrom the fact that for both ECN andBECN,
paclets are marked probabilistically and not dropped. Such
adwantagesinclude lower loss rates, reductionin number of
TCP timeoutsand retransmissionsiastercongestiomotifica-
tion, andlower pacletdelay

if) BECN usesxisting network layersignallinganddoesnot
requirethe useof ary transportlayer protocol for congestion
notification. It is thereforeprotocolindependentind can be
usedby othertransporprotocolssuchasUDP. Also, theremay
be valuein providing a commonmechanisnfor notifying all
transportprotocolsaboutcongestion.

iiiy BECN provides fastercongestionnotification as com-
paredto theECN mechanismThis couldbe particularlyuseful
in networkswith largedelaysuchassatellitenetworks. Thereis
aclearneedto investigatehe possibilityof a BECN advantage
in this scenario.

iv) Finally, the BECN schemaeallows thedevelopmenin the
future of multi-level congestiorfeedbackschemes.Till now,
this hasnot beenpossiblesinceboth the duplicateACKs and
ECNschemesannotcarrymulti-level congestiorieedbacko-
tification. However, with useof ISQsthereis possibilityof such
amechanism.

I11. RELATED WORK

The ISQ messagdormat was originally definedin [1]. In
[2] it is documentedhata disadwantageof the ISQ mechanism
is thatits detailsare discretionarystatingthatit is impossible
for the end-systenuserto be sure aboutthe conditionsun-
der which the ISQ was generated.RFC 896 [4] discussesn
generaltermsapproachesor generatingSQs and reactingto
them. Among the approachess onethat considersgenerating
ISQs adaptvely beforethe queueis full. RFC 1016 [5] de-
scribedSourceQuenchintroducedDelay (SQuID)wherelSQs
wereto be generatedasedon thresholdlevels of the physical
gueuein therouter Packetsareclockedby the sendeibasecbn
inter-arrival timesadjustedn responseo the ISQ arrival rate.
More recently [15] exploredthe the useof SourceQuenches
for controllingunresponsie sourceghatinject morethantheir
fair sharebandwidthinto the network.

Therehasalsobeenproposaldor usingBECN within ATM
networks [16]. In [17] it was affirmed that thoughthe indis-
criminateuseof BECN cancauseproblemsin ATM networks,
BECN may help reducethe feedbackime for pathswith large
delays.

The proposalfor BECN in IP networks[7] provided guide-
linesfor generatingSQsandrespondingo themin a TCP/IP
network. Accordingto [7], a BECN TCP sendemrespondgo
ISQ congestiomoatification by halving its TCP window. We
obsenedthatwith this proposathe BECN sendegrlsostartsin-
creasingts window uponreceiptof the next ACK afterawin-
dow reduction. The immediatereactionof increasingrate of
injecting pacletsinto the network makesthe proposedBECN
algorithmunduly aggressie. We suggest modificationto the
BECN algorithmandevaluateits performance.

IV. ENHANCED BECN ALGORITHM
In this section,we describeour improved BECN algorithm
explaining the guidelinesfor the behaior of all hostsin a
BECN-capablerCP/IPnetwork.



A. Behaviorof a BECN-capableoutet

If (arriving padet causesheaverage queuesizeto go above
maximumREDthreshold)

checklP headeof packetanddropthe pacletjustlike an
ECN paclet;
if (ECT! bit wasmarkedin the|P header)

sendan|SQ dueto adroppedpacketbackto the source;

} elseif (arriving padet causesaverage queueto go between
minimumand maximunmREDthresholds]
if (REDruleschooseghis padketfor markingand ECT bit
is set)andif (padketis notalreadymarked)

markthe paclet (CE? bit) andsendan1SQ dueto a
marked paclet backto the source;

elseif (REDchooseghis padetand ECT bit is not set)
dropthepaclet;

B. Behaviorof BECN-capablerCPendhosts

BECN TCP endhostsdo not needinitial end-to-enchegoti-
tiationsto establisl BECN capabilityasthe TCPreceveris not
involvedin the congestiomotification mechanism.The TCP
sendeonreceiptof anISQ dueto amarkedpacletsetsits con-
gestionwindow andsstheshto one-halfof currentcongestion
window andwaits a full roundtriptime (RTT) beforeit starts
increasinghewindow. An 1ISQ dueto adroppedpacletcauses
thesendeto setits congestiorwindow andsstheeshto one-half
of currentcongestiorwindow andfollows the TCP congestion
controlalgorithmthereafter The senderdoesnot reactto ISQs
morethanonceperRTT.

Our suggestedalgorithm introducessome modificationsto
the original BECN algorithm[7]. It ensureghat the BECN
sendeiis notundulyaggressie by creatingadelayof oneRTT
beforesenderstartsto increasets congestiorwindow after a
window reduction.This givesthe network time to alleviate the
stateof congestiorbeforepacletinjectionrateis increased.

The modified algorithm requiresthe use of a single bit to
differentiatebetweenan 1ISQ dueto a marked paclet and an
ISQ dueto a droppedpaclket. An ISQ dueto a marked paclet
would have this bit setsothatthe senderdetectst shouldwait
afull RTT beforeincreasindts window accordingto the TCP
algorithm. Whenthe bit is unset,the senderassumeshe ISQ
was generatedlueto a droppedpaclet. It halvesits conges-
tion window andstartsincreasinghe window accordingto the
TCP algorithmsimilar to ECN. The advantagefor BECN here

1The ECN-Capabléranspor{ECT) bit is setin the P headerf anECN or
BECN IP paclet[11] for identificationat therouter

2The CongestiorExperiencedCE) bit is setin the IP headernf an ECN or
BECN IP paclet [11] asanindicationof congestion.
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is early notification of packet dropssinceit doesnot wait for
duplicateacknavledgementseforerespondingo congestion.
We proposethe useof a singlebit in the 32 bit unusedield
in the ICMP sourcequenchpacletheadeffor theISQ differen-
tiation. A bit within thefifth octetof theheadeicanbeused.

V. SIMULATION SETUP

Studyandcomparatie evaluationof themodifiedBECN and
ECN mechanismss done using the Network Simulator (ver
2.1b8a)21]. In thissectionwe describehenetwork scenarios,
simulationparametersind performancemetricsusedin evalu-
atingthealgorithms.

A. SimulationTopology

Fig. 1 illustratesa single bottlenecktopology that we use
in most of our simulations. The bottleneck bandwidth is
10Mbpswith a propagatiordelayof 40ms.All otherlinks have
100Mbpscapacitywith 2mspropagatiordelay Link capacities
of 10Mbpsand100Mbpsarecommonin Local AreaNetworks
while thelink propagatiordelayswerechoserto ensurehatthe
bandwidthdelay productpermittedthe rangeof network load-
ing usedin our experiments.NodesFc(1)..Fc(n)sene asFTP
clientswith nodesFs(1)..Fs(n)as corresponding=TP seners.
HostsWc(1)..Wc(m)sene asweb clientswith corresponding
Ws(1)..Ws(m)hostsservingweb seners. Traffic flow is from
senersto clients.

B. Queueparametes

RED queuemanagementvasusedin all simulationswith or
without supportfor ECN or BECN. We follow guidelinesby
Floyd [6] in settingthe RED parameterss follows: minth =
15KB, maxth= 3*minth, buffer size= 2*maxth maxp=0.1,wq
= 0.002.We usebyte-basediroppingfor RED.

C. Traffic sources

In our experimentswo typesof traffic sourcesvereused:



1) Long-livedTCPtraffic sources: FTPtraffic modelin the
Network Simulator(NS)is usedwith aninfinite amountof data
to send. TCPtypeis NewRenowith a datapaclet sizeof 1000
bytesand ACK paclet size of 40 bytes. The TCP clock gran-
ularity is setto 100ms. Thougha numberof older systemsause
500msasTCP clock granularity mostcurrentsystemshave no
problemcopingwith 100ms. The maximumTCP congestion
window wassetto 100KB to ensurethatin all experimentshe
TCP transferswere in the order of the bottleneckbandwidth
delay productof the link. DelayedACKs are not usedin the
experiments.

2) Short-livedweb-tiaffic sources: Herewe usethe built-in
web-trafic modelin NSwith parameterin Tablel.

TABLE |

WEB TRAFFIC PARAMETERS
Parameteralue Distribution [Mean Shape
Intersessionime Exponential [0.5s -
Sessiorsize Constant [10pages | -
Interpagetime Paretoll 10s 2
Pagesize Paretoll 3 objects [L.5
Interobjecttime Paretoll 0.1s 15
Objectsize Paretoll 12 paclets [1.2
Numberof sessions|Constant  [1000 -

Theintersessiotime, numberof sessionssessiorsizes,and
inter-object time were chosento ensurethat several sessions
wereactive throughoutsimulationtime, while otherparameters
werechoserbasednrecommendations [18].

D. PerformanceMetrics

We usethefollowing performancenetricsfor evaluation:

1) Goodputfor a TCPflow: computecdasednthenumber
of datapacletsreceived by therecevver. The numberof ACKs
receved by the senderwithin simulationtime is usedfor the
computation.

2) Average goodput: For anumberof TCPflows thisis the
averageof theirindividualgoodputs.

3) Webobjecttransferdelay: For atransferedveb object,
this is theinterval betweerthe time aweb client makesanini-
tial reques(GET messageindthetime the senerrecevesthe
ACK tothelastdatapacletfor theobjectrequestedby client. In
the NS webtrafic model, sincethe TCP three-way handshak
is notimplementedcomputingthe objecttransfertime requires
identificationof the two seperatdlow pairsusedin NS to rep-
resenthe GET flow andthe datatransferflow.

4) Percentgge loss: Measureghe ratio of the numberof
paclets droppedat the bottlenecklink to the total numberof
pacletsinjectedinto the bottlenecKink for a particularflow or
setof flows.

VI. EXPERIMENTS AND RESULTS

In this section, we describefive setsof experimentsand
presentexplanationsfor the obsered behaior of the algo-
rithms (RED, ECN andthe modified BECN). All simulations
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arerun for 500sanddatafor resultswere collectedafter a pe-
riod of 100sto avoid bias dueto initial conditions. For each
of the algorithms,the sameseedwasusedin all randomnum-
bergeneratorso ensureall algorithmsaretestecbasedn same
inputvariables.

A. Competinglong-lived BECN/ECNflows with plain TCP
flows- [Fig. 2 andFig. 3]

This experimentcaptureshe scenariowheresomelnternet
usersdecideto useeitherthe BECN or ECN algorithmfor con-
gestioncontrol in a Internetwhere RED is widely deployed.
We describeflows as“plain TCP” if the aretreatedbasedon
pure RED algorithmat the routers. ECN and BECN flows are
treatedbasedon the ECN andenhancedBECN algorithmsre-
spectvely. In this experiment,a numberof either BECN or
ECN FTP flows competewith an equalnumberof plain TCP
FTP flows. The total numberof competingflows is variedus-
ing 8,12,16,18,20,26,30,36 and40flows (i.,e.n=8, 12,16,
18, 20, 26, 30, 36, 40 in section5A), to obsene performance
underdifferentlevelsof congestionThestarttime for all flows
is a randomvariableuniformly distributedbetweenOs and 5s.
Fig. 2 shovsthemeasuredjainin goodputfor BECN andECN
overplain TCPflows.

Fig. 2 shavs that the BECN algorithm offers upto 43%
gainin averagegoodputunderhigh congestiorover plain TCP
flows. Recallthatunlike plain TCP paclets,the BECN pack-
etsare not droppedprobabilisticallybut marked. As conges-
tion increaseplain TCP flows experiencemore paclet drops
while the BECN flows continueto sendpaclets successfully
acrossthe network. Underhigh congestionwhile BECN suf-
fers a 0.07% paclet loss, plain TCP flows suffer 5.21%loss



(Fig. 3) - thus, higher goodputfor BECN. For samereasons,
ECN offers upto 31.5%gain in averagegoodputduring high
congestiorwith alossof 0.18%.BECN thereforeoffersgreater
gain over plain TCP during high congestionasit sufers less
lossegdueto early notificationcompaedto ECN

However, during very low congestiorwe obsene that ECN
offershighergainoverplain TCP comparedo BECN. Therea-
sonis that during low congestionthe droppingand marking
probability is small, thereforeplain TCP flows not only expe-
riencelessdropsbut alsodo not respondo paclet drop notifi-
cationearlysincethey have to wait for duplicateacknavledge-
ments.Ontheotherhand, BECN sender@requenchedjuickly
and this reducestheir averagegoodputin this case. ECN
senderdn this scenarioare also quenchecbut not asearly as
the BECN sendersincethey have to wait morethanhalf RTT
beforerespondingio congestiomotification due to a marked
paclet. The advantageof BECN's early notification become
moreobviousunderhighercongestiorasexplainedabove.

B. Homayeneoudong-livedflows- [Fig. 4 - Fig. 8]

In this experiment,we call the flows “homogeneousasall
flowsin a particularexperimentareeitherplain TCR, ECN ca-
pableor BECN capable.Threesetsof simulationsaredonein
the experiment. In eachsimulation, FTP flows are either all
plain TCR all ECN-capableor all BECN-capable. The FTP
flows startrandomlywithin the initial 5s of simulation. The
numberof FTP connectionss variedusing 10, 15, 25, 30, 35,
40, and 45 flows (i.e. n =10, 15, 25, 30, 35, 40, 45; m =
0 in section5A). Averagegoodputfor the TCP flows is com-
puted. Fig. 4 - Fig. 8 summarizeghe obsened results. We
noted that though plain TCP homogeneou$lows experience
higherlosses- 4.6% (Fig. 5), their averagequeuesize (31392
bytes)remainslessthanthat of BECN (39247bytes)or ECN
(40034 bytes) under high congestion(45 backgroundflows).
This is becausearriving plain TCP pacletsaredroppedproba-
bilistically not markedaswith BECN andECN paclets. How-
ever, the plain TCP flows achieve betweer97.44%and 99.7%
utilization on the bottlenecklink (Fig. 6), and their average
goodputremaincomparabléo thatof homogeneouBECN and
ECN flows (Fig. 4). Thisis duenot only to theimproved TCP
NewRenofast recosery mechanismwhich ensureghat when
multiple pacletsare lost from a single window of data, TCP
canrecover without a retransmissiotimeout[20], but alsobe-
causeall flows in individual setsof simulationsare sametype
andthereforeequallycompetingfor availablebandwidth.

However, we obsene that dueto earliernotification BECN
flows have lower averageand instantaneousgjueuesize with
15 backgroundflows (Fig. 7 and Fig. 8) comparedto ECN
flows. In this case,even thoughpacletsare not droppedfor
eitherBECN or ECN flows (Fig. 5), the BECN flows achieve
higher bottlenecklink utilization (Fig. 6) sincethe probabil-
ity of quenchingBECN flows dueto markedpaclets(whichis
proportionalto averagequeuesize)is lessthanthat of ECN.
With higher congestion(45 backgroundflows), BECN flows
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suffer slightly lowerlosses 0.99%comparedo the ECN flows
- 1.19%(Fig. 5).

C. Short-livedwebtransfes - [Fig. 9 - Fig. 12]

This testcaseassessethe performanceof BECN andECN
with short-lved web-trafic workloads. In this experiment,
thereareeither10 BECN or ECN capableweb senersand10
BECNor ECN capablevebclients,while homogeneouBECN
or ECN backgroundFTP connectionsare varied using 5, 10,
15, 20, 25, 30,and35flows (i.e. n =5, 10, 15, 20, 25, 30, and
35; m = 10in section5A), to establishdifferentlevels of con-
gestion. The FTP flows startrandomlywithin the initial 5s of
simulationwhile theweb-trafic connectionstartafter50s.We
recordthe averageobjecttransferdelayfor the web transfers.
Fig. 9 - Fig. 12 shov the obsenedresults. Fig. 10 shows that
the burstinessof the web-trafic workloadscausegaclet loss
for both BECN and ECN connectionsespeciallyduring high
congestionContritutorsto transferdelayFig. 9 includequeue
size (delay), paclet sendingrate, and paclket losswhich leads
to TCPtimeoutandretransmissionFig. 11 andFig. 12 shav
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thatthe queuesizefor BECNIis slightly lowerthanthatof ECN
with 15background-TPflows. For short-livedconnectionsthe
BECN adwantageof early notificationwould beenjoyedonly if
the BECN ISQ reacheghe sendemwhile therearestill a good
numberof outstandingpacketsto be sent. The occurrenceof
suchasituationclearlydepend®ntheall thefactorsthatdeter
minethe network conditionat thatparticulartime. We obsene
thatwhile ECN suffers 5.09%losswith 35 backgroundlows,
BECN suffers 3.76%loss (Fig. 10). BECN also offers upto
8.1%reductionin theaveragewebobjecttransfertime (with 10
backgroundlows) comparedo ECN (Fig. 9).

D. Largeround-triptimes(RTT)- [Fig. 13- Fig. 22]

In this section the experimentsn section6B andsection6C
arerepeatedisingplain TCR ECN andBECN testflows with
propagationdelay on the bottlenecklink increasedo 250ms.
Roundtrip delays of 500msare commonwith geostationary
satellitelinks. Fig. 13 - Fig. 22 summarizeghe obsened re-
sults.
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For experimentswith only homogeneousong-lived flows,
we obsene thatdueto early notification,the BECN flows are
ableto maintaintheir queuesizebelon maximumRED thresh-
old (Fig. 18), resultingin a 0% pacletlosswith 45 background
flows (Fig. 14). TheECN flows wait morethanhalf RTT before
respondingo congestiorthuswe obsene thattheir queuesize
occassionallyexceedghe maximumthreshold(Fig. 17) result-
ing in 0.77%]loss (Fig. 14). In this scenariothe BECN algo-
rithm thereforeoffers betternetwork utilization (Fig. 15) and
20% gain in averagegoodputover ECN (Fig. 13) underhigh
congestion(45 backgroundiows). Recallthat paclket marking
probability is proportionalto averagequeuesize and halving
the congestiorwindow reducegaclket injection ratewhich di-
rectly affectsutilization of the bottlenecKink. We alsoobsene
in thisscenaridhatplain TCP NewRenoflows have loweraver-
ageandinstantaneougueuesomparedo ECN flows (Fig. 16
and Fig. 17) and achieve higher utilization on the bottleneck
link (Fig. 15). Though plain TCP flows experienceslightly
greaterpaclet drops- only 0.86% (Fig. 14), they achieve av-
eragegoodput6.6% higherthanthat of ECN flows (Fig. 13)
with 45 backgroundflows. In additionto the higher proba-
bility of quenchingthe ECN flows dueto higher queuesize,
the TCPflows enjoy the NewRenofastrecovery advantageand
evenhave asmallprobability of experiencingpacket dropsdue
to their lower queuesize (Fig. 16).

For experimentswith short-lived web transferswe obsene
that for samereasonsas explained above the averagequeue
for BECN is lessthanthat of ECN with 25 backgroundlows
(Fig. 21 and Fig. 22) and BECN flows suffer paclet losses
88.3%lessthan ECN flows (Fig. 20). The BECN algorithm
in this caseoffersan averagetransferdelay6.4%lessthanthat
of ECNwith 25 backgroundlows (Fig. 19).
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E. ISQreversetraffic analysis- [Fig. 23]

In this section,the experimentsn section6B with only ho-
mogeneou§ TPflows arerepeatedising40mspropagatiorde-
lay on the bottlenecklink. The experimentsare re-donewith
propagationdelay on the bottlenecklink increasedo 250ms.
Theratioof thenumberof ISQsgeneratedo thetotalnumberof
pacletsrecevedin thereversedirectionof traffic is computed
in eachcase Fig. 23shavsthatwith 40msbottlenecKink prop-
agationdelaytheratio of numberof ISQsgeneratedinderhigh
congestions only 5.4% of total numberof pacletsin reverse
direction.ICMP sourcequenchacletsare56 bytesin size(in-
cludingthe IP header)or IPV4 andwould thereforeconsume
even lesspercentagef reversebandwidthcomparedo much
larger TCP pacletsin areal life network. Fig. 23 alsoshawvs
that with larger roundtrip time the computedratio of number
of generatedSQsunderhigh congestionis muchless- only
0.64%. This is becausewith an increasein bandwidthdelay
product,the bottleneckutilization and averagequeuesize re-
ducesandthis directlyimpactsprobability of markingpaclets.
Ournetwork topologyis by no meanrepresentatie of thelnter-
netandsofurtherwork with morerealisticnetwork scenarioss
requiredto betterunderstandhe impactof 1SQ reversetraffic
on BECN performance.

VIl. CONCLUSION AND FUTURE WORK

We have suggestednodificationsto a proposedBECN al-
gorithmfor IP [7] andusedsimulationsto explore the perfor
manceof our modified BECN algorithm. The resultsin this
papersuggestthat the BECN mechanisrfor congestioncon-
trol in TCP/IP networks canoffer comparableperformanceo
thatof the ECN mechanisnfor bothlong-livedandshort-lived
TCP transactions.On links that have a high bandwidthdelay
product,BECN can offer improved performancecomparedo
the ECN mechanisnin termsof averagegoodputfor long-lived
traffic andpacletloss,transferdelayfor short-livedworkloads.

Thereforewe concludethatthe BECN mechanisns aviable
schemédor congestiorcontrolin TCP/IP networks andcanbe
usedto offer improved quality of serviceon links with a high
bandwidthdelayproduct.

For futurework, we areinterestedn furtherexamingtheper
formanceof our modified BECN in the presenceof multiple
congestedjatavaysandtwo-way bulk TCP transfers.We are

alsointerestedn evaluatingmultiple-level BECN (MECN) un-
deravarietyof scenario@andworkloads.Investigatinga mech-
anismthat combinesboth the ECN and BECN mechanisnto
give amorerobustschemeor congestiorcontrolis alsounder
consideration.
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