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Abstract— Software Defined Network (SDN) is becoming a 

new paradigm for both WAN and enterprise networks. By 

separating control and data planes, SDN allows network 

providers to sell new services without changing their physical 

switches. One of the key services SDN can enable is network 

virtualization which allows a service provider to have a virtual 

slice of a network provider’s physical network. While this feature 

empowers service providers to have dynamic networks, it is 

becoming more difficult for a network provider to statistically 

share its resource usage across multiple service providers due to 

the fact that service providers are reluctant to share their user 

information. This paper presents a new scheme that empowers 

network provider to maximize statistical resource sharing with 

service guarantee while minimizing information shared. 

Keywords—Software Defined Network, Virtual Topology, 

OpenFlow, OFC  

I. INTRODUCTION  

Research on SDN started nearly ten years ago. The 
motivation at that time was to design a new network 
architecture that allows network managers to have more 
flexible control of their networks. Ethane [1], for example, was 
proposed in 2007 for enterprise networks. Ethane deployed 
simple flow-based Ethernet switches with a centralized 
controller that manages the admittance and routing of flows. 
Ethane was implemented both in hardware and software with 
more than 300 wired or wireless hosts. 

OpenFlow [2] was proposed in 2008. Initially it was 
proposed for researchers to run experimental protocols in the 
networks they use every day. It turned out OpenFlow has 
multiple benefits. On one hand, it allows researchers to run 
experiments on heterogeneous switches in a uniform way at 
line-rate and with high port density; on the other hand, vendors 
do not need to expose the internal workings of their switches. 
Due to this feature, OpenFlow has gained traction in vendor 
and network provider communities in an unexpected speed. In 
2011, Open Networking Foundation (ONF) [3] was formed. 
Member companies now include many network equipment 
vendors, semiconductor companies, computer companies, 
software companies, startups, telecom service providers, hyper-
scale datacenter operators, and enterprise users. By 2012, 
member companies had introduced 64 OpenFlow products to 
market and over 30 million OpenFlow-capable ports had 
shipped. 

Most of earlier SDN networks were designed for datacenter 
infrastructure [4] where flexibility and scalability are critical. 
With tens of thousands commodity switches and servers, 
datacenter presents a serious challenge to network 
management. SDN solves the problem by separating control 
plan from data plane. With relatively an independent control 
plane, SDN does not need to be run on proprietary equipment. 
Instead, the control plane can be implemented with a large 
number of regular servers. By using a centralized structure, 
these servers can be efficiently supported by datacenter with 
on-demand service capacity.  

In recent years, SDN has found applications in other areas. 
Google, for example, built a large scale SDN-based WAN 
network [5] that has attracted attentions worldwide. Large 
carriers are looking at the possibility of upgrading their 
network infrastructures with SDN architecture. One issue to be 
solved first is scalability. Some recent study has investigated 
the scalability issue related to SDN architecture. Early 
benchmarks on NOX [6] (the first SDN controller) showed it 
could only handle 30,000 flow initiations per second while 
maintaining a sub-10 ms flow install time. Recent works have 
shown that SDN scalability can be extended by using multicore 
systems [7] or deploying multiple OpenFlow controllers 
(OFCs) [8-9]. 

With a separated control plane, SDN has the potential to 
enable new services. One of the primary new services that have 
been envisioned is the virtual topology service, which allows 
network provider to sell different virtual topologies to different 
service providers.  Each service provider can use its virtual 
topology just like the way it uses its own private network while 
sharing underlying physical network resources with other 
service providers. The network provider, on the other hand, can 
enjoy new revenue growth through selling virtual topologies 
with different granularities. This benefit, however, does not 
come without a challenge. One of the key issues is the division 
of ownership, which makes statistical resource sharing more 
difficult. This issue has not been fully addressed yet. This 
paper is targeted at this issue in specific. Our goal is to provide 
statistical guarantee to service providers while allowing 
network provider to enjoy multiplexing gain. 

The paper is organized as follows. In Section II, we will 
discuss more detail about the issue to be resolved. In Section 
III, we will propose a new and practical scheme that allows 



each entity to exercise its own authority while achieving gain 
in resource saving. This will be followed by more description 
about how parameters will be calculated in Section IV. 
Numerical results will be presented in Section V. We will 
finish the paper with some concluding remarks in Section VI.   

II. TOPOLOGY ABSTRACTION AS A SERVICE 

The initial SDN adopters, both vendors and network 
providers, have focused on some fundamental issues related to 
separating control and data planes. The benefits of network 
virtualization have not been fully explored. A good example is 
the Google SDN WAN project mentioned earlier [5]. Before 
the SDN project, the WAN Google had been using for 
interconnecting their datacenters had been managed using 
traditional approach which was slow due to manual 
provisioning process. On average, the utilization of Google’s 
WAN at that time was 20 to 30%. Through multiple years of 
efforts, Google has upgraded its WAN with SDN technology.  
The initial results are very encouraging. Utilization has been 
increased to around 70 to 90%. In some cases, 100% utilization 
has been achieved. The key enablers of this improvement are 
the SDN dynamic flow creation capability and a more 
sophisticated optimization approach based on Max-min 
fairness. SDN allows Google to do centralized traffic 
engineering that can balance load distribution across their 
entire WAN with the sophisticated algorithm. Large amount of 
elastic traffic also helps increase the utilization to 100%. 

However, it should be noted that Google’s WAN is a 
special case where Google is the user, service provider, as well 
as network provider, i.e., Google provides service to itself on 
its own network. This nature allows Google to do global 
optimization easily. For example, because Google can control 
the traffic carried by the WAN, operators can decide when and 
how long the elastic traffic will be buffered. Also because 
Google owns both service network and underlying WAN 
network, operators can have a global view of the network and 
therefore optimize network usage globally.  

In a real world, it is quite common that users, service 
providers, and network providers are separate entities. They 
may all have their own objectives which may conflict with 
each other. Take the example of enterprise network. With the 
fast growth of datacenters, enterprises are becoming 
increasingly interested in outsourcing their enterprise networks 
to datacenters. Under this scenario, the owner of the network 
now is the owner of the datacenter, such as Amazon. The 
service providers are the enterprises who outsource their 
enterprise networks to the datacenters.  Therefore a service 
provider is independent from the network provider as well as 
independent from other service providers who share the same 
physical network. Recognizing this need, the pioneers of SDN 
advocate a layer called FlowVisor [10] which plays the same 
role as the hypervisor for virtual machines.  FlowVisor allows 
a network provider to partition its physical network into slices 
for various service providers. Each service provider can 
virtually own one slice which has its own virtual network 
topology and related resources generated through a topology 
abstraction process. The service provider can then optimize its 
usage of the slice which it owns. A network provider can sell 
virtual topology service to service providers with different 

granularities selling at different prices [11]. This will change 
the situation that network providers today can only sell pipes 
and equip network providers a new venue for revenue growth. 
The SDN architecture for topology abstraction service is 
shown in Figure 1. As shown in the figure, each entity has its 
own OpenFlow Controller (OFC). The OFC of a service 
provider is in charge of routing user flows and optimizing 
resource usage within its own virtual topology. The OFC of the 
network provider will execute the topology abstraction process 
through a topology virtualizer based on a global topology map 
of the underlying physical network.   

While virtual topology allows a network provider to sell 
topology abstraction service to service providers, it also makes 
the network provider partly lose the control of its resource 
allocation capability. After selling a virtual topology to a 
service provider, the network provider has no control of how 
user traffic will be routed within the virtual topology owned 
now by the service provider. This makes the network provider 
difficult to optimize its resource usage across multiple service 
providers. There are several situations that make the issue 
particularly thorny: 

 A service provider may not be legally allowed to 
disclose information about the traffic of its individual 
users (also called micro-flow information) to the 
network provider although service providers can 
provide aggregate information such as mean and peak 
rates of a virtual link. A virtual link typically carries 
large number of micro-flows. 

 A service provider may be a competitor of the network 
provider. For example, RIM uses Amazon cloud service 
while it is also a competitor with Amazon in tablet 
devices. 

 The network provider may not want to disclose its 
network usage information to a service provider in 
afraid of the service provider using the information to 
bargain. 

Fig. 1.  SDN architecture for virtual network service. 



In general, each entity tends to disclose as little information 
as possible due to various legal and commercial reasons. 
Therefore the topology abstraction process is also an 
information-filtering process that tries to minimize the 
information exchanged between different entities.   

The reality that there are multiple authorities with limited 
shared information has made resource sharing extremely 
difficult. This issue has not been addressed in literature as well 
as in practice. Existing mapping solutions [12-13] for virtual 
topology services are typically based on the assumption that 
service providers will provide a bandwidth requirement for 
each virtual link to their network provider.   The network 
provider then generates the virtual topologies with required 
bandwidths. No statistical sharing among the reserved 
bandwidths for different virtual links sharing a physical link is 
allowed. On the other hand, it is also difficult for a service 
provider to know exactly how much traffic it can put on a 
virtual link without suffering performance degradation because 
the service provider has no information about the 
characteristics of other virtual networks sharing the same 
physical network. This leaves a service provider no choice but 
to conservatively engineer the peak rate on each virtual link to 
be below the guaranteed fixed bandwidth. While this makes the 
formulation of the virtual network mapping problem easier, it 
is a loss of network utilization for the network provider 
because it cannot take advantage of the dynamic nature of the 
traffic carried by each virtual link. In this paper, we call this 
kind of service as wired virtual topology service.  

In the following section, we will propose a new service and 
a practical and effective mechanism that will help a network 
provider maximize its network utilization while providing 
statistical guarantee to service providers. 

III. VIRTUAL TOPOLOGY WITH STATISTICAL GUARANTEE 

We consider the case that network provider and service 
providers are separate entities. Service providers buy their 
virtual topologies from a network provider. Different virtual 
topologies share a physical network owned by the network 
provider. The OFC of each entity is trying to maximize its own 
profit through maximizing its virtual/physical network 
utilization. We propose a new service called elastic virtual 
topology service that allows a network provider to utilize its 
resources more efficient while minimizing the information to 
be shared between the network provider and its clients, service 
providers. 

With the elastic virtual topology service, a service provider 
receives a statistical guarantee that promises a) the service 
provider can send its traffic on each virtual link as it is with a 
negotiated low congestion probability; b) the service provider 
can still have a negotiated minimum bandwidth when 
congestion happens. In return, the service provider needs to 
provide some basic characteristics of its traffic carried by each 
virtual link. It should be noted that each virtual link may carry 
numerous micro-flows. The information to be shared is the 
aggregated traffic characteristics of the virtual link rather than 
individual micro-flows. In this way, the service provider can 
still hide information about its users from network provider 
while the latter can achieve scalability through handling 
aggregate traffic instead of individual micro flows. 

 In specific, we propose the following Virtual Topology 
with Statistical Guarantee (VTSG) scheme. To start with, a 
service provider sends a request to network provider with a 
description of the requested virtual topology and associated 
mean and peak rate for each virtual link instead of sending 
topology request with associated bandwidths. Different from 
bandwidths, the mean and peak rates of a virtual link are 
decided by the user traffic and routing algorithm used by the 
service provider, which are under the control of the service 
provider. Therefore it is possible for the service provider to 
estimate these statistics based on its user profile. On the other 
hand, the bandwidth received by a virtual link will be dynamic 
and depend on traffic characteristics of other virtual links 
sharing the same physical link for statistical multiplexing gain 
and can only be decided by the network provider who has 
information about traffic characteristics of all virtual links 
sharing the physical link.  

The network provider will use the mean and peak rates to 
calculate a minimum bandwidth that is higher than the mean 
rate of the virtual link but smaller than its peak rate with a high 
percentage (say 99.9%) guarantee that the virtual link will be 
able to send its traffic as it is without congestion. When 
congestion does happen, the virtual link will be guaranteed 
with the minimum bandwidth.  When a virtual link traverses 
multiple physical links, the minimum bandwidth the virtual 
link can get will be the smallest of the minimum bandwidths 
supported by all the involved physical links.  

Equipped with a way to calculate the minimum bandwidth 
required for each virtual link, the network provider will then 
map the virtual topology by formulating it as an optimization 
problem with the minimum bandwidths as the demands. To 
this end, there are various existing approaches such as those in 
[12-14] can be applied. So our focus in this paper will be on 
the calculation of the minimum bandwidth rather than on the 
formulation of the mapping problem. It is important to note 
that the complexity of calculating the minimum bandwidth has 
a significant impact on the complexity of the mapping 
algorithms. That is why existing approaches [12-14] assume 
the bandwidth requirement for each virtual link is simply a 
constant which does not depend on other virtual links sharing 
the same physical link. Our goal is to find a way that existing 
approaches such as those in [12-14] can be directly applied 
without any changes.  

After mapping is done, the network provider will then 
notify the service provider of the minimum bandwidth for each 
virtual link and the guaranteed performance. Without 
congestion, service providers are allowed to send their natural 
traffic as it is. When congestion happens at a physical link, the 
network provider will send alerts to the service providers 
sharing the physical link and shape those virtual links with 
elastic virtual topology service to their minimum bandwidths.  

Upon receiving alerts, those service providers will decide 
how to route their user traffic within their virtual networks to 
avoid their congested virtual links and minimize the impact on 
their virtual networks. For example, if a service provider is 
using OSPF routing protocol, the service provider can simply 
increase the costs of those congested links. Traffic will then be 
diverted to other uncongested links. Certainly, other more 



sophisticated optimization approaches can be used with SDN 
centralized control architecture. It is important to note that our 
VTSG approach allows network provider and service provider 
to make their separate resource usage decisions while sharing 
minimum amount of information.  

Our objective in the next section is to develop a method for 
calculating the minimum bandwidth for each virtual link so 
that a) it allows statistical multiplexing across different virtual 
links sharing the same physical link; b) all existing topology 
mapping algorithms such as those in [12-14] can still be 
applied using the minimum bandwidths as virtual link 
demands.   

IV. MINIMUM BANDWIDTH CALCULATION 

Under the Quality of Service research area, numerous ways 
have been developed to calculate congestion probability and 
bandwidth requirement (e.g. [15]). Most of these approaches 
require detail traffic characteristics of underlined micro-flows 
and complex analytical manipulations. Under our context, 
micro-flow information of individual users is not available and 
complex analytical manipulations will make the topology 
mapping becoming more complex and intractable. Our 
objective is to find a practical approach that allows a SDN 
controller of a network provider to calculate the minimum 
bandwidth for each virtual link under the VTSG service with 
limited information while achieving multiplexing gain. To 
meet these challenges, we propose the following approach. 

We consider the scenario that a physical network has 
received R virtual network requests. The virtual links of the R 
virtual network requests constitute a set L. We assume that 
each service provider will inform the network provider of its 
requested virtual network topology and mean and peak rates of 
the traffic associated with each virtual link. The information 
shared is aggregate because each virtual link carries large 
number of micro-flows. This kind of information sharing is the 
minimum required for virtual topology service. 

A simple example is shown in Figure 2 where a physical 
network includes four nodes (Nodes A, B, C, D) and five links 
(Links (A, B), (B, C), (C, D), (D, A) (A, C) as shown in solid 
lines). Two virtual topologies are generated out of the physical 
network. One virtual topology includes virtual nodes A, B, C 
and virtual links (A, B)1, (B, C)1, (A, C)1 as shown in dashed 
lines. The other includes virtual nodes A, C, D and virtual links 
(A, C)2, (C, D)2 and (D, A)2 as shown in dash-dotted lines. 
Here we assume virtual nodes happen to overlap with physical 
nodes to simplify our notations. It is easy to see that physical 
link (A, C) carries two virtual links (A, C)1 and (A, C)2. 

Due to the fact that we do not have information about the 
characteristics of individual micro-flows within a virtual link, 
we need to capture the nature of the aggregate traffic with a 
virtual link directly. To this end, we assume that the traffic 
carried by each virtual link can be modeled by a Gaussian 
process. This is a valid assumption in most cases because a 
virtual link typically carries a large number of micro-flows 
which lead to Gaussian process based on Central Limit 
Theorem. Many measurements have confirmed that aggregate 
Internet traffic indeed follows Gaussian processes [16].  

In general, we assume each virtual link l, where     , 
carries Gaussian traffic with mean rate ml and peak rate pl as 
announced by the corresponding tenant. After receiving mean 
rate ml and peak rate pl for all    , the network provider 
needs to calculate a minimum bandwidth bl for each virtual 
link. 

 We denote the standard deviation of the Gaussian traffic 
with each virtual link as   .  We set ql as the   -quantile of the 
Gaussian distribution where    will be decided by the network 
provider and can be kept constant for all virtual links. When α 
is very small, the quantile value ql will happen rarely. 
Therefore ql can be roughly treated as the peak rate, i.e.  

                        

where erf ( ) is the error function of Gaussian distribution.  The 
actual value for α will be decided by the service provider.  We 
denote  

               

This leads us to 

   
     

    
 

We first focus on the case that a virtual link will be mapped 
to a single physical link. We will discuss more general cases in 
the latter part of this section.  

Suppose there are Ls virtual links sharing a substrate 
physical link s. Without loss of generality, we assume these 
virtual links are indexed 1, 2,…, Ls. It is easy to see that the 
aggregate traffic on the physical link is still a Gaussian process 

with a mean       
  
    and standard deviation    

    
   

    .  

Similarly let q be the β-quantile of the aggregate traffic. 
Then we have 

                   

                                                    (3) 

If we provision the bandwidth capacity of the physical link 
as    , congestion will happen with a probability less than β. 
Therefore by controlling b, we can achieve any guaranteed 
congestion probability β.   

Fig. 2. A sample physical network with two virtual topologies generated. 

 



The next issue is how to assign this capacity to individual 
virtual links so that a virtual link can have a minimum 
bandwidth guarantee when congestion does happen. We adopt 
a simple approach where the minimum bandwidth assigned to 
each virtual link is calculated as the following: 

        
 

  
  

If Eq. (4) is satisfied, we will have 

          

  

   

  

   

   
 

  

              

Therefore     is satisfied. The reason for this simple 
approach is that the physical network has very little knowledge 
of the individual traffic flow routed in each virtual topology. 
This makes it very hard to apply other fairness approaches such 
as Max-min [5]. However while being simple as it is, it is still 
more complex than a constant bandwidth as existing 
algorithms have typically assumed.  

 Combining Eqs. (1) to (4), we can see that bl depends on 
ml’s and pl’s of all the virtual links sharing the physical link as 
well as Ls, and furthermore the relationship is nonlinear. This 
nonlinear relationship will make all existing topology mapping 
algorithms such as those in [12-14] not applicable. The 
dependency on Ls will also make it infeasible because a 
network provider can only know Ls after optimization and 
mapping have been done, i.e., Ls is the mapping result rather 
than mapping input.  Therefore we need to further simplify Eq. 
(4) so that it forms a linear relationship and it does not depend 
on Ls. 

We consider the scenarios where the traffic carried by each 
virtual link is relatively small compared to the capacity of the 
physical link. In specific, we assume that the variance of the 
traffic within each virtual link is upper bounded, i.e.,       
for    , where   is the upper bound. When very few virtual 
links are mapped to a physical link, the physical link is 
typically underutilized. The physical link will not get 
congested no matter how much minimum bandwidth is 
committed to each virtual link. So we will focus on those 
physical links hosting many virtual links, i.e. we assume the 
number of virtual links mapped to a physical link is lower 
bounded, which means      for all physical links, where   is 
the lower bound. Then we have 

     
 

  

        
    

  

        
 

  
   

If we set  

        
 

  
                                   (5) 

Eq. (4) will be satisfied. This means that the congestion 
probability for the virtual link l will be smaller than β. 
Although Eq. (5) is looser than Eq. (4), we can see that, when 
Λ goes to infinity, the allocated bandwidth for each virtual link 
with Eq. (5) converges to its mean rate which is clearly the 
minimum bandwidth any approach can assign with guaranteed 

performance. This is in clear contrast to peak rate allocation 
with the wired virtual topology service.   

 It is important to note that Eq. (5) is different from Eq. (4) 
in the sense that bl is only dependent on ml while all other 
parameters will be constant across all virtual links and all 
physical links. And furthermore, it does not depend on   . 
With this result, all existing topology mapping algorithms will 
be valid without any changes. So our objective has been 
achieved. 

Now we will investigate the performance of our proposed 
VTSG scheme in comparison with the wired virtual topology 
service. Because the mean rate ml and peak rate pl  vary from 
virtual link to virtual link, in order to study the average 
performance, we consider ml’s and pl’s as i.i.d. random 
variables respectively with          ,         ,        . 
Because virtual networks are typically independent, this 
assumption is roughly true in practice.  

 From Eq. (1), we have 

                                             (6) 

From Eq. (5) we have 

           
 

  
                            (7) 

 With the wired virtual topology service, the bandwidth 
required by each virtual link denoted by   

 will be its peak 
rate. We have 

    
                                         (8) 

Now we can calculate how much bandwidth we can save in 
terms of percentage denoted by   as 

  
    

        

    
  

   
           

  
                    (9) 

From Eq. (9), we can see that, when Λ increases, i.e., the 
minimum number of virtual links sharing a physical link 
increases, the gain will also increase.  

When the number of virtual links sharing a physical link is 
very small, the physical link becomes extremely unlikely to get 
congested. So it does not matter anymore in terms of how 
much bandwidth is assigned to each virtual link. Therefore, Eq. 
(5) can still be used. 

When a virtual link is mapped to a path that traverses 
multiple physical links, we can calculate the minimum 
bandwidth required for each physical link using similar 
approach and then take their minimum as the minimum 
bandwidth for the virtual link. We will show some numerical 
examples in the next section. 

If the traffic of a virtual link is splittable, we can model 
each portion of the splitted virtual link as a proportional 
amount of the whole virtual link traffic. This is typically the 
case if ECMP protocol is applied. The above approach can then 
be applied to each portion.   

V. NUMERICAL RESULTS 

We now examine some numerical results. We first want to 
see how the minimum bandwidth for each virtual link changes 



with increasing number of virtual links sharing the same 
physical link. We assume each virtual link generates 1Gbps 
traffic in average and 1.3Gbps at peak. We set     =0.1%. 
This means that the congestion probability for each physical 
link is set as low as 0.1%. The result is shown in Figure 3. It is 
easy to see that the minimum bandwidth goes down with 
increasing number of virtual links. More specifically, when 
there is only one virtual link using the physical link, the 
minimum bandwidth is its peak rate, i.e., no multiplexing gain. 
However this is typically the case that the physical link is 
underutilized due to the fact that the number of virtual links is 
too small. Therefore no congestion issue exists for this case.  

When the number of virtual links starts increasing, the 
minimum bandwidth drops extremely fast at the beginning and 
flats out later. This shows that it is quite effective to multiplex 
a small number of virtual links.    

Fig. 3. Average minimum bandwidth for each virtual link vs. minimum 

number of virtual links sharing the same physical link. All virtual links 

have similar statistical characteristics. Each virtual link carries traffic 

with average mean rate of 1Gbps with average peak rate at 1.3 Gbps. 

We now compare the two types of services. In order to 
simplify the parameter setting, we assume     and     , 
both are roughly true in real situation. We rewrite Eq. (8) as 
follows: 

    

   
     

  
  

   

   
      

  
  

 

   

   

    
     

    

  
  

   

   
 

  
    

  

  
  

 

 

    
 

  
    

  

  
  

 

We define   
  

  
 as the coefficient of variation for the traffic 

with each virtual link. We have 

     
 

  
    

 

       

  

The results are shown in Figure 4, where the x-axis 
indicates   and y-axis indicates  .  We can see that the saving 
increases with increasing number of virtual links. The increase 
is more dramatic when the number of virtual links is small.  
Furthermore it also increases with increasing variability of the 
traffic. The more variable the traffic, the more gain we can 
have. When       , i.e., the peak rate is about 90% more 
than the mean rate, the saving is more than 30% with ten 
virtual links. This saving is significant.   

VI. CONCLUSION 

By separating control plane from data plane, SDN has the 
potential to allow network and service providers to create a 
variety of new services. Virtual topology is one of the most 
promising services SDN can provide. Through topology 
abstraction process, a network provider can sell virtual slices of 
its physical network to different service providers. Different 
service providers as tenants have full control of the virtual 
topologies within their own slices while the network provider 
has the control of its physical network. However lack of  
information about the micro-flows of each user makes each 
owner difficult to explore statistical multiplexing gain.  

This paper proposed VTSG as a new and practical 
mechanism that allows a network provider to maximize 
statistical multiplexing gain while still provides certain 
guarantee to each tenant.  In addition, our VTSG approach 
enables network provider and service provider to make their 
separate resource usage decisions while sharing minimum 
aggregate virtual link information.  

Numerical results have shown that significant gain can be 
achieved with relatively small number of tenants. This is very 
encouraging because the number of tenants a network provider 
will host may be variable in a very wide range.  

While achieving this multiplexing gain, we have made our 
method for minimum bandwidth calculation to be independent 
from other virtual links sharing the same physical link. This 
feature allows all existing topology mapping algorithms 
applicable with our minimum bandwidth calculation method.   

 

Fig. 4. Average bandwidth saved vs. minimum number of virtual links.  
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