Extending Ventilation Duration Estimations Approach from Adult to Neonatal Intensive care Patients Using Artificial Neural Networks
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Abstract   

In earlier work, the research group successfully used Artificial Neural Networks (ANNs) to estimate ventilation duration for adult intensive care unit (ICU) patients. The ANNs performed well in terms of Correct Classification Rate (CCR) and Average Squared Error (ASE) classifying the outcome into two classes: whether patients were ventilated for less than/equal to, or for more than 8 hours (=< or >). The objective of new work was to apply this adult model to the estimation of ventilation with neonatal ICU (NICU) patient records.  The performance obtained with the neonatal patients was comparable to that previously found with the adult database, again as measured in terms of a maximum CCR and a minimum ASE. The effectiveness of using the weight-elimination technique in controlling overfitting was again validated for the neonatal patients as it had been for our adult patients. It was concluded that the approach developed for ICU adult patients was also successfully applied to a different medical environment: neonatal ICU patients.
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Introductiontc ""
Health care organizations are increasingly faced with demands for information about the quality and cost of health care services, particularly in the intensive care unit (ICU) which is a fast tempo environment requiring expensive resources. This underlines the importance of making medical decisions swiftly and economically and to accurately identify patients at high risk; it also stresses the need to determine the relative importance of the various factors contributing to resource utilization and to patient medical outcomes. 

In the NICU, several scoring systems have been developed to estimate the severity of illness. Examples are the “Neonatal Therapeutic Intervention Scoring System” (NTISS), “Clinical Risk Index for Babies” (CRIB), and “Score for Neonatal Acute Physiology” (SNAP).  As an objective scoring system, SNAP is valid for all birth weights and all major organ systems, but it has a very large number of variables (37) and thus its use is more frequently seen in research rather than in general clinical use. On the other hand, SNAP-II, developed by Canadian NICU Network [1], is comprised of only 6 variables extracted from the original SNAP through a logistic regression analysis of data on over 20,000 patients admitted to 17 Canadian NICUs over a 22-month period. Since SNAP-II also performs well for a wide range of babies, and better than CRIB, it is becoming more popular for clinical use today, particularly in Canada.


Because of their non-linear modeling capabilities, ANNs were a natural choice for analyzing large and complex databases of medical information. Although there are not yet sufficient comparisons to conclude about the overall utility of ANNs in biomedical research, a few studies provide a very positive evaluation of ANNs. For example, Buchman et al. [2] compared the logistic regression model and four connectionist models (including probabilistic neural networks) for the prediction of chronicity in a surgical ICU. These authors found that ANNs predicted more reliably than the statistical model regardless of the former’s architecture. In Burke’s study of breast cancer [3], they compared the performance of ten models in predicting five-year breast cancer survival and found that logistic regression and the back-propagation neural networks were the most accurate prediction models. Plate et al. [4] reported a study of various ANNs and statistical modeling techniques applied to an epidemiological data analysis problem -- the relationship between tobacco, alcohol and cancer. Their results showed that ANNs with Bayesian estimation of regularization parameters (to control overfitting) performed consistently but only slightly better than logistic models when the data lacked complex relationships. But they performed markedly better than logistic models when complex relationships were present. They suggested that ANNs have the potential to discover unanticipated complex features in the data. Another significant advantage of ANNs over conventional statistics such as logistic regression, is that the ANN can be relatively quickly trained to predict any outcome on any database even where there are multiple input parameters and multiple possible outcome measures. This led the research group to continue to explore the strengths and limitations of ANNs in estimating a variety of medical outcomes.

Methodology
In previous work, the research team had implemented Weigend’s weight-elimination technique [5] into a back-propagation neural network to predict  ventilation duration “less than/ equal to, or more than 8 hours” (=< or >) with an adult ICU database provided by Dr. F.G. Solven at the Dr. Everett Chalmers Hospital in Fredericton (Canada). The results in terms of Correct Classification Rate (CCR) were much better than those obtained by the Constant Predictor (a simple statistical benchmark that classifies all patterns as belonging to the class with the highest training set a priori probability) and of those obtained using a Minimum Distance Classifier (MDC) [6].  This work included the development of new algorithms and data processing in order to successfully implement the ANNs with the adult ICU data.   

The new work reported here consisted in investigating whether the technique applied successfully to the estimation of the outcome ‘duration of ventilation” with adult ICU patients could be extended to neonatal ICU patients [7]. For this new work, the performance of ANNs in estimating ventilation (less than/equal to, or more than 8 hours) (=< or >) was tested using admission day SNAP-II variables for NICU patient records. The database comprised 6,905 NICU infants provided by Dr. Shoo Lee, collected at five hospitals belonging to the Canadian NICU Network [1]. The data was collected between January 8, 1996 and October 31, 1997.

A feed-forward back-propagation three-layered ANN using the hyperbolic tangent sigmoid function was selected for this study in order to remain as close as possible to that used with the adult data. The three-layer network consists of an input layer, an output layer, and a hidden layer. (See Figure 1.) In order to minimize overfitting of the network, and to remain faithful to the adult model, some of the experiments included a weight-elimination algorithm; this technique changes the weights according to the gradient of the entire cost function by adding a penalty term to the standard back-propagation cost function,  forcing already-small weights to zero. This technique, helping to simplify the network complexity, is also referred to as network pruning.  The experiments were run with a learning rate of 5 X 10 (exp -6) and stopped when reaching the maximum correct classification rate. The Average Squared Error at that point was noted as well as the number of epochs needed to attain this result. The number of epochs refers to the number of runs that that ANN has to accomplish before reaching its optimal classification rate.   

SNAP-II’s six variables were: low blood pressure, low temperature, low serum pH, presence of seizures, urine output and PaO2/FiO2 ratio. This model required the input layer of the NICU ANN model to have six input nodes. As the output of the network whether duration of ventilation is “less than/equal to, or more than 8 hours” (=< or >) is a binary variable, one output node was needed.  The number of hidden nodes can be adjusted to optimize the network performance. Of the 6,905 patient records available, 5,584 had missing information in some of the fields. These 5,584 incomplete records were excluded from the experiments as no effective and accurate method to deal with missing values had yet been identified. Of the 1,321 complete records, 440 were randomly selected to make-up the testing set, leaving 881 records for the training set. In order to optimize the performance of the network, the initial values of the network parameters are to be adjusted prior to each experiment until acceptable results are found. These parameters were: The learning rate, momentum, weight-decay ratio, and the number of hidden layers. For each experiment, the network was trained three times from different small random starting weights. The network with the best performance on the testing data was selected as “the model”.  The level of performance was considered acceptable when achieving a high Correct Classification Rate (a measure of the ability that an ANN can correctly classify the test data set) while maintaining a low Average Squared Error (ASE). The experiments were executed both with and without the weight-elimination cost function and the results were recorded for both the training and the test sets.tc ""
With respect to the previous experiments using adult data, it should be noted that some of the input variables were different from the neonatal SNAP-II variables. Originally, the adult database contained 51 variables and after network pruning through the weight-elimination technique, the six variables with the largest weights retained were: heart rate, respiratory rate, fraction of inspired Oxygen, partial pressure of Oxygen in the blood, arterial pH, and Glasgow coma score [6].  In previous work, it was reported that using only six, as compared to using the full 51 variables, produced better and faster results [8, 9]. This confirmation helped to justify the use of so few variables (six) with the neonatal work.

Results
Table 1 compares the results obtained with the ANN models for both adult and neonatal ICU databases. The following were recorded: The number of the input variables, the maximum Correct Classification Rate for the testing set (MAX CCR), the Average Squared Error at the maximum CCR for the testing set (ASE of MAX CCR), the number of epochs, CCR for the constant predictor (CCR of CP) and the minimum distance classifier (MDC). The comparison suggests that, with the particular adult and neonatal ICU databases used, the ANNs performed much better than the constant predictor for all conditions under consideration; the ANNs also performed better than a Minimum Distance Classifier (MDC).

Table 1: Predicting Ventilation (=<8 hrs) in NICU & AICU by ANNs tc "Table 1\: Predicting Ventilation (<8 hrs) in NICU & AICU by ANNs " \l 4
Database
No. of Inputs
MAX CCR
ASE at MAX CCR
No. of Epochs
CCR of CP
MDC

Adult ICU without Weight-elimination
6
90.5%
0.32
130
71%
86.1%

Neonatal ICU with Weight-elimination
6
92.7%
0.13
540
61%
77.7%

NICU without

weight-elimination

91%
0.2
650



Other aspects of the results are reported in Table 2, presenting a confusion matrix of the number of patients who were correctly classified as true positives, those classified falsely as positives, those classified falsely as negatives, and those classified as true negatives. This table reveals that correct classification of cases on both the training and testing sets was good. There were no false negatives in either set without or with weight elimination; there was only a small proportion of false positives in each set. The ability to predict likely length of ventilation using this methodology has valuable clinical application. For the physician caring for an individual patient, a fairly reliable estimate of likely length of ventilation could help plan patient management and aid provision of accurate parent counseling on expected therapeutic needs of the baby. For the resource planner assessing the needs of an NICU population, accurate prediction of ventilation needs is important because the major resource used in an NICU setting is human (and nursing and respiratory therapist hours of work are closely tied to ventilation needs of these patients). The weight elimination technique provided similar results with the test data set and the training data set.

Table 2: Duration Of Ventilation (<=8hr or >8hr, when lr=5e-4, momentum=0.9)


Without Weight-elimination
With Weight-elimination

Training Set 

(a priori probabilities=63.45% and 36.54%)


True Positive #
False Positive #
True Positive #
False Positive #


559
8
559
20


False Negative #
True Negative #
False Negative #
True Negative #


0
314
0
302

Testing Set 

(a priori probabilities=66.36% and 33.64%)


True Positive #
False Positive #
True Positive #
False Positive #


292
28
292
23


False Negative #
True Negative #
False Negative #
True Negative #


0
120
0
125

In this work, 5584 patient records out of 6905 cases were excluded from the experiments because of the missing information in these records. It is very common in medical databases to have missing values, either because the test was not needed, or because the information was not recorded. However, it is highly likely that the large number of incomplete records contain useful information for estimating NICU outcomes. Most feed-forward ANNs cannot perform well with missing data, neither during learning nor during the classification process. To make full use of the missing information in ANNs, new approaches will be needed and future work of the team will focus on investigating effective methods to make full use of the information in these incomplete records.

Conclusiontc ""
       The adult ICU ANN model developed by our research group has been successfully applied to the study of ventilation duration (less than/equal to, or more than 8 hours) (=< or >) with neonatal ICU patients. The results show that our ANNs can be used effectively to estimate this particular outcome, even if only a few variables are used in the process. (ie. collected as admission day SNAP-II variables). In future, we will extend this approach to the estimation of other NICU outcomes such as mortality, length of stay, intra-ventricular hemorrhage and other outcomes of medical interest. More importantly, once we find a way to include more cases with missing values, our approach will become a powerful tool to study a whole variety of medical outcomes in both populations (neonatal and adult intensive care patients).  
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