Bayesian Hierarchical Modelling of Clustered Cerebral BOLD Images
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* Hierarchical model° has normal likelihood y|5;, * Gelman, A et al. (2004). Bayesian Data Analysis, 2" ed.,

conjugate normal population gjwtandnon- || T e Boca Raton, USA: Chapman & Hall/CRC press.
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