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Abstract

TDCS is a form of non-invasive neurostimulation that is comprised of injection of current

via strategically placed scalp electrodes into targeted areas of the brain. TDCS has shown

therapeutic benefit for numerous clinical applications. This technique has not however

been widely adopted due to high variability of response to the stimulation. Current state of

the art methods for optimizing tDCS are based on FEM models that generally model tissue

as isotropic and homogeneous and do not take into account inter subject variability of head

tissue electrical properties. We therefore develop an in-vivo method of measuring and

analyzing bioimpedance spectroscopy measurements of the head to estimate change to

tDCS dose in neural tissues for different subjects.

Finite element simulations are implemented on a realistic MRI derived head model. 5%

random Gaussian noise is added. Experimental bioimpedance measurements are taken of

the heads of 8 subjects. We simulate sensitivity distribution and impedance for a variety of

2 and 4 electrode configurations over a wide frequency range. We also extract Cole

parameters and implement PCA on simulated and experimental impedance.

We demonstrate that the Cole model of the head can be accurately approximated by the

sum in series of Cole systems of each tissue. Comparison of Cole parameters from various

simulated electrode configurations show statistical differences (paired t test p < .05). PCA

shows that close to 100% of the variance between two impedance spectra is described along

a single principal component. Variation described by the second principal component

increases as a function of increasing inter electrode gap which may be related to changes in

dose. FEM and experimentally derived Cole parameters show different trends for various

electrode configurations, good agreement is however shown for the PCA results.

The outcome of this research may lead to a higher tDCS efficacy by improving

standardization and control of stimulation by relation of dose and bioimpedance spectra

characteristics.
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Chapter 1

Thesis Motivation, Goals and Outline

1.1 Research Motivation

Over the past decade interest has greatly increased in the research of non-invasive brain

stimulation methods for a wide variety of clinical applications [1]. The most popular form

of non-invasive brain stimulation is called transcranial Direct Current Stimulation

(tDCS) [1]. This technique is comprised of application of weak direct current via external

electrodes (commonly saline soaked sponges) to specific sites in the human brain associated

with specific neuropsychologic, psychophysiologic, and motor activity [2]. The growth of

tDCS research is due largely to its ease-of use and non-invasive profile combined with a

reported ability to significantly alter and modulate neural plasticity [1, 3].

TDCS is potentially a very attractive form of treatment; it is non-invasive, has low side

effect profile and is relatively low cost [2]. Results of clinical research of potential

therapeutic effects of tDCS have been encouraging; it has shown potential as a substitutive

treatment for pharmacotherapy (for patients with poor drug tolerability) [4], and as a

restorative or augmentative treatment (i.e. stroke [5], chronic pain [6] and depression [7]).

TDCS has also demonstrated beneficial effects in the treatment of disorders associated

with stroke [8, 9], epilepsy [10], and chronic pain [11]. Studies have shown that tDCS can

reduce nicotine [12], alcohol [13] and food craving [14]. In addition tDCS is increasingly

being explored as a method of augmenting performance of specific cognitive tasks such as
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motor learning [15], working memory [16], and language performance [17].

Despite increasing evidence of tDCS efficacy for a wide range of disorders, a number of

barriers have prevented the emergence of tDCS as a mainstream clinical therapy. A recent

review paper [18] discussed some of the experimental and technical challenges of tDCS

research. Specifically, a large between- [19] and within- [20] group variation of tDCS effect

on motor evoked potential (MEP) amplitude has been reported. Inter-subject variability is

shown in Fricke et. al. [21] who reported MEP amplitude increase of 93.2% and 9.2% for

two different groups who received stimulation with the same protocol (0.0286mA/cm2

current density; anode M1/cathode contralateral orbit; 5 min duration). Nitsche et al.

reported in studies using identical protocols MEP amplitude inhibition after stimulation of

30 minutes of 42.9% [22] and 20 % [23] respectively; other studies by Nitsche et al. showed

inter-group variation of MEP enhancement of 54.4% [24] and 19.3% [25]. Example of

intra-subject (within a single group) are found in Nitsche and Paulus [26] and Tremblay et

al. [27] who reported differences in MEP amplitude of around 290 %. In addition to high

variability, tDCS effects may not be reproducible as demonstrated in two studies where a

second session of tDCS using an identical stimulation protocol caused a decrease [28] and

even inhibition [29] of MEP amplitude. Some meta-analyses have described tDCS efficacy

(chronic pain, cognition) as inconclusive [30] or non-existent [31, 32].

In manner analogous to pharmacokinetics and drug-bioavailability, treatment dose is

defined as the interaction of the active agent (electromagnetic field) and the therapeutic

target (brain). According to Peterchev et al. [33] transcranial electro-magnetic (EM)

stimulation dose is defined by all factors that define the EM field in the body i.e. electrode

size and montage (placement of electrodes on the scalp based on EEG coordinates for the

purpose of neurostimulation [34]) and stimulation parameters (current intensity, polarity,

session number and duration).

The difficulty in achieving a consistent response to tDCS may thus be related to difficulties

in controlling factors related to dose. For instance, intracranial dose which is correlated to
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tDCS response [35], is affected by factors unique to individual physiology and anatomy

such as skin thickness, skull conductivity, intracranial tissue conductivity and brain tissue

conductivity [36]. Horvath et al. [37], listed inter- and intra- subject variability, and electric

current influences (hair, method of electrode attachment) as factors that affect treatment

reliability and efficacy.

It is known that head tissues (scalp, skull, cerebrospinal fluid CSF, grey matter and white

matter) have unique anatomical and physiological characteristics which are reflected in

different multi-frequency conductivity [38] and permittivity values for these tissues [39, 40].

Our motivation is thus to develop a new method of improving control and optimization of

tDCS dose by measuring and analyzing multi-frequency electrical properties of individual

subjects head tissues that affect the flow and distribution of current to the brain. We have

already explored the potential of using bioimpedance spectroscopy as form of in-vivo

feedback during tDCS relating changes in dose, to shifts in the measured multi-frequency

impedance characteristics [41, 42]. We now wish to investigate the potential of relating the

characteristics of dielectric spectra of the head to dose-related parameters such as the

intracranial current density and electric field distribution.

1.2 Research Goals and Objectives

The overall goal of this thesis is to analyze the impedance spectra of the head tissues and

relate characteristics of the impedance spectra to dose in the brain. The core of our

approach is the in-vivo spectroscopic measurement of the head impedance, analysis of the

impedance parameters using classical explanatory and descriptive models (Cole model and

multivariate analysis) and comparison of these parameters to results derived from FEM to

infer distribution of dose in the brain.

Previous work has shown that the resistivity of regional head tissues can be estimated by

injection of current through a pair of electrodes and measuring the resulting potential
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distribution through a network of electrodes strategically placed on the scalp [38,43,44].

The motivation of these studies were to improve source localization of brain electrical

activity. The approach used in these studies involves the use of an analytic model of a head

usually consisting of a number of spheres representing the primary head tissues. The

regional head conductivities are then estimated by minimizing the error (with some

variation of the simplex method [38,44]) between the computed and measured scalp

potentials. This method has had good results, with one author showing model and

measurement error could be reduced to a few percent even when noise had been added to

the model to account for experimental error [38,44]. Although these studies have focused

on the EEG localization problem, results of this method could easily be applied to the

forward problem of calculating current density in the brain which is essential for estimation

of neurostimulation dose. In fact some authors have already shown a clear relationship,

using the principle of reciprocity, between EEG and the forward tDCS problem [45–47].

We believe however that this approach suffers from some important shortcomings. First of

all simple analytic models shaped as concentric shells as used in [38] are quite different

than the intricate anatomy of the human head and may contribute to error [43]. In [38] it

was shown that the simplex minimization only provided relatively accurate agreement with

measured values when initial inputs fed to the algorithm were based on a range of

conductivity values found in the literature. In addition it was shown that the performance

of the algorithm was dependent on the angle between the injecting electrodes, as the angle

is increased the error also increases [38]. In [43] the boundary element method (BEM) is

used for solving a realistic head model. Results are shown to be sensitive to the

distributions of points in the different model compartments, this potentially reduces the

generalizability of the method. In [44] data sets are only obtained from 2 patients. In

addition in [44] only the ratio ρbrain
ρskull

are considered, effects of other tissues, such as the

CSF, are ignored. Finally all these authors only consider the use of a single low (> kHz)

frequency. Spectroscopic measurements contain more information of tissue structure and
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electrical properties and for some applications (such as estimation of total body water [48])

are shown to achieve a higher accuracy than single frequency measurements.

In the context of our work, we are interested in relating unique characteristics of an

impedance spectra to a particular dose distribution resulting from defined arrangement of

electrodes (referred to as montage) and boundary conditions. The DC or low end frequency

applications can be thought of as occupying the beginning of the spectra. By analyzing a

wide frequency range we investigate the entire head tissue frequency response over the α, β

and γ relaxation zones which can be fitted be to multiple Cole models [49].

Our proposed methodology involves comparison and analysis of multi-frequency spectra

data characteristics across multiple independent (simulation and experimental) platforms

for estimation of neurostimulation dose. Unlike much of previous work in this field, we do

not entirely rely on FEM modeling results. Instead FEM work provides a baseline and a

theretical framework for comparison to experimental data. In addition we analyze in detail

trends and patterns within and across subject impedance spectra. This avoids the problem

of the very limited generalizability of pure simulation results.

The applications of this work may go beyond the tDCS form of neurostimulation. Indeed

many applications of bipolar montages are using frequencies well above DC. Examples

include studies of neuro plasticity using transcranial alternating current stimulation

(tACS) that include stimulation up until 5 kHz [50] and the use of alternating electric

fields at 200 kHz for the treatment of brain tumors [51]. In addition transcranial random

noise stimulation (tRNS), has been used between 0.1 and 640 Hz [52]. Furthermore

bioimpedance studies are generally in the high kHz range due the generally high

frequencies needed to measure the dielectric properties of common biological tissue [53–56].

Overall we use AC analysis for investigation of DC properties of the head since we can

extrapolate DC properties using the Cole model. In addition DC measurements are prone

to error and can significantly change the conductivity of the tissue [57]. The use of AC

6



(depending on frequency) should minimally change skin impedance [57] and thus should

provide near identical measurements for repeated scans. In addition impedance

measurements should be near identical irrespective of the order of the frequencies used in

the sweep.

Geselowitz [58] used the reciprocity theorem to show that the sensitivity of a tetrapolar

impedance measurement is defined as the scalar product of the vector current densities

(the lead fields) for unit current injection between the two pairs of current and voltage

electrodes. The concept of the sensitivity field based on the formulation of [58] is an

important part of our work as it relates the measured output, transfer impedance, to the

distribution of vector current densities - which are in turn related to dose parameters.

The detailed research goals can then be stated as follows:

1.2.1 Objective 1

1. Use of a realistic head FEM to investigate the effect of electrode montage (different

configurations of bipolar and tetrapolar montages), head tissue properties and

frequency on sensitivity and focality

We use a realistic MRI derived head FEM for all our simulations. Each simulation is

comprised of 6 measurements of all tissues with 5% of normally distributed Gaussian

random noise added to the model.

We are interested in analyzing how changing the distance between the electrodes

changes the dose in the brain. This FEM study will show how the sensitivity

contribution of each tissue (analogous to dose) shifts as a result of varying electrode

position. This work lays the foundation of relating unique impedance characteristics

of various montages to the resulting dose distribution.

We expect to see that sensitivity and focality are dependent on electrode distance.

As electrode gap is increased we should observe a higher overall sensitivity and
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focality in the brain. We also analyze changes of sensitivity and focality in defined

regions of interest (ROIs) in the brain. The change of dose and sensitivity in ROIs

will depend on their location relative to the electrodes.

We also want to investigate the proportion of sensitivity field distribution in each

head tissue. This is important since we want to know how much each tissue

contributes to the total impedance measurement of the head. If the brain sensitivity

is large compared to other tissues then it can be easily detected in the impedance

measurement. We do however expect that the sensitivity measurement of the head to

be dominated (> 95%) by more superficial tissues such as the scalp and CSF due to

their relatively small volume and high conductivity.

In addition we wish to investigate the dependence of sensitivity and focality on

frequency. The frequency response of tissues may be an important determinant in

optimizing dose. Although tDCS is set at DC, other forms of neurostimulation are

used at higher frequencies.

We also will examine the effect of changing electrode configuration (different

positions of bipolar and tetrapolar electrodes) on sensitivity and dose. This is an

important part of optimizing neurostimulation since the distribution of dose is

dependent on the number and position of electrodes. tDCS modeling work is

exploring the use electrode arrays to optimize dose [59]. We expect that the

sensitivity field distributions of the tetrapolar measurements will be more sensitive to

deeper tissues than the bipolar measurement since the current and voltage electrodes

are separated. This has important implications for relating impedance measurement

characteristics to dose in the brain.

1.2.2 Objective 2

2. Investigating the linear correlation of sensitivity to dose
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We want to explore the relationship between sensitivity and dose (electric field and

current density). We explore if these variables are linearly correlated over frequency.

Statistical significance is measured with a paired t-test. We expect here that

sensitivity and dose are significantly correlated (p-value below an α =.05) and that

correlation is high (> .9)

1.2.3 Objective 3

3. Use of a realistic head FEM to investigate the effect of electrode montage (different

configurations of bipolar and tetrapolar montages), head tissue properties and

frequency on impedance

We now wish to examine how all these parameters affect the impedance measurement

of head and its constituent tissues. Impedance is related to sensitivity and the

conductivity of each tissue. Thus we expect that the high impedance skull tissue will

have a large contribution to the total impedance of the head. We also expect that the

scalp and the CSF will have large contributions to the total impedance. Other tissues

will contribute less than 1% of the impedance.

The frequency dependence of the head tissue impedance is also important. For

instance we expect that the contribution of CSF on impedance will decrease and

conversely the brain contribution to impedance will increase as frequency is increased.

We wish to investigate the affect of increasing the gap between the electrodes, as

electrodes are moved apart we expect that the total impedance will increase and that

the contribution of the brain tissues to the total impedance will increase.

Finally we also want to compare the bioimpedance spectra resulting from various

tetrapolar and bipolar montages. We expect that the for tetrapolar montages, the

scalp impedance will be greatly decreased and that the brain impedance will be

increased. Conversely the impedance of the bipolar montages will be mainly
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comprised of scalp impedance (> 90%).

1.2.4 Objective 4

4. Extract Cole model and PCA parameters from simulated data and compare the

results across bipolar and tetrapolar montages

Here we use Cole model and PCA parameters to characterize the impedance spectra.

This is necessary to reduce the data dimensionality to a small number of parameters.

We expect that there will be significant differences (p-value below an α =.05)

between the Cole and PCA parameters of each electrode montage. We also expect

that most of the variance (< 99%) between two impedance spectra can be described

by a single principal component. This shows an almost linear relationship between

two sets of impedance spectra. We expect as the gap between the electrodes are

increased this relationship will become increasingly non-linear and that the variance

described by a second principal component will increase.

We also wish to investigate that the linear superposition approximation is valid for

bioimpedance spectra. We will show this by demonstrating that the sum in series of

each tissues Cole system (characteristic semi-circle in the Nyquist plot of real vs.

negative imaginary) is equal (within an error of 1%) to the total Cole system

measured across all the tissues.

These linear properties of the impedance spectra have important implications since

we may now consider linear operations such subtraction to remove the impedance of

undesired tissue such as the scalp.

1.2.5 Objective 5

5. Extract Cole and PCA parameters from measurements on human subjects. Compare

parameters for different tetrapolar montages
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We are looking here to see if the experimental data will be consistent across all

montages and that a clear trend of statistically significant differences can be observed

which is the same for all subjects.

We expect that there will be a very high degree of variability between results for

different subjects due to measurement error and natural physiological differences.

In order to quantify this variability we compare the mean Cole parameters of all the

subjects for the different montages. An unpaired t-test will be used to measure

significance at α = 0.05. We expect that there will be mean Cole parameters with

statistically significant differences for the different electrode montages. This shows

that there certain patterns in the impedance spectra that are not canceled out by

inter-subject variability.

1.2.6 Objective 6

6. Compare experimental and FEM impedance characteristics

Our final goal is to compare various impedance characteristics (Nyquist plots, Cole

and PCA) of the FEM and the mean experimental data. Similarities can be used to

infer relationships between impedance spectra and dose as calculated by the FEM.

The main expected contributions of the thesis can therefore be summarized as:

1. Development and analysis of a novel methodology of relating tissue impedance

spectra to neurostimulation dose. This includes:

• Analysis of the effect of changing dose-related parameters (frequency, electrode

configuration) on simulated spectra of sensitivity, impedance and dose

• Use of Cole model and multivariate analysis to describe and compare changes to

the impedance spectra for different electrode montages as well as to relate these

changes to variation in dose
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• Analysis and comparison of FEM and experimental impedance spectra

parameters to infer dose distribution

1.3 Thesis Outline

The following is an outline of the sections of this thesis.

Chapter 2 provides a literature review of the state of the art of the field of optimization of

tDCS dose.

Chapter 3 describes the realistic head FEM. Topics discussed included a description of

model layers,components and number of nodes.

Chapter 4 provides a detailed description of the setup and physics of a simulated

multi-frequency impedance measurements. Subsections of this chapter include; a discussion

of the material properties of the head tissues and electrodes (impedance and reactance),

boundary conditions, addition of noise, electrode montage (2 and 4 electrode

measurements), region of interest (ROI) setup, dose and measurement parameters

measured and probe setup.

Chapter 5 describes in detail the solver configuration used for the modeling work. We

discuss some background of solver types and the considerations that determined the best

choice of solver for our model (nested multigrid and generalized minimal residual method).

Chapter 6 shows the results of sensitivity field calculation for various 2 and 4 electrode

configuration. We describe the tissues which have the highest concentration of sensitivity.

The concept of the negative sensitivity field is discussed. Finally we describe the

relationship between sensitivity and dose and measurement parameters.

Chapter 7 describes impedance simulation results. We show here the principle of

superposition by demonstrating that sum of all tissue’s impedance added in series is

equivalent to the total measured impedance. We then show how each tissue behaves as a
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Cole system which add together in series to a total Cole system. We show how the transfer

impedance can be modeled as a weighted sum of impedances where the sensitivity provides

the weight. We also demonstrate how the total impedance can be approximated by the

impedance of 3 tissues (scalp, skull and CSF).

Chapter 8 provides a description of Cole modeling and PCA analysis. We extract Cole

parameters for the 2 and 4 electrode configurations. A description is provided of the fitting

and extraction method. We show how the Cole parameters can be related to sensitivity

distribution and dose and measurement parameters. We demonstrate how the variance

between two measurements can be decomposed into primarily a single principal component

demonstrating the linearity of the problem.

Chapter 9 describes the experimental protocol and results. We analyze the impedance

using Cole model and PCA.

Chapter 10 compares FEM and the pilot study results and provides discussion of results,

proposed future work and a summary of contributions.
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Chapter 2

Literature Review

2.1 TDCS dose optimization methods

In section 1.1 we described our motivation for developing a method of improving control of

tDCS (transcranial direct current stimulation) dose. In this chapter we review current

state of the art methods for optimization of tDCS dose.

We now describe the organization of this chapter. To provide context for our work we

provide a review of the of tDCS research as well as proposed mechanisms of action of

tDCS. We then review state of the art methods for optimization of tDCS dose. This review

includes a detailed discussion of optimization methods implemented on MRI derived

realistic head models. Other discussion includes algorithmic based methods (evolutionary

strategy, genetic algorithms, interior point optimization for non-linear minimization) and

methods based on the linear supposition approximation and the principal of reciprocity.

2.2 TDCS Background

Transcranial direct current stimulation (tDCS) is a form of neural electrostimulation

whereby low intensity DC current is delivered to the cortex via surface electrodes placed

strategically on the scalp [2]. Typically tDCS devices are battery-powered current

generators that are capable of outputting a fixed electrical current of up to 2 mA; device
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lead wires are attached to electrodes (usually carbon inserted in saline or water soaked

sponges 20-35 cm2 in area) that are fixed to the scalp with a non conducting strap or

cap [60]. TDCS stimulation is generally defined by the following parameters: current

density (current intensity/electrode size), duration, polarity and montage [60]. (Montage is

defined as a particular configuration of electrodes on the scalp for the purpose of

neurostimulation [34])

Investigation of the effect of brain stimulation began with the work Giovanni Aldini in 1802

who reported that cortical stimulation of decapitated prisoners resulted in muscular

grimaces on the side of the head contralateral to the stimulation. In 1804 Aldini reported

the successful treatment using neural stimulation of patients with melancholia [60].

Batholow (1874), Sciamanna (1882) and Alberti (1883) carried out a series of pioneering

experiments comprised of stimulating cortical tissue of conscious patients with exposed

brain tissue due to illness or trauma; the investigators described the electrical current

eliciting muscular contraction of various parts of the body in some cases contralateral to

brain hemisphere being stimulated (see description of tDCS history in [2, 60,61]. The work

of these early researchers served as the foundation of numerous clinical studies (ranging

from the end of 19th and beginning of 20th centuries) investigating and mapping the

physical effect of stimulating the motor cortex. Despite early progress, interest in DC or

galvanic stimulation as a research and therapeutic tool was superseded by introduction of

electroconvulsive therapy in 1930 by Lucino Bino and Ugo Cerletti [62], other factors that

detracted from interest in the field included the popularity of psychopharmacologic drugs

and a lack of reliable neurophysiologic markers necessary for accurate measurement and

reproduction of the stimulation effect [2].

2.2.1 TDCS effect on cortical excitation

At the turn of the century a series of studies by Priori et al. [63] and Nitsche Paulus [35]

used transmagnetic stimulation (TMS) evoked motor potentials as a method of measuring
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tDCS induced cortical excitability. Both studies found that the DC current was capable of

modulating significant lasting changes in excitability. Priori reported that anodal scalp DC

in humans significantly alters reaction times but cathodal DC does not [63], whereas

Nitsche and Paulus found that DC stimulation significantly increased motor-cortical

excitability during anodal stimulation and caused a similar significant decrease during

cathodal stimulation; effect size was approximately 20% [35]. Specifically, experimental

results showed that the interaction of current polarity with electrode position, as well as

interactions between current duration, stimulation intensity and time course after current

stimulation, all had a significant effect on MEP size [35]. These findings suggested that DC

stimulation could be an effective method of non-invasively reversibly modulating cortex

excitability especially if the effect duration could be extended as already shown successfully

in animal studies involving rats [64,65]. This is significant since changes in baseline cortical

excitation may affect performance of many neural functions.

Additional studies appeared to confirm the polarity dependent cortical excitation

properties of DC stimulation [66]. In a 2001 paper Nitsche and Paulus showed 9 to 13

minute sessions of tDCS increased motor cortical excitability about 150% above baseline

for up to 90 minutes after the end of stimulation thus demonstrating the potential long

lasting nature of the stimulation effect [26]. In 2003 Antal et al. [67] showed that DC

stimulation could modulate the visual cortex excitability; anodal stimulation resulted in an

increase of the phosphene threshold (PT) as measured by short TMS pulses, conversely

cathodal current resulted in a decrease of the PT. Nitsche et al. showed that cathodal

current applied to the motor cortex resulted in a reduction of MEP size; 5-7 minutes of

stimulation resulted in a return to MEP baseline whereas 9 minutes of applied DC resulted

in MEP reduction up to one hour post stimulation [68]. A more recent study published in

2016 demonstrated that paired electrical stimulation of the median nerve resulted in a

reduced paired-pulse suppression (PPS) of somatosensory evoked potentials after anodal

stimulation indicating cortical excitation; cathodal stimulation resulted in an increased
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PPS thus showing an inhibitory effect [66].

The relative success of studies demonstrating the ability of tDCS to modulate cortical

excitability has provided motivation for researchers attempting to demonstrate the viability

of tDCS as a tool capable of providing controlled therapeutic neuromodulation and

plasticity. A large number of tDCS studies have now been published, investigating the

potential of using this stimulation for a wide range of motor, cognitive and

neuropsychiatric disorders (for example see the following reviews [2, 69,70]).

2.2.2 Proposed mechanisms of action

A number of mechanisms of action have been proposed to explain the basic effect of tDCS

on cortical excitability. Nitsche et al. [68] suggested that cortical excitation reported for

anodal stimulation is caused by neuronal depolarisation and a resulting shift in resting

membrane potential; conversely cathodal stimulation causes an inhibitory response due to

neuronal hyperpolarization. This effect is only reliably reported in that paper for the

anodal-motor and cathodal contraletral orbit; it is suggested that other electrode montages

can result in anodal hyperpolarization and cathodal depolarization since the direction of

polarization depends on the relative orientation of the electric field versus the neural cell

axons and dendrites [60,68]. The duration of the effect after several minutes post

stimulation is thought to result from changes in changes in the spontaneous discharge rate

of the neuronal action potentials [68]. Modelling work has indeed shown that DC

stimulation can change neuronal transmembrane potential without triggering an action

potential [71,72]. Some controversy exists if the tDCS stimulation effects are due to

changes in the physiology of the neuronal membrane, or rather tDCS mediates changes

more indirectly by altering the balance of local ionic concentrations [60].

There is evidence that tDCS modulates glutamatergic and GABAergic neurotransmitters

responsible for an excitatory and inhibitory neural response respectively. Some studies

have shown that tDCS effect can be abolished by blocking of glutamatergic NMDA
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receptors, conversely the stimulation effect can be prolonged through the action of the

NMDA receptor agonist D-cycloserine [24,73]. Additionaly it has been shown that both

anodal and cathodal tDCS reduce GABA as measured by magnetic resonance spectroscopy

(MRS) [74]; this is consistent with the observation that GABA reduction increases

glutamatergic plasticity in animal slice experiments and may be the basis of the plasticity

effect induced in humans [75]. Glutamate release activates NMDA receptors which in turn

can cause an increase of intraneuronal calcium (Ca 2+) concentration through a dedicated

ligand-gated channel. At specific Ca 2+ concentration thresholds, enzyme cascades cause

insertion or removal of glutamatergic AMPA receptors; quantity of these receptors control

the post-synaptic activation threshold. Modification of the AMPA receptors is considered

the basis for long term potentiation (LTP) and long term depression (LTD) [75]. Other

neurotransmitters (GABA, dopamine, acetylcholine, serotonin, adrenaline, and

noradrenaline) also affect the post-synaptic activation threshold by modifying the

transmembrane potential via receptors including glutamergic and ion channels [75]. The

basis of tDCS effect thus appears to be primarily related to activation of the glutamergic

excitatory system whereas the reduction of GABA serves to remove inhibition to

glutamergic excitation [75].

Other studies have shown that tDCS effects are nonsynaptic and may cause transient

changes in protein channel density in the region of the stimulating electrode [2, 76,77].

Since the tDCS induced field causes polar molecule migration, including of many

neurotransmitters, it is theorized that the stimulation effects are caused by displacement

and alteration of the neurochemical environment [74,77]. Evidence of these changes is a

demonstrated in a magnetic resonance spectroscopy study that showed that anodal tDCC

altered myoinositol but didn’t change n-acetyl-aspartate [78]. Constant electrical fields are

known to affect various kinds of biological tissues and physiological mechanisms

(inflammation, cell migration) [2]. In line with these observations it has been observed that

anodal tDCS can induce prolonged brain vasodilatation [79]
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Research has shown that tDCS effect is not strictly limited to areas directly under and

adjacent to the scalp electrodes; rather the stimulation may affect distant structures likely

through connections between the stimulated neurons and other neural networks [60]. A

number of studies have demonstrated that stimulation effects can be measured at sites

distant to yet functionally connected to targeted regions [80–83]. It has been shown tDCS

modulates neuronal oscillations as evidenced by increases of EEG activity in the theta and

delta range [76]. Simulation studies have shown that conventional tDCS provided by large

electrodes is non-focal due to currrent spread in the brain [84]; this may provide an

alternative explanation for non-local effects observed subsequent to stimulation [75].

Since tDCS effect is hypothesized to depend on orientation of current flow relative to

neural orientation [75], electrode position is critically important in determining stimulation

efficacy. It has been shown in fact that the position of the return electrode, a factor that

determines the induced electrical field orientation and magnitude, influences the

directionality and effect size for motor, and visual cortex stimulation [35,63,85]. A study

that investigated a stimulation protocol with the return electrode placed on the shoulder or

arm reported reduced efficacy [86], this provides further support to the centrality of electric

field magnitude in determining stimulation effect. A proper balance must be sought in

electrode placement to ensure that the electrode field intensity is sufficient while avoiding

excessive shunting through the superficial scalp layers [75].

2.3 FEM based optimization methods

FEM head models are the primary tool used for developing tDCS optimization

methodologies. Early work by Rush and Driscoll [87] derived an analytical solution of

current flow through a model consisting of concentric spheres representing the scalp, skull

and brains. The model solution was shown to be similiar to results achieving by measuring

current spread in a realistic phantom (human skull suspended in a receptacle filled with
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saline.

Miranda et. al [71] continued this work by implementing the Rush and Driscoll model

parameters in a finite element model developed in Comsol. In this spherical head model

radii and electrical conductivity values were set for 3 domains representing the scalp, skull

and brain. Sponge electrode sizes are modeled at 6.5*15 cm2 and 5×5 cm2 respectively.

Four electrode configurations are investigated comprised of a single anode and one or two

cathodes (left M1, right contralateral; left Dlpfc, right contralateral; symmetrical above the

eyebrows, and 2 small cathodes placed on the mastoids) total DC passed through the

anode is set to 2 mA. Results showed showed that for all montage a significant portion of

the current was shunted through the scalp (41%, 49%, 61%, and 53% respectively for the

four montages corresponding to inter anode cathode distances of 12.4, 6.5, 3.2 and 6.3 cm).

The study showed, in accordance with Rush and Driscoll [87], that for electrodes placed far

apart a significant part of the current penetrates the brain whereas for electrodes placed

close together (less than 5 cm) current is primarily shunted through the scalp. Results also

showed that the current density in the brain during the simulated tDCS is around 0.1A/m2

which corresponds to an electric field of 0.22 V/m; current density at this order of

magnitude have to been linked to significant physiological effects [88,89].

Shortcomings of the spherical models included lack of geometrical accuracy and sometimes

omission of critical layers such as the cerebral spinal fluid (CSF) [71]. To achieve better

accuracy modelling efforts concentrated on developing and solving realistic MRI-derived

head models [71,84,90–97]. Wagner et al. in 2007 [90] describes an MRI-derived FE for

simulating tDCS currents applied to brain. The Ansoft solver was used for solving all FEM

calculations. The FEM mesh was generated using specialized CAD software [98] rendering

of human head MRI images. As part of the mesh construction, the various types of human

head tissues (skin, skull, cerebrospinal fluid (CSF) were segmented into discrete domains.

Tissue conductivity were assigned based values found in the literature (skin: 0.465 S/m;

bone: 0.010 S/m; CSF: 1.654 S/m; gray matter: 0.276 S/m; white matter: 0.126 S/m).
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Various electrode pairs were investigated (7 ∗ 7cm2, 7 ∗ 5cm2, 5 ∗ 5cm2 and 1 ∗ 1cm2); each

electrode pair was placed on the scalp at the right M1 (anode) and the contralateral

supra-orbital region (cathode). The model was solved and current density magnitude and

distribution was analyzed for each montage. Parameters analyzed included maximum

cortical current surface area, current density variation and current shunting. Results

showed that increasing the electrode size resulted to a less focal current distribution with

the greatest difference seen between the 7 ∗ 7cm2 and 1 ∗ 1cm2. Other significant findings

showed that current density varied significantly between the tissues with the largest current

magnitudes in the skin and CSF volumes, in addition shunting increased greatly for the

1 ∗ 1cm2 electrodes when compared to larger electrodes.

Other parameters analyzed in MRI-derived FEM head model studies include

stroke [90,94],tinnitus [95], fibromyalgia [99], anistropic properties of head

tissues [96, 100–102], head fat and obesity [103], skull defects and skull plates [104] and

electrode area and inter-electrode distance [105]. Analysis of customized FE models of

individual subjects have shown the importance of modelling idiosyncratic physiological and

anatomical details as these parameters may greatly influence current dose and

distribution [94,106–108].

2.3.1 Electric field optimization

In order to improve current focality, increasing current density at a desired neurological

target while reducing current density throughout other brain regions, a number of

computational algorithm based methods are proposed.

2.3.1.1 Genetic Algorithms

Im et al. [109] demonstrated the principle of using a evolutionary strategy (es) for

computing the optimal positions of an electrode pair for generating maximal current in a

target brain area. The study used a 3D head model, comprised of scalp skull and CSF
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extracted from structural MRI data of a standard brain atlas; scalp electrodes were

modeled as two boundary nodes with Dirichlet-type boundary values of 0 and 1 V. The

model was first converted to a best fitting sphere; based on the center of the sphere, angles

(θ and ψ) are evaluated for all the boundary nodes. Four boundary angles (θ1, ψ1, θ2 and

ψ2) are designated as optimization variables representing the scalp electrodes. Range of θ

and ψ was set as (0, 120) and (0, 360) respectively. Target position was chosen arbitrarily

around the occipital and temporal lobe areas. A (2+6) (parent offspring) evolution

strategy [110] was then used iteratively until the solution quality did not improve or

mutation range was lower than a predefined level. Execution of the ES algorithm showed

selection of electrode position such that the solution converged to a maximum electric field

at the target (0.117 Am−2 and 0.077 Am−2 for the shallow (occipital) and deep brain

(temporal lobe) target respectively). The authors have also indicated that the ES

algorithm has advantages over other optimization algorithms, genetic algorithm (GA) and

simulated annealing (SA), due to its greater speed and greater likelihood of not being

trapped in a local minima [110].

Another example of the application of a genetic algorithm towards tDCS optimization is

presented by Ruffini et al. [111]. Electric field calculations are performed on the

MRI-derived realistic head model described in Miranda et al. [112]. The model is

multi-layered comprised of scalp, skull, CSF including ventricles, and brain (grey and white

matter). Values for tissue conductivity were taken from the literature. Electric field

computation is performed on a set of 27 electrodes (diameter 1 cm, height 2.5 mm) (see

discussion of multi-electrode array design in section 3.2.2) with the anodal electrode placed

on Cz. The principle of superposition - the solution of a N-electrode problem can be stated

as a linear combination of N-1 electrode pairs - is used; thus the total electrode field is

calculated as the consecutive solutions of 26 unique anode-cathode pairs. The authors

assumed that the electric field component pointing into the cortex (positive normal

component) is excitatory whereas the component directed out of the cortex is inhibitory
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(negative normal component). The problem is thus defined as optimization of the

component of the electrical field normal to the cortex; this can be written as

[E(x) ∗ ...En−1(x)] ∗ I = E0(x) where En(x) is a basis function of the normal components

the electric field, I is an array of components currents and E0(x) is the desired electric field

at the target. A constrained least squared method is used to minimize the error at each

mesh point [111]. A genetic algorithm (GA) was implemented to determine which

electrodes should be used for the optimization; solution ”offspring” fitness was evaluated

by error magnitude and by a weighted cross correlation coefficient (between 1 and -1 )

between the target and the electric field.

2.3.1.2 Multi-Electrode Arrays and Linear Superposition

Results showed that increasing the number of electrodes beyond 8 provided only marginal

gains. Analysis showed that a traditional bipolar montage has a relatively limited ability

(low cross correlation coefficients, high error) of focusing an electric field at a target

compared to an optimized 8 electrode montage. Results also showed the superior fitting

properties of the 8 electrode montage for a variety of target maps based on various clinical

imaging modalities (rs-fcMRI, PET).

Optimization of a multi-electrode array is described in detail in a 2011 paper by

Dmochowski et al. [59]. As described in other papers [109,111], field optimization is based

on the principle of linear superposition of electric fields resulting from different electrode

pairs. Optimization is considered with a 64 electrode array (1.2 cm diameter) situated

(using the 10/10 coordinate system) on a MRI T1 image-derived head model; gel is

interposed between the electrodes and the scalp surface. The model is segmented into

brain, skull, CSF and scalp tissues, conductivity of the tissues and electrodes are assigned

based on values found in the literature. A target is defined on a gyrus on the posterior side

of the central sulcus. The net electric field e of M electrodes (64 minus a reference

electrode) at location rn can be written as e(rn) =
∑M

m=1 em(rn) =
∑M

m=1 smam(rn) where
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sm is applied current density and am is resistivity. Optimization is achieved by fine-tuning

the coefficients sm in a manner analogous to beam forming in array signal

applications [113]. The study considers a variety of algorithms (least squares, weighted

least squares with a constraint on the maximum current applied to each electrode, linearly

constrained minimum variance (lcmv) (enforced gain in a given direction), and optimizing

for intensity).

The performance metric is defined as electric field focality in a sphere of increasing radius

around the target; half max radius is defined as the radius that contains half of the electric

field magnitude. Focality is demonstrated for both radial and tangential currents of a

variety electrode montages (5 large pad electrodes, 2 ad hoc arrays of small electrodes

(including 4 by 1 and bipolar arrangements); the weighted least squares (wls) and lcmv

algorithms performed similarly for radial currents however wls enabled greater intensity for

tangential current. Results showed the trade-off between focality and intensity - as the

latter was increased the former decreased as measured by the half max radius. The authors

noted that for both radial and tangential currents the lcmv (unconstrained) algorithm

provided the best focality-intensity tradeoff, while the maximum intensity algorithm

provided the highest electric field intensity at the target. In all cases it is demonstrated

that optimal stimulation parameters are affected by field orientation at the target (radial

or tangential), trade-off between focality and intensity as well as safety criteria.

2.3.1.3 Interior Point Optimization Method

Sadleir et al. [114] describes another method of non-linear optimization of intra-cranial

current. As part of this analysis a head model was obtained from the Re-Sliced Adam

(RA) dataset from the DTI White Matter atlas repository (Johns Hopkins Medical

Institutes). The model, based on T1 weighted MR images, includes white matter anistropy

vectors. The model consists of 10 tissue types, cancelous bone, cortical bone, blood, CSF,

scelra, fat, muscle, brain, and skin; conductivities are assigned based on measurements
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under 1 kHz reported in the literature. Large electrodes (22 cm2) are used for this

simulation; one electrode is sited close to the targeted brain region whereas the other

(reference) electrode are placed elsewhere on the scalp or extra-cranially. A total of 19

montages (10-20 EEG system) are considered. Voltage data was calculated for each

electrode after simulation of current injection of 1 mA. An interior point optimization

method (used for solving general non-linear minimization problems subject to linear and

non-linear restraints [115]) was used for optimizing current flow by calculating the weight

or coefficient determining the appropriate stimulation intensity to be delivered to each

electrode. This method is similar to that described in [59] with the fundamental difference

being that their general non-linear algorithm explicitly specifies avoidance areas (current

only allowed below a set threshold) instead of minimizing current flow in all areas outside

the target. Optimal current flow is calculated without the constraint of all electrodes being

placed on the head as extracranial electrodes may be attached to compensate for additional

uncompensated current. Three problems are considered: 1. preferential delivery to the left

inferior frontal gyrus (IFG) while avoiding the accumbens, 2. maximal current delivery to

the accumbens, and 3. maximum current delivery to the accumbens while avoiding current

flow to the left inferior frontal gyrus (IFG).

Results showed that current could be preferentially delivered to the IFG while avoiding the

accumbens (current magnitude in the target is greater by a factor of 10). The latter 2

problems were solved, however many more iterations were required to converge to solution

than the first case. In addition it was shown that when targeting deep brain structures

current flow through peripheral brain structures (cortex) can not be avoided solutions and

that these problems may not yield a unique solution.

2.3.2 Reciprocity approach

Another optimization approach utilizes the principle of reciprocity to guide tDCS

stimulation to cortical targets mapped by EEG signals [45,46,116–120].
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Dutta et al. [116] first explored the potential of using the electromagnetic reciprocity

theorem to reciprocally energize the EEG electrodes. The foundation of this approach

relies on the fact that the EM lead-field resulting from current dipole sources in the brain

recorded at an EEG electrode, is the same as that generated by a unit of current injected

in that electrode. In lead field formulation the reciprocity theorem can be stated as [116]

~u1,NMEj
·
(
~J2,NMEj

)
=
(
~c1,r̄anode,NMEj

− ~c1,r̄cathode,NMEj

)
· ~u1,NMEj

where ~u1,NMEj
is a vector

representing a unit dipole generated signal by the jth neural mass ensemble (NME) (average

event related activity), ~J2,NMEj
is a unit of current (brain stimulation) flowing through the

NME, and
(
~c1,r̄anode,NMEj

− ~c1,r̄cathode,NMEj

)
is the dipole lead field in thejth NME between

the cathode and anode. This equation shows the equivalency of the dipole and current lead

field thus demonstrating the principle of reciprocity. One shortcoming of this method is the

lack of accurate conductivity values required for precise forward solving of computational

head model. Dutta et al. thus proposes the use of magnetic resonance current density

imaging [121] where the current lead field can be determined in vivo allowing for

estimation of appropriate conductivity values using a regularized least square method.

Ruffini et al. [117] described EEG and transcranial electric stimulation (TES) (voltage

space to dipole space) as a pair linear systems linked by a common transfer matrix. Based

on the reciprocity principle, the scalp voltage at point a with respect to b can be written

for a volume mesh with n points as Vab = −
∑

n
~E0
n · ~JnδVn where ~E0

n is the electric field

induced by reciprocal montage at point a and b. Since each component of a triangular

mesh is defined by 3 points each mesh point is divided by 3 resulting in a 3N dipole space.

The number of voltage functions (defined as basis functions) is equivalent to the number of

electrodes minus 1; in this example case equivalent to 26. The transfer or forward mapping

matrix, referred to as K, then results in a 26 x 3N matrix. Ruffini et al. then describes a

number of methods of smoothing the data for inversion including minimizing the curvature

of the solution subject to data constraints [122]. This approach would allow inversion of

EEG potentials to dipole (source) space which can be used to define a dipole field map;
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multichannel stimulation (MtCS) can then be optimized to align or anti-align with the

dipole electric field using the methods described in [111]. Potential applications of this

method include: online optimization and close-loop monitoring of MtCS from EEG as well

as playing back EEG from the MtCS currents.

The concept of the linear reciprocal relationship between EEG and TES has been further

explored by Dmochowski et al. [120]. The relationship is formalized through a common

transfer matrix linking the 2 linear systems; this can be written as RT = S where R is the

electrical path between neural current sources and recording electrodes, S is the

relationship between the stimulation currents and the resulting electric field and T is the

matrix transposition. The stated optimization problem is to modulate sources of neural

activity; it is thus desirable to achieve E = cD whereby E is the induced electric field, D is

the field resulting from neural sources and c is a proportionality scalar. The optimization

minimization problem can then be written as I = arg min||kE − cD||2 = c(RRT )−1V . This

spatially decorrelated V is not identical to merely ”naively” reversing the scalp voltage by

using I = V. Thus in order to target neural structures it is only necessary to locate the

scalp voltage projections of the sources as opposed to determining the spatial location of

the EEG dipoles. Dmochowski et al. demonstrated use of this derived reciprocity principle

on a boundary element (BEM) problem solved on a MRI derived model. Four regions of

interest were defined using a variety of electrode montages; dipolar current sources of an

average radius of 1.03 cm were simulated and generated scalp potentials were transformed

to stimulation current using both ”naive” and true reciprocity. Stimulation performance

was computed as the ratio of the electric field strength at the targeted region to the field

strength outside this zone. True reciprocity achieved higher focality by a factor of 10 (ratio

of 10.67± 8.68 vs 1.76± 0.61 for naive reciprocity) at the price of lower field strength at

the targeted regions (0.086± 0.054 V/m for true reciprocity vs. 0.200.087± V/m for naive

reciprocity). Some considerations with this approach that are discussed include safety

constraints (maximum allowable current), focality limits (dependent on electrode number,
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size and position) and potential for an optimized close-loop stimulation.

2.3.3 Experimental Validation of Reciprocity Principle

Luu et al. [119] continued the approach of using the reciprocity principle to guide targeting

of slow frequency pulsed stimulation. The study was comprised of several stages; first MRI

images were acquired of 12 healthy individuals, next TMS (transmagnetic stimulation)

mapping was used to determine the primary motor cortex location that provided the

highest intensity index finger EMG response. The latter part of the study was comprised of

generating an anatomically accurate FE head model for all the individuals and then

providing stimulation (placebo, anodal or cathodal protocols) counter-balanced across

participants using a 3*3 latin square design. The stimulation sessions were double blind

(TMS operator and participants) separated by a maximum of 48 hours.

To generate the head model, each voxel of the the structural MRI data was segmented into

one of seven tissue/material types: eyeball, flesh, skull, cerebral-spinal fluid (CSF), grey

matter (GM), white matter, and air. 256 electric sensors are modeled as attached to the

scalp surface. The cortical tissue mesh was divided into 1200 dipole patches with each

patch about 1cm2 in size. current flow is calculated as the average perpendicular

orientation of vertices within each patch. Calculation of a lead-field matrix (LFM) using

the finite difference method (FDM) was used to compute current flow from each cortical

path to all the sensor coordinates.

An optimal current injection setup was determined by using the Lorentz reciprocity

theorem which relates injected current densities and their resulting electromagnetic fields

in a complex resistive volume [123]. This is applied to TES (transcranial electric

stimulation) through the principle that current injection based on a scalp voltage field

generated by a dipole at a target will maximize current density at the target. The scalp

voltage was mapped, injected current patterns were then shaped to conform to the scalp

voltage amplitudes (generated by target dipoles) using 8 anodal and 8 cathodal electrodes
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for a total of 16 electrodes. Electrode values were normalized so the maximum source

(anode) and sink (cathode) were assigned weights of 1 and -1 respectively.

Pulsed, direct current stimulation was then applied with the voltages and electrical

montage defined with the reciprocity theorem. Stimulation was driven by the prototype

GTEN 100 system with a 256- channel HC GSN 100 which controls a network of evenly

spaced Ag-Ag Cl electrodes. The GTEN uses a balancing circuit capable of maintaining a

constant current (source-sink) configuration. Stimulation was comprised of pulses of 100

ms duration delivered at 0.5 Hz for 17 minutes. Lidocaine was used to minimize physical

sensation caused by the current.

Relative to placebo, 8 participants who received cathodal stimulation and 5 participants

who received anodal stimulation had a reduction of MEPs relative to placebo. These

results showed that an inhibitory response, measured by a reduction of MEPs,(long term

depression -LTD) was induced with low-charge reciprocity guide pulse with greater

consistency than reported in prior research.

2.3.4 Reciprocity vs. Error Fitting Algorithms

M. Fernandez-Corazza compared reciprocity based optimization to traditional error fitting

algorithms [118]. Four different cortical targets were defined in a 7 tissue FE head model.

The performance of the reciprocity method in optimizing stimulation parameters (electrode

density, targeting error, focality, intensity and directionality) is compared to the

performance of least square (LS) and linearly constrained minimum variance (LCMV)

algorithms. Results showed that the reciprocity approach performed comparably (improved

intensity and directionality) to the LS and LCMV algorithms. Increasing the electrode

mesh from 128 to 256 improved performance in all parameters (focality, density, and

intensity).

Cancelli et al. [45] proposes the use of EEG data for reciprocity targeted stimulation

without the computationally demanding use of anatomical head models for both source
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localization and current injection modelling. The authors demonstrate a two step process

where EEG signal topography is used to select locations for stimulation as well as to

determine the amount of current to be injected in each electrode. This method is verified

by use of FE model simulation that incorporates both head anatomy and dipole location.

The study investigated a number of montages while varying the number of electrodes from

a few to greater than 300. Results showed that model free use of EEG data could provide

comparable results (as measured by performance parameters intensity, focality and

directionality) to that provided with FE models with relatively few (2-8) electrodes.

2.4 Summary

This section of the thesis has provided a review of neurostimulation background, proposed

mechanism of action and dose optimization methods. The focus of this review is on

optimization methods in the simulation space that have generally not been compared to

experimental data. We discuss here results of tDCS optimization methods that include

genetic algorithms, linear supposition of electrode field using multiple electrodes, interior

point optimization methods and reciprocity based approaches.
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Part III

FEM Modelling
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Chapter 3

FEM Model Description

This chapter describes in detail the realistic head finite element model that was used for

the simulation work in this thesis.

3.1 Model Description

We adapt a realistic head model, described in [112,124], for use as a platform for our

simulation work. We used an already developed head FEM model geometry (segmentation

and development work was not performed by the author). We however describe the process

of model generation below (for further details see [112,124]).

The realistic head model was generated from T1 and PD weighted MRI images aligned to

MNI stereotaxic space of the single-subject template Colin271. The Brainsuite software

package2 was used to segment these images at a resolution of 1× 1× 1 mm3. Segmentation

resulted in 5 surface meshes; scalp, skull, CSF (cerebral spinal fluid), GM (grey matter)

and WM (white matter)). WM, GM and CSF were generated from T1 images whereas

skull and scalp meshes were obtained from PD images. Segmentation of the cortex

accurately captured the intricate cortical gyri and solci.

The segmented mesh was then imported into Mimics3. Further refinement operations in

1obtained from BrainWeb http://brainweb.bic.mni.mcgill.ca/brainweb)
2version 9.01, http://www.loni.ucla.edu/Software/BrainSuite
3version 14, http://www.materialise.com/mimics
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Mimics included smoothing irregularities in the CSF outer surface and adding 2 cylindrical

plugs (cross section of 100 mm2) at the superior orbital fissures and the optic foramina

representing eyeballs. Optical nerves were added to the optic canal; the optic chiasm

(crossover point of the right and left medial retina fibres) was modeled in the intra-cranial

fossa simulating the paths of the optical tracts. In addition the lateral ventricles were

manually defined by thresholding operations. Twenty round 2 cm diameter electrodes were

affixed to various locations on the scalp (defined by 10-20 EEG coordinates) electrodes.

Finally a volume mesh (comprised of tetrahedral elements) was generated and exported to

Comsol for FE analysis.

A 3D view of the realistic FE model with some electrodes is shown in Fig. 3.1. Fig. 3.2

shows the components/tissue layers of the model. Table 3.1 provides a basic quantitative

description of each model component/tissues.

3.2 Summary

This chapter describes the FEM head model used as the basis of our simulation work.

Details include a quantitative description of all the model components (layers, domains,

surfaces, nodes...).
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Model Component/Tissue Description

Complete Model
Quantities: Tetrahedral mesh element number:
2230952, Degrees of freedom: 3013088, Average tetra-
hedral mesh quality: 0.4512, Domains: 37, Faces: 106,
Edges: 148, Points: 132, Volume: 3894 cm3

Layers/Components: 26 electrodes, 6 tissue sub-
layers/components (scalp, skull, csf, gm, wm, eye tissue)

Quantities
Statistics: Tetrahedral mesh element number: 542,
Volume: .739 cm3, Surface area: 7.798 cm2, Cylinder
shape: Top of cylinder boundary surface area: 3.106
cm2, Side of cylinder boundary surface area: 1.577 cm2,
Location (10-20 EEG Coordinates): 26 positions:
p07, c4, f4, c1, f7, fPz, c3, f8, pz, fz, o2, p4, fP2, po8,
oz, o1, Af8, Af7, T8, fp1, p3, c2, t7, p7, cz, f3

Scalp
Quantities: Tetrahedral mesh element number:
314033, Volume: 1125 cm3, Surface area: 2448 cm2.

Skull
Quantities: Tetrahedral mesh element number:
214599, Volume: 544 cm3, Surface area: 1969 cm2.

Cerebral Spinal Fluid
Quantities: Tetrahedral mesh element number:
342772, Volume: 534.4 cm3, Surface area: 2687 cm2.

Grey Matter
Quantities: Tetrahedral mesh element number:
873675, Volume: 931.2 cm3, Surface area: 3791 cm2.

White Matter
Quantities: Tetrahedral mesh element number:
450684, Volume: 696.1 cm3, Surface area: 2063 cm2.

Eyeballs and Optical Nerves
Quantities: Tetrahedral mesh element number: 19095,
Volume: 41.11 cm3, Surface area: 140 cm2.

Table 3.1: Description of Model Components/Tissues
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Figure 3.1: View of the head model in 3D Cartesian Space (units [mm]). Electrodes C2
and CZ are shown to the right of and at the scalp vertex. Locations of other electrodes are
indicated by circles on the scalp.
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(a) Scalp (b) Skull

(c) Cerebral Spinal Fluid (d) Grey Matter

(e) White Matter (f) Eyeballs and Optical Nerves

Figure 3.2: Sub-figures (a)-(f) show the principal tissues/components of the head model
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Chapter 4

Simulation of Bioimpedance
Spectroscopy Measurements

We used Comsol Multiphysics ver. 5.1 for implementation of simulated multi-frequency

measurements of the realistic human head FEM model described in Sec. 3.1. Section 4

provides a detailed description of the simulation setup and solution parameters.

4.1 Electrode montages

In the following section we describe the bipolar (2-electrode) and tetrapolar (4-electrode)

montages used in our simulation work (Chapters 6–8). Electrode sites are provided using

the International EEG 10 20 system [125] as well as in Cartesian and Spherical coordinates

(Table 4.1).

4.1.1 Bipolar Electrode montages

Fig. 4.1 shows the four montages used to simulate bipolar spectroscopy measurements. We

begin our simulations with the electrodes spaced closely together - montage CZ-C1 - as

shown in Fig. 4.1 (a). The electrode pair is then separated as shown to the coordinates

CZ-C3 as shown in Fig. 4.1 (b). The inter-electrode gap is further increased to CZ-T7

(Fig. 4.1 (c)). Finally we simulate the T7-T8 montage where electrodes are placed on

diametrically opposed sites on opposite sides of the model head ( (Fig. 4.1 (d)).
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(a) CZ-C1 (b) CZ-C3

(c) CZ-T7 (d) T7-T8

Figure 4.1: Plane view of four electrode montages used for 2 electrode simulations. The head
model is oriented such that the nasion is shown at the top of the figure. Each electrode pair
is shown highlighted. CZ-T7 (c) is shown tilted in order to clearly show temporal electrode
T7. Electrode spacing is increased from (a) CZ-C1 to (d) T7-T8 (electrodes shown on the
temporal sides of the head).
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As described in section 4.4 we set one of the electrodes to positive potential and one to

negative to drive current through the head tissues.

For the bipolar electrode montages we set CZ as the the negative electrodes (with the

exception of the T7-T8 montage where T7 is set to a negative potential). The motivation

for this was based on trial and error simulation work that showed a higher concentration of

current density and sensitivity under the sink (cathode) than the source (anode). Thus our

strategy targeting the cortical and sub-cortical ROIs (see section 4.2) is to place the

cathode directly above these regions.

4.1.2 Tetrapolar Electrode montages

In addition to the bipolar configurations discussed above, we also simulate tetrapolar (four)

electrode measurements. Specifically we simulate the C3-C1-CZ-C2 montage (Fig. 4.2 (a),

T7-C3-CZ-C2 (Fig. 4.2 (b), and T7-C3-C4-T8 (Fig. 4.2 (c)).

For our tetrapolar measurements the outer electrodes are current drive and the inner ones

are designated for voltage measurements. The electrode pair on the left side of the model

head (relative to the face) are all set positive and those further to the left are set as

negative (see section 4.4. Thus for the first montage C3 (+) and C2 (-) are a pair of

current electrodes and C1 (+) and CZ (-) are a voltage measurement pair. For the second

montage T7 (+) and C2 (-) are the current electrodes and C3 (+) and CZ (-) serve as the

voltage pair. Finally our last montage consists of a current pair T7 (+), T8 (-) and a

voltage pair C3 (+) and C4 (-).

Like for the bipolar montages, we simulate the spectra of a number of montages whereby

the gap between the electrodes are systematically increased. First, the C3-C1-CZ-C2

montage is comprised of electrodes all sited on adjacent 10-20 coordinates. For the next

montage, a gap is introduced between the current electrodes (so they are sited on C3 and

CZ) and between the positive current and voltage electrodes (now sited on T7 and C3
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respectively). Finally for the last montage the gap between the current electrodes is further

increased (C3-C4) and the negative current and voltage electrodes are separated (C4-T8).

(a) C3-C1-CZ-C2 (b) T7-C3-CZ-C2

(c) T7-C3-C4-T8

Figure 4.2: Illustration of electrode montages used for 4 electrode simulations. Each electrode
part of the montage is shown highlighted. Electrode spacing is increased from (a) C3-CZ-C1-
C2 (electrodes all adjacent) to (b) T7-C3-CZ-C2 (gap increased between voltage electrode
pair C3-CZ and current-voltage pair T7-C3) to (c) T7 C3 C4 T8 (large gap between current
pair C3-C4, and gap between voltage pairs T8-C4 and T7-C3) (electrodes shown on the
temporal sides of the head).
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4.2 Region of Interest Setup

In order to demonstrate the focality and resolution of current stimulation and impedance

measurement we simulate regions of interest (ROIs) in various intracranial areas as

described below.

4.2.1 Cortical grey matter ROI

It is challenging to directly determine the realm of influence of non-invasive electrical

treatments such as tDCS (transcranial direct stimulation) due to the wide spread of current

throughout the brain and the low-intensity sub-action potential threshold interaction of

current with neurons [106]. In general however, current flow through the brain, affected in

part by electrode montage, is associated with neuro-physiological effect [35].

The cerebral cortex, the most exterior part of the brain, is a common target for

neuro-stimulation paradigms such tDCS [126]. Studies have shown that tDCS can modify

the physiological properties of cortices related to the visual, somatosensory and prefrontal

areas [16, 85,127–129].

Fortuitously, the close location of the cortex to the electrode stimulation site on the scalp,

ensure that current can be delivered to cortical targets with sufficient strength to drive

physiologically significant changes [35].

As part of our analysis we simulate a cortical ROI in the frontal lobe motor cortex region

at the CZ or apex of the brain. Although the physiological function of the brain area

associated with CZ may not be significant, it is simply our intent to simulate a cortical

ROI in a region easy to locate. The ROI may be simulated in any other cortical region.

The ROI (see Fig. 4.3) is set in the grey matter domain across the boundary separating

the right and left hemispheres. The ROI was simulated approximately in a cube shape

with x and y dimensions of 20 mm across and about 10 mm along the z axis. Dimensions

of the ROI in the XYZ space are defined as (z > .14), (x > .08, x < .1), and
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(y > .1, y < .12) where units are meters. Due to the position of the grey matter ROI across

the fissure separating the right and left hemisphere, the ROI is segmented into 3 parts.

Figure 4.3: View of the grey matter cortical ROI positioned under the CZ electrode coordi-
nate.

4.2.2 Sub-Cortical white matter ROI

We explore the possibility of targeting deeper (non-cortical) brain structures such as the

surface of the white matter. Many neuro-physiological disorders, such as Parkinson’s, affect

deep brain structures. It is thus important to assess the ability to focus and target these

structures with sufficient intensity to induce beneficial effect. Indeed some authors have

demonstrated that stimulation current flow can be steered towards deep brain structures

such as the left inferior frontal gyrus (IFG) [130]. Others have investigated the spread of

tDCS current in neural areas such as white matter, the cerebellum, the hippocampus, the

medulla oblongata, the pons, the midbrain, and the thalamus [92].
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We select white matter as a meaningful target due to it’s critical role in brain function. It

has been shown that white matter is associated with learning, control of nerve transmission

by acting as a relay between various neural regions and by modulation of action

potential [131]. The position of the white matter, inferior to grey matter, does allow us

somewhat to assess the ability to target non-superficial neural regions.

We set the sub-cortical ROI in the white matter domain, see Fig. 4.4. Dimensions of the

white matter ROI are the same as described in section 4.2.1 except that the ROI is shifted

10 mm lower on the Z axis. Dimensions in the XYZ space are thus (z > .13),

(x > .08, x < .1), and (y > .1, y < .12). Like the grey matter target, the white matter ROI

is segmented into 3 parts due its’ location on fissure dividing the brain hemispheres.

Figure 4.4: View of the white matter cortical ROI positioned under the Cz electrode coor-
dinate.
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4.2.3 Whole Brain

We also assess the ability of stimulation and measurement current to target the entire

brain. In some clinical applications, such as impedance measurement of effect of

stroke [132,133] and brain activity [134,135], a large neural target provides sufficient

resolution.

In fact, despite the relatively large anatomical dimensions of the brain, direct electrical

measurement/stimulation of this organ provides a set of challenges due to the attenuation

and shaping of the electrode field caused by surrounding tissue layers including the

scalp [71,136,137], CSF [106,137] and skull [136,137].

We therefore analyze a simulated BIS measurement on the entire functional region of the

brain (see Fig. 4.5 for an illustration of the total brain ROI). We investigate if the

measurement sensitivity to neural tissue and if this measurement can be separated from

the total measured impedance.

4.3 Spherical Coordinates

The shape of the human head approximates a sphere, thus electrode and ROI positions can

be expressed in spherical coordinates [138] defined by θ, φ and r (Fig.4.6).

Due to the symmetry of the head, as well as our desire to simply this analysis we restrict

our simulated montages to coordinates that vary along the polar θ angle.

This angle can be defined through an imaginary line extending through the central vertex

CZ to temporal areas of the head (T7 and T8) which can be defined in terms of radial

distance from this point of origin. The point of origin itself is defined as having a null θ

angle. We define r as positive so that r > 0.

The bipolar montages (described in section 4.1.1 essentially consist of fixing one electrode

the pair at the center vertex CZ. The position of the second electrode is varied along a line
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Figure 4.5: Transparent image of the brain showing the structure of the grey and white
matter.

Figure 4.6: ~r, representing electrode and ROI location, can be defined by radial distance r,
inclination angle, θ and azimuthal angle φ.
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extending from the center vertex to the temporal scalp above the left ear. This represents

changing electrode position along the angle θ of the spherical head. The final bipolar

montage (T7-T8) is varied such that each electrode is placed on the the temporal scalp

above the right and left ear respectively.

The tetrapolar montages (see section 4.1.2 are also varied as a function of changes to θ. As

described in section 4.1.2 the angle between different combinations of current and voltage

electrodes are systematically increased.

We therefore show all electrode and ROI locations converted from xyz cartesian coordinates

to spherical coordinates - r and angles θ and φ. (φ is included since the electrodes are not

points sources and thus can be described along the azimuthal φ angle as well).

Cartesian xyz coordinates are first determined using the measure function in the

evaluate tab of Comsol 5.1. Coordinates are provided with reference to a point of origin

outside the FEM model. We translate the coordinates so that the origin of reference is

located at the base of the head model.

We then convert to spherical coordinates according to the following relationships:

r =
√
x2 + y2 + z2 (4.1)

θ = arccos
z

r
(4.2)

φ = arctan
y

x
(4.3)

Table 4.1 below lists all the cartesian and spherical coordinates of the electrode and ROI

locations.

This table thus provides the angular distances between the various electrode coordinates,

thus for example the θ angle between the center vertex CZ and the adjacent electrode site

of C1 is 12.22◦.
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Name Cartesian Coordinates(x,y,z) Spherical Coordinates (r,θ,φ)
GM ROI (-2.92, 0.32, 141.30) (141.33, 1.19, -6.25 )
WM ROI (-2.92, 0.32, 134.54 ) (134.57, 1.25, -6.25)

CZ (0, 0, 171.29 ) (171.29, 0.00, 0 )
C4 (-70.05, -1.02, 137.51 ) (154.33, 27.00, 0.83 )
C1 (34.9, 2.09, 161.49 ) (165.23, 12.22, 3.42 )
C3 (65.93, 1.08, 138.05 ) (152.99, 25.53, 0.93 )
T8 (-89.81, -3.11, 60.92 ) (108.57, 55.87, 1.98 )
C2 (-44.37, 1.92, 159.25 ) (165.33, 15.58, -2.47 )
T7 (85.95, -2.44, 62.80, ) (106.48, 53.86, -1.62 )

Table 4.1: List of ROI and electrode Cartesian and spherical coordinates

4.4 Boundary conditions

We imposed the following boundary conditions; the current density normal component was

set to be continuous across all inner boundaries and electric insulation was applied to all

outer boundaries [139]. We simulate the potential difference on the current electrode pair

by setting Dirichlet boundary conditions of Φ = Φ0 to the electrodes [139]. In addition we

follow FEM convention by setting the derivative of the potential normal to the head model

to 0 (Neumann boundary conditions are σ∇φ · n = 0). This condition forces the electric

current not to cross the exterior boundary of the model, this represents experimental

conditions where the injected current pathway is restricted to the biological tissue under

test. For each current electrode pair (see section 4.1.1 and 4.1.2 we adjusted +Φ to one

electrode and −Φ to the other in order that 1 milliamp is driven into the tissue [139]. We

chose a unity quantity of current to enable easy scaling and comparison of simulated

stimulation (typically in the mA range) and measurement (µ A range). The Laplace

equation ∇ · (σ∇V ) = 0 was then solved on the finite element mesh [140,141].

In section 4.8 we describe variables and parameters calculated for simulation.
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4.5 Material Properties and Frequency Range

Tissue impedance is frequency dependent, thus at each frequency point a separate

conductivity and permittivity value was required as a material property input for each

tissue type.

Reliable data regarding the dielectric frequency of human tissues are scarce. In general we

relied heavily on a literature review and series of data collection experiments described by

Gabriel et al. in [53–55,142]. The motivation of the work described in these papers was to

provide reliable tissue dielectric spectra for models used in the study of electromagnetic

dosimetry. The development of anatomically accurate models from medical imaging data,

for example see [143], enabled researchers to study the interaction of EM fields with

exposed tissues in great resolution and detail. Technology advances have enabled

segmentation of many (over 30 [53]) tissue types, thus necessitating the compilation of an

accurate record of the dielectric spectra of these tissues.

In general, biological dielectric response results from the interaction of an em field at a

cellular and molecular level of a tissue [53]. The mechanisms of interaction have been

extensively studied and reviewed and the typical features of a biological dielectric spectrum

have been elucidated [144–149]. In summary:

• The relative permittivity of a tissue is very high at low frequencies (106 or 107 < 100

Hz)

• Permittivity decreases over frequency in 3 major dispersions referred to as α, β and γ.

• The α low frequency dispersion is related to ionic diffusion through cellular

membranes

• The β dispersion (100’s of KHz) can be attributed to polarization of cellular

membranes, protein and organic macromolecules.
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• The γ dispersion (GHz range) is caused by water molecule polarization

In [53], dielectric properties of tissues are derived from the complex relative permittivity

~ε = ε′ − jε′′ (4.4)

where ε′ is the relative permittivity and ε′′ is the out of phase loss factor which is defined as

ε′′ = σ/ε0ω (4.5)

where σ is conductivity (SI units Siemens/M), ε0 is the permittivity of a vacuum

(8.854187817 ∗ 10−12 Farads/M) and ω is the angular frequency (radians/sec).

Literature review results are displayed in a graphical format as ε′ vs ε′′ or ε′ vs σ. In our

modelling work we use the ε′ and σ to define the frequency dependence of the head tissues.

In [54] it was noted that a review of published dielectric spectra revealed data gaps for

certain frequencies ranges and tissues. In addition dielectric values measured by different

authors for a single tissue are often inconsistent. In order to address these shortcoming,

Gabriel at al. [54] measured the dielectric properties of a variety of biological tissues using 3

different impedance analyzers to cover a wide frequency range (10 Hz - 20 GHz). Sources of

tissues were excised animal tissue (ovine and porcine), human cadavers and human tongue

and skin in-vivo. In order to address remaining gaps in dielectric data for some materials,

Gabriel et al. [55] used a 4 parameter Cole model for interpolation and data fitting.

Experimental data from [53–55,142] of over 100 tissue types was compiled in a database by

The Foundation for Research on Information Technologies in Society (IT’IS) [150]. We

exported tissue conductivity and frequency from this database for use in our simulation

work.

Scalp tissue was not included in the database, thus we had to consider the constituent

scalp tissues - fat and muscle. In our modelling work scalp tissue assignment is of critical

importance since scalp impedance greatly influences the BIS measurement due to high

52



current densities in the boundary layer (see section 2.5.2 in [151]). In order to simplify our

model we relied on [151] which modeled scalp tissue as a homogeneous layer of skeletal

muscle.

For the remaining head tissues we extracted conductivity and permittivity of the following

tissues: cortical skull, CSF (cerebrospinal fluid), GM (grey matter), WM (white matter),

and the eye (vitreous humor). Data was extracted in the frequency range 1 Hz to 1 GHz,

logarithmically spaced at 5 points per decade. We selected this wide range in order to

cover the frequency response of the tissues over the α, β and γ dispersion zones.

Material properties are defined in Comsol across space (assuming there is no change in

time). In our case our model is defined in a 3D space defined by Cartesian coordinates. A

3*3 matrix (representing the x, y and z conductivity components along the x, y z

coordinates) is used to define the material properties. In our case we use isotropic material

properties, this is represented as a single scalar which is identical along the x, y and z

directions [152]. 1

We assigned the electrodes the conductivity of 2 S/m to represent the high conductivity of

saline soaked sponges or gel [112]. It was shown in [154] that a simulated frequency

measurement is sufficiently accurate without modelling the frequency dependence of the

electrode material. Following this approach we approximated the relative electrode

permittivity as εr = 1.

4.6 Probe setup and Simulated Noise

Parameters described below in section 4.8 are calculated by integration over volume

domains representing the electrodes and head tissue layers (scalp, skull, CSF, GM, WM

and eye tissue). Voltage is calculated across boundary domains (electrode and tissues). For

1The influence of tissue anistropy on intra-cranial current distribution has recently been studied [96,102,
153]. In order to simplify our analysis however we limit our investigation to head tissue materials assumed
to be isotropic [71,112]. Study of anisotropic material properties may be considered in future work.
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each solved frequency point, parameters all calculated for each domain.

4.7 Simulated noise

In order to account for experimental noise (see for example [155,156]) and to allow

meaningful comparison of model results to experimental data (see chapter 10), we add

random normally distributed Gaussian noise. Gaussian noise is used as a method of

mimicking natural sources of noise that occur during experimental

measurements [56,157,158]. In the context of our work experimental noise is assumed to

have a normal distribution.

In order to generate noise we use the built-in random function in Comsol which is written

as rn. rn was set to return random Gaussian noise normally distributed with a mean of 0

and a standard deviation of 1. The probability density function (PDF) of rn is written as

f(x) =
1

σn
√

(2 ∗ π)
∗ exp(−(x− µn)2

2σ2
n

) (4.6)

where σ is the standard deviation and µ is the mean. For a calculated element we then

simulate noise by multiplying rn by 5% of the amplitude of the element. For instance we

can write scalp impedance as scalpimp. Then noise is added according to

scalpimp+.05*scalpimp*rn. For each simulation run over the our frequency range (see

section 4.5, 6 probes are added to each tissue/electrode domain or boundary. If the

integrand is a complex quantity (for instance sensitivity or impedance) then noise is also

added to imaginary phase. The effect of this noise can be seen in the y offset of the error

bars in Nyquist plots of simulated impedance in chapter 8. This level of noise is chosen as

a conservative estimate of experimental noise resulting Solatron measurements (see section

describing calibration in chapter 9 for more detail of measurement error). In order to

simulate random noise, we use a different seed to initialize a pseudo-random generator for

each probe measurement (for a detailed discussion of pseudo-random generators see [159]).
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Each probe then mimicked the output of a single measurement or sample with random

noise added. For a single simulation we then had 6 samples or measurements for each head

tissue.

We then calculated the mean value of the probe measurements, the standard deviation and

the standard error of the mean (standard deviation divided by number of samples).

Generally results (see chapters 6- 10) are shown as mean values, added error bars are the

standard error of the mean.

4.8 Calculated Dose and Measurement Parameters

We describe the fundamental parameters of interest (related to dose and measurement)

that will be calculated. All parameters solved for the range of the frequency sweep.

Equations are provided and described for each parameter.

4.8.1 Electric Field

The intra-cranial electric field can be considered a fundamental dose quantity for

neuro-stimulation applications such as tDCS [35]. Lasting physiological effects have been

attributed to electric fields changing membrane polarization coupled with long term

neuroplastic changes (long term potentiation and despression) [160,161].

Numerous studies [92,95,108,112,137,162] have therefore been devoted to determining

electric field dose during neurostimulation. Studies have shown the effect of parameters

such as electrode dimension and position [84,163,164], and tissue anatomical and electrical

properties [96, 101,165] on shaping the intra-cranial distribution of the electric field.

In line with previous research we therefore simulate the electric field in the brain and

throughout the head tissues. We specifically investigate the effect of frequency and

electrode position on the electric field distribution. We calculate the norm or magnitude of
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the electric field which is given by

Enorm =
√
e2
x + e2

y + e2
z (4.7)

where e2
x, e

2
x, and e2

z are the x, y and z components of the electric field respectively.

This variable in the Comsol environment is defined as ec.normE. SI units are given as V/m.

The Laplace equation, given by

∇ · (σ∇ϕ) = 0 (4.8)

is solved to find the distribution of the potential field ϕ. This quantity is related to the

electric field according to

E = −∇ϕ (4.9)

In Comsol this was defined as V (V is also given as the unit).

4.8.2 Current Density

Current density is also a fundamental dose parameter which is related to the electric field

by the relationship

J = σE (4.10)

Current density distribution during neurostimulation has been investigated primarily using

FEM head models [92,95,166,167]

We also simulate the current density in the head tissues and the electrodes. We solve for

current density magnitude or norm which like the electric field norm is given by

‖J‖ =
√
ec.Jx2 + ec.Jy2 + ec.Jz2 (4.11)

where ec.Jx, ec.Jy and ec.Jz are the x, y, z current density components respectively. Units

of this quantity are given as A/m2.
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4.8.3 Sensitivity and Impedance

The concept of a sensitivity field can be applied to linear systems that are reciprocal [168].

Helmholtz described the principal of reciprocity in a volume conductor as

Il/Vd = ir/Vd (4.12)

where Il is current measured in an ammeter connected to a volume conducter, induced by a

dipole in the volume whose voltage is Vd, and ir is current induced in the same volume

conducter if the ammeter were replaced by a voltage source of the same magnitude Vd [169].

McFee and Johnston [170] later defined the concept of a lead vector- ~J - as the magnitude

and direction of current at a volume element caused by injecting a unit current through the

lead (electrode). The current, comprised of all the lead vectors, is formed into a vector field

in the volume conductor.

Geselowitz [58] used the reciprocity theorem to show that the sensitivity of a tetrapolar

impedance measurement is defined as the scalar product of the vector current densities

(the lead fields) for unit current injection between the two pairs of current and voltage

electrodes. In his paper this is written in the form of

∆Z = −∆g

ˆ
∇(φ+ ∆φ)

Iφ
· ∇ψ
Iψ

dv (4.13)

where ∆g is a change in conductivity, Iφ and Iψ are current injected into a volume between

two different pairs of ports (or electrodes). ∇ψ and ∇φ are the divergences of the electric

scalar potentials that are associated with Iφ and Iψ. Finally ∆φ is a change in potential φ

that causes a change in conductivity g.

The term for impedance in a material with non-uniform conductivity is derived from the

reciprocity theorem by Lehr [171]. This is further developed in Larson et. al. [172] for the

complex AC impedance measurement.
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We reproduce here the derivation in [172]. We consider a finite region defined by electrical

properties σ and ε. Four electrodes are placed on the material in 2 pairs. One pair is

defined as AB and the second pair is CD. Current injected through AB results in a electric

potential distribution of φ(r), conversely current inject through the CD pair causes an

electric potential distribution of ψ(r).

According to the reciprocity theorem we have

Z =
φAB
I

=
ψCD
I

(4.14)

Now we use the properties of the divergence theorem along with the complex part of

conductivity (representing displacement current) to write the following relationship

˚
v

ψ(∇ · [(σ + jωε)Eφ]) + (σ + jωε)Eφ · ∇ψ dv =

˛
s

ψ(σ + jωε)Eφ · ds (4.15)

Since there are no sources within the medium, ∇ · [(σ + jωε)Eφ]) = 0. Then eq. 4.15 can

be rewritten as

˚
v

ψ(σ + jωε)Eφ · ∇ψ dv =

˛
s

ψ(σ + jωε)Eφ · ds (4.16)

We can neglect the normal component of the electric field at all points besides the current

electrodes. We can then rewrite eq. 4.18 as

˚
v

ψ(σ + jωε)Eφ · ∇ψ dv = φAI − φBI = φABI (4.17)

If we divide both sides of eq. 4.18 by I2 and replace ∇ψ with Eψ we can write

˚
v

ψ(σ + jωε)Eφ · Eψ
I2

dv =
φAB
I

(4.18)
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Using the relationship of J = σE accounting for the complex part of conductivity and

using eq. 4.14 we can write

Z =

ˆ
Jφ · Jψ

(σ + ωε)I2
dv (4.19)

then the sensitivity is

S =

ˆ
Jφ · Jψ
I2

dv (4.20)

where σ is the specific conductivity of each tissue given in units of S/M, ω is the angular

frequency and ε is the relative permittivity (see also [172,173]).

We calculate the transfer impedance and sensitivity of tissues in a head FEM for various

electrode montages as will be discussed in detail in later chapters.

4.8.4 Focality

In the context of neurostimulation electric field focality is described as the distribution of

the field in a sphere of defined radius around the target. A useful metric is the half max

radius which is defined as the radius that contains half of the electric field magnitude [59].

A small half max radius can be understood as a focal electric field since the field is highly

concentrated in a small spherical region.

Here however we define focality using a similar definition in terms of magnitude of electric

field delivered to the desired ROI.

We have defined 3 ROIs, a grey matter ROI, a white matter ROI and the whole brain (see

section 4.2

Focality of the grey matter ROI is the ratio of the electric field in the grey matter ROI to

the electric field in the whole brain (here we include the CSF)

GM ROI focality = EF GM ROI
EF Brain
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where EF is the magnitude of the electric field. Similarly focality of the white matter ROI

is

WM ROI focality = EF WM ROI
EF Brain

.

Finally we define focality of the brain as the ratio of the electric field in the brain (CSF,

grey matter, white matter, eye tissue) to the total electric field injected into the head

tissues. This can be written as:

Brain focality = EF Brain
EF Total

.

4.9 Summary

In this chapter we described many aspects related to simulating and solving our FEM

model. Included in this discussion is a description of the type of montages used (four

bipolar and three tetrapolar). We discuss how we selected the coordinates of various

(ROIs’) regions of interest (cortical, white matter and all the neural tissue). We also

convert the cartesian coordinates describing electrode montage and ROI position to

spherical coordinates. Thus electrode gap can be described in terms of change to the θ

angle. We describe in detail our selection and rationale for the boundary conditions

imposed on the surface of the head model and on the electrodes. We then describe in detail

our methodology for selecting material properties (conductivity and permittivity) as well as

the simulated frequency range. We then describe our use of virtual probes for

measurement, the number of samples measured for simulation and how we add 5% random

Gaussian noise to simulation probes. This chapter concludes with a discussion and

definition of dose parameters that we calculate (electric field, current density, sensitivity,

impedance and focality).
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Chapter 5

Solver configuration

In order to approximate the continuum behavior of real life physics problems FEM models

are discretized into many discrete nodes. The number of unknown variables per node are

referred to as node degrees of freedom (DOF). Typical high resolution FEM models, such

as the head model used in this thesis, have millions of DOF. The size of the matrices,

representing the applied physics problem in the model space are expensive to solve both in

terms of required computational resources and solution time duration. Appropriate solver

selection is thus critical to ensuring that problems are solved efficiently as possible without

excessive demands on memory and processing power.

The nature of our modelling problem (solving many frequency points over millions of DOF

see section 4.5 and table 3.1) required a fast and efficient solver configuration that would

not overwhelm available memory and computational resources of our processing platform.

In this section, we therefore discuss the common FEM solver methods to provide some

background context. We describe results achieved with different solvers and the set of

considerations that led us to our choice of an appropriate solver configuration.
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5.1 Solver Types

5.1.1 Linear Solvers

A simple linear static problem can commonly be generalized in the compact form of

AX = b (5.1)

where X is a matrix representing the unknown variable/s and b and A are matrices

representing material properties and boundary conditions respectively [174].

In general, the fastest method to solve matrix systems in the form of equation 5.1 involves

the use of direct solvers such as MUMPS (MUltifrontal Massively Parallel sparse direct

Solver) [175–177], Pardiso (PARallel sparse Direct and multi-recursive Iterative Linear

SOlvers) [178–180], and Spooles (SParse Object Oriented Linear Equations Solver) [181].

For a small set of equations, direct solvers are generally based on LU (Lower Upper)

factorization which is performed prior to direct matrix manipulation operations using the

standard Gaussian Elimination Method [182].

LU factorization [182] is a technique whereby a matrix is factored or decomposed into the

product of a lower and upper triangular matrix. If A is an invertible square matrix, then

appropriate row and column orderings can be used to factorize A in the form of

A = LU (5.2)

where L and U are a lower and triangular matrix. Thus if A is a 2-by-2 matrix then the

factorization of equation 5.2 can be written in the form ofA11 A12

A21 A22

 =

L11 0

L21 L22


U11 U12

0 U22

 (5.3)

Factorization allows direct solvers to break up the problem matrix to a more manageable

size. Despite this reordering, some models with a very large number of DOF’s cannot be
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solved in a reasonable time with the standard computing power and resources of an average

PC. In addition large sparse matrices require a huge amount of time and memory using a

direct solver approach.

Due to the large number of elements and DOF’s of our model (see description in section

3.1) our FEM required a very large time to converge using direct solvers. Due to the limits

of processing power and memory resources of our computing platform we found the use of

direct solvers to be impractical. We thus needed the use an iterative solver method as a

core approach in solving our FEM problem.

5.1.2 Jacobi and Gauss-Seidel Iterative Solvers

Iterative solvers are not designed to directly solve the solution of the form of Eq. 5.1.

Instead an initial guess , u0, is made as to the solution of the equation. This results in a

new solution u1. The residual error resulting from this guess is calculated and then a new

approximation is provided.

The simplest iterative solvers use the Jacobi Method [183]. For a square system of

equations in the form of

AX = b (5.4)

A can be decomposed in D and R, where D is the diagonal component (non-zero values on

the diagonal) and R is the remainder (zero-diagonal values). The solution of equation 5.4 is

in the form of

X = A−1b (5.5)

Rewriting this in terms of D and R for k iterations we have

xk+1 = D−1(b−Rxk) (5.6)

where xk and xk+1 is the kth and kth + 1 iteration over x respectively.
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Convergence is achieved, when for a given approximation X0 of X, the residual of a system

of equations (such as A−1b−X0 as based on Eq. 5.4, 5.5), is minimized below a predefined

tolerance.

Matrices of a linear system that are diagonally dominant or symmetric and positively

definite can be converged using the Gauss-Seidel method [183].

A can be decomposed into a lower and upper triangular matrix so that A = L + U. Then

Eq. 5.4 can be written as

(L+ U)X = b (5.7)

This can be rewritten in the form of

X = L−1(b− UX) (5.8)

Iteration of Eq. 5.8 leads to an expression in the form

xk+1 = L−1(b− Uxk) (5.9)

where the kth iteration of the right hand of equation 5.9 leads to a kth + 1 expression for x.

In practice, neither of these solvers successfully converged any of our FEM models. We

thus required a more robust iterative method.

5.1.3 Biconjugate Gradient Solvers

In general convergence is achieved by finding the local minimum (or solution) of equations

defining a problem. For certain function gradient shapes, it has been shown that following

conjugate (or orthonormal) directions results in faster convergence than that which can be

achieved by simply following the steepest gradient [184].

The conjugate gradient method is the standard iterative technique used in symmetric

systems where the coefficient matrix is positive definite. This method breaks down for
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nonsymmetric systems since the residual vectors can not be orthogonalized with short

recurrences (recursive expressions) [185].

The Biconjugate gradient method was thus introduced in order to retain the advantages of

short recurrences, which are critical for ensuring low storage requirements. Here 2

sequences of residuals are calculated for A and its transpose AT . The recursive relation for

the ith iteration can be written in the form of

r(i) = r(i−1) − αiAp(i) (5.10)

r̄(i) = r̄(i−1) − αiAp(i) (5.11)

with the p search directions defined as

p(i) = r(i−1) + βiAp
(i) (5.12)

p̄(i) = r̄(i−1) + βiAp
(i) (5.13)

.

The coefficients αi and βi are defined as

αi =
r̄(i−1)T r(i−1)

p̄(i)TAp(i)
(5.14)

βi =
r̄(i)T r(i)

r̄(i−1)T r(i−1)
(5.15)

which ensures the orthogonality of the residual vectors and the search directions. In other

words for i 6= j

r̄(i)T r(j) = p̄(i)TAp(j) = 0 (5.16)

We initially attempted the use of the Biconjugate Gradient Stabilized Method Solver or
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(BiCSTAB). BiCSTAB is a variation of Biconjugate Method. For each iteration i,

BiCSTAB computes Qi ∗A ∗Pi ∗A ∗ r(0) where for i iterations Qi is an ith degree polynomial

which is a description of an update of the steepest descent towards the solution [186].

The solver did not however prove suitable for our modelling work. In many instances the

solver did not converge to a solution, or a solution was reached only after a very lengthy

processing time.

5.2 Solver configuration used for FEM Simulations

5.2.1 Generalized Minimal Residual Method Solver

The Generalized Minimal Residual Method Solver (GMRES) is designed for use in solving

nonsymmetric linear systems [187]. GMRES operates by constructing an orthogonal basis

spanning the space A(k)r(0). This is referred to as the Krylov subspace which for k terms

can be written as

Kk(A, r) = span{r, Ar,A2r, ..., A(k−1)r} (5.17)

Orthogonal inner product coefficients w(i), v(k)) are derived from the relation

w(i) = Av(i) (5.18)

The core of the algorithm is then based on iterating on a term

x(i) = x(0) + y1v
(1) + ...+ yiv

(i) (5.19)

where the y coefficients are selected to minimize the absolute value of the residual∣∣b− Ax(i)
∣∣ [188,189].

Some drawbacks of the GMRES method is the large memory and processing resources

required for many iterations. To deal with this issue, GMRES is designed after some m

iterations to clear accumulated calculations and to restart with an intermediary value. The
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challenge of this approach is selection of the appropriate number of m iterations for restart.

A too small m may not result in convergence to a solution, conversely a large m may be

unnecessarily expensive in terms of memory and computing power. In general no fixed rule

applies as to which m is appropriate as this depends on the nature of the problem being

solved (i.e. number of tetrahedral elements or degrees of freedom) [189].

For our modelling work we found that the GMRES solver provided the best results in

terms of stability and time required for convergence. The GMRES method was however

quite expensive in terms of memory requirements. Our strategy therefore was to combine

the GMRES with the Multigrid solver configuration as described in the next section.

5.2.2 Nested Generalized Minimal Residual Method and
Multigrid Solver Configuration

The Multigrid method is among the fastest solvers developed to date [190]. This algorithm

is based on the principle of iteratively using a direct solver on successively coarser grids

until convergence is reached [191]. This can be usually be accomplished at a fraction of the

cost of directly solving the problem on the original (finest) grid [192]. The transfer of

information between grids is controlled by the prolongation function (from a coarse grid to

a fine grid) and restriction function (from a fine grid to a coarse grid).

In general the Multigrid cycle involves the following steps: calculating an estimate to the

solution in the form of equation

Av = f (5.20)

calculating the residual which can be written in the form of

r = Av − f (5.21)

using the restriction function to transfer the problem to a coarser grid and iterating to
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minimize the residual equation which is written as

Ae = r (5.22)

where e is the error of the solution estimate. If convergence on the residual equation begins

to stall, the operation can be transferred to successively coarser grids until convergence has

been achieved. Following this step, the solution estimate is transferred to the original grid

through a succession of prolongation operations [192].

We selected the V cycle Multigrid algorithm for our modelling work. The name V cycle is a

description of the pattern of transfer of the problem from a fine grid to successively coarser

grids until an apex is reached (approximating the tip of the V), the residual equation is

minimized to within a specified tolerance (convergence) and the converged solution is then

returned to the original grid.

We used SOR (Sucessive Overrelaxation Method) as pre and post smoother for the

Multigrid solver. Written in matrix form the kth iteration of the SOR algorithm is

xk = (D − ωL)−1(ωU + (1− ω)D)xk−1 + ω(D − ωL)−1b (5.23)

where D, L and U are the diagonal, upper and lower triangular matrices. In general SOR is

an advanced adaptation of the Gauss-Seidel method whereby the additional weighted term

ω is used as a means of accelerating convergence whereby ω is given a value in the range of

(0,2) (ω = 1 is the ordinary case of Gauss-Seidel decomposition) [188]. Through trial and

error we found that SOR as a pre and post smoother enabled faster convergence to the

desired solution.

The final solver configuration we used was V cycle Multigrid algorithm nested within

GMRES (the general iterative solver). We used the algebraic multigrid since this method

requires no explicit knowledge of the problem geometry [193]. Tolerance was set to error

below 10−3. We used 3 levels of grid coarseness whereby the coarsest level was set to only

1 degree of freedom. We used MUMPS (MUltifrontal Massively Parallel Sparse direct
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Solver) as the direct solver to be used on coarse grids.

Figures 5.1a and 5.1b below show an illustration of a convergence graph for a single

frequency point (1 Hz) and for a frequency sweep (48 points from 1 Hz - 1 GHz) for a

CZ −C1 montage. The smoothness and speed of descent of the convergence show that this

solver configuration performance was adequate for our computational work.

Table 5.1 provides information concerning the processing requirements of the converged

solution (including memory use and speed).

Solver Type DOF Dependent Variables Solver Time Memory
Linear, Parametric 3013088 Voltage 32832 s Physical 8.29 GB

Floating boundary 1 Virtual 8.46 GB
Floating boundary 2

Table 5.1: Solver performance details

5.3 Summary

This chapter provided some background on common solver types as well as as a description

of the considerations that led to the solver configuration used in our modelling work. In

general the fastest method to solve a FEM is to use direct solvers (MUMPS, Pardiso,

Spooles). For very large equations sets (generated from a large number of degrees of

freedom) iterative solvers are used (Jacobi, Gauss-Seidel, Biconjugate, and GMRES). The

solver configuration that resulted in the fastest convergence time involved the use of

GMRES nested in a multigrid solver. We used an algebraic (no explicit knowledge required

of the problem geometry) V grid multi-solver (V describes the pattern of transfer of the

equations between grids of various degrees of coarseness). Finally we used SOR (Successive

Overrelaxation Method) as a pre and post smoother.
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(a) Convergence graph of the V Multigrid solver nested with GM-
RES for a single frequency point (1 Hz) with a CZ-C1 electrode
configuration. Error is shown vs iteration number. Convergence
is reached when the error is less than 10−3.

(b) Convergence graphs shown a frequency sweep for the CZ-
C1 configuration. Frequency sweep is 48 points logarithmically
spaced (5 points per decade) from 1 Hz to 1 GHz.

Figure 5.1: Convergence graphs of the V Multigrid algorithm nested in the GMRES iterative
solver.
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Chapter 6

Multi-frequency Sensitivity Field
Simulations

The goals of this thesis include inferring dose parameters related to neuro-stimulation and

measurement (such as current density and electric field) by analyzing the multi-frequency

bioimpedance spectrum of the human head for various electrode montages.

In order to relate the output measurement (transfer impedance) to the intrinsic or

endogenous dose related parameter (i.e. current density, electric field), we introduce the

concept of a vector field quantity referred to as the sensitivity field [194]

The link between the sensitivity field and current density is shown by the following

equations:

First, based on the definition of sensitivity (4.8.3) for a 2 electrode system we have

S =

ˆ
v

|J |2

I2
(6.1)

we then can write that

S ∝
ˆ
v

|J |2 (6.2)

The relation of impedance to sensitivity is given by Eq. 4.19. Combining this equation

with Eq. 6.2 we have [195]
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Z =

ˆ
v

|J |2

(σ + ωε)
dv (6.3)

Thus for a given tissue with electric properties σ (conductivity) and ε (permittivity) we can

write

Z ∝ |J |2 (6.4)

Thus we see for a 2 electrode system that impedance is directly proportional to the square

of the absolute value of the current density [195]. We mention here that the 2 electrode

configuration is a case whereby current injection and voltage measurement are shared

between the same pair of electrodes. Thus the sensitivity field in this case will always be

positive and easily related to physical properties of the measured or stimulated tissues.

Conversely, the four electrode configuration is separated into (current injection) drive

electrodes and (voltage) measurement electrodes. The advantage of this setup is that

measurement of the typically high impedance of the electrode - tissue interface is avoided.

This setup is more sensitive to potential drop across internal tissue structures.

The sensitivity field is derived from the dot product of the lead (current) and voltage

(field) (see eq. 4.20). The relative locations of the drive and voltage electrodes affect the

sign and magnitude of the lead and vector fields, depending on the relative orientations of

these fields to each other the resulting sensitivity field may be negative.

We will show that the distribution of the negative field affects the magnitude of the

transfer impedance. This provides an important way of relating the sensitivity field

distribution to the measured transfer impedance.

We also aim to relate the change of the sensitivity over frequency to the dependence of

dose to frequency of current injection. The frequency dependence of the sensitivity fields

provides another dimension for analysis of the impedance spectrum.
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We also show the distribution of the sensitivity field through a realistic MRI derived FEM

of the human head. We look in detail at the integration of sensitivity in each of the main

head tissues (scalp, skull, CSF, GM, WM and eye matter). In addition we examine the

sensitivity distribution in predefined neural targets (shallow target (GM ROI), deeper

target (WM ROI), and the whole brain. We analyze the idea of focality (for definition see

section 4.8.4) for these defined ROIs. Finally we relate sensitivity to dose (current density

and electric field by examining the correlation between these quantities over the simulated

frequency range.

In order to simulate experimental error we add random noise to the probe measurement

(see section 4.7). Each sensitivity plot is the mean of 6 samples with error-bars shown as

the standard error of the mean (SEM). The addition of noise allows us to make meaningful

comparisons to experimental data (see chapter 9)

Overall in this chapter we investigate the following for simulated 2 electrode and four

electrode configurations:

• sensitivity distribution in each of the head tissues and predefined ROIs

• dependence of sensitivity distribution on frequency and electrode configuration

• dependence of dose (current density and electric field) on frequency and electrode

configuration

• correlation of sensitivity and dose

• dependence of focality of predefined ROIs on frequency and electrode configuration

Frequency range of the simulations are from 1 Hz to 1 GHz, logarithmically spaced with 5

points per decade (see section 4.5). We show the magnitude of the tissue sensitivities which

was derived from the complex (real and imaginary) sensitivity values.
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6.1 Two electrode configuration

6.1.1 Head Tissue Sensitivity

We show results of the sensitivity field distribution for four 2 electrode montages CZ-C1,

CZ-C3, CZ-T7 and T7-T8 (see Fig. 4.1). Electrode position are systemically separated

(gap between electrodes are increased) from CZ-C1 (close spacing) to T7-T8 where the

electrodes are placed on opposite sides of the head.

We first show graphs of sensitivity field distribution of the four electrode montages. For

each montage we show results for 1 Hz, 1 Khz, 100 Khz and 1 Mhz respectively. We chose

these frequencies to represent α dispersion (low frequency) and β dispersion (mid

frequency) zones. These frequency zones represent ranges of interest for neuro-stimulation

and electrical impedance measurements [49].

Fig. 6.1 shows the distribution of the sensitivity field resulting from the montage CZ-C1.

The field is shown in a sagittal plane view (through CZ) as scalar values in a colour value

where red is the maximum and blue is the minimum of the scale. The threshold and range

for the scale was chosen to ensure good visibility of the contrast of the sensitivity field

through the simulated medium.

Results show a high concentration of the field around the CZ-C1 electrode pair. Specifically

the field has a high density through the scalp tissues in a region under the electrodes

bounded by C3 on the left and C2 on the right. A small low density zone is shown in the

skull tissue domain - this zone is bounded by high field density. The high density field

extends inwards through the skull into the CSF. This field concentration appears to end at

the CSF-GM boundary with a further extension of high field laterally through the CSF

(light turquoise colour). Thus we see that the CSF acts as a high conductivity shunting

layer which bypasses the brain. In general the sensitivity distribution in the neural tissues

(GM, WM and eye matter) is quite low on the simulation scale.

Changes of the sensitivity distribution across the frequencies shown are relatively minor.
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(a) 1 Hz (b) 1 KHz

(c) 100 KHz (d) 1 MHz

Figure 6.1: Sagittal plane view of sensitivity field from the CZ-C1 montage. Model is oriented
such that the face is facing forward. Plots are shown in the mm scale with units as [1/mm4].
Sensitivity is shown with a maximum scale of 10−7. Sensitivity distributions are shown for
4 frequencies (a) 1 Hz, (b) 1 KHz, (c) 100 KHz, (d) 1 MHz.
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We see a reduction of sensitivity in the CSF layer as frequency is increased - this is

represented by the colour scale changing slightly from red-yellow to turquoise-blue. No

perceptible change is seen in the brain tissue for the different frequencies at the shown scale.

Numerical results of the integrated sensitivity field are shown in the following sections.

(a) 1 Hz (b) 1 KHz

(c) 100 KHz (d) 1 MHz

Figure 6.2: Sagittal plane view of sensitivity field from the CZ-C3 montage. Model is oriented
such that the face is facing forward. Plots are shown in the mm scale with units as [1/mm4].
Sensitivity is shown with a maximum scale of 10−7. Sensitivity distributions are shown for
4 frequencies (a) 1 Hz, (b) 1 KHz, (c) 100 KHz, (d) 1 MHz.

The sensitivity field distribution is shown the CZ-C3 montage (see Fig. 6.2) where the

angle and separation gap between the electrode pair is increased. Here we see that spatial

distribution of the high field is increased corresponding to the position of the current
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injecting electrodes. A low sensitivity region is shown under the region of the C1 electrode

in the scalp and skull tissue. Similar to the field distribution shown in Fig. 6.1, the

sensitivity field is highly concentrated in the scalp tissue and CSF between and around the

active electrode pair.

Here we notice differences in the sensitivity field for the different simulated frequencies

represented by slight changes in the colours of the scalar values. As frequency is increased

the sensitivity field in the CSF is decreased - shown by a reduction of the redness of the

field. In addition the low sensitivity zone in the skull tissue appears to increase. Conversely

the sensitivity field of the scalp appears to increase for higher frequencies as shown by the

diminishment of the low field zone between CZ-C3.

In Fig. 6.3 we show results for the CZ-T7 montage whereby the electrode pair are

approximately perpendicular to each other. High sensitivity zones are bands in the scalp

under and close to the current injecting electrodes. The high sensitivity region in the CSF

layer extends past the electrode pair. A low sensitivity region is shown in the scalp tissue

between the electrode pair. The brain tissues are shown with low sensitivity as visualized

on the colour scale.

Like prior simulations, as frequency is increased from 1 Hz to 1 MHz the sensitivity field

density decreases in the CSF layer and increases in the scalp tissue.

The final 2 electrode simulation is the T7-T8 configuration shown in Fig. 6.4. Here the

high sensitivity zones are located in the scalp on diametrically opposed sides of the head

near the T7 and T8 electrodes. The high sensitivity zones extend in the CSF layer past the

current injection sites.

As frequency is increased, the sensitivity of the CSF layer enveloping the brain is reduced.

We see however that the sensitivity field in the CSF ventricle is increased for higher

frequencies.

In this section we showed the sensitivity distribution of various 2 electrode montages. We
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(a) 1 Hz (b) 1 KHz

(c) 100 KHz (d) 1 MHz

Figure 6.3: Sagittal plane view of sensitivity field from the CZ-T7 montage. Model is oriented
such that the face is facing forward. Plots are shown in the mm scale with units as [1/mm4].
Sensitivity is shown with a maximum scale of 10−7. Sensitivity distributions are shown for
4 frequencies (a) 1 Hz, (b) 1 KHz, (c) 100 KHz, (d) 1 MHz.
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(a) 1 Hz (b) 1 KHz

(c) 100 KHz (d) 1 MHz

Figure 6.4: Sagittal plane view of sensitivity field from the T7-T8 montage. Model is oriented
such that the face is facing forward. Plots are shown in the mm scale with units as [1/mm4].
Sensitivity is shown with a maximum scale of 10−7. Sensitivity distributions are shown for
4 frequencies (a) 1 Hz, (b) 1 KHz, (c) 100 KHz, (d) 1 MHz.
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demonstrated that for the 2 electrode montage the sensitivity field is concentrated in the

scalp tissue near the electrodes and in the CSF layer. We also showed that for increasing

frequency sensitivity of the scalp increased and the CSF sensitivity decreased.

In the following section we describe in detail numerical results of the multi-frequency

sensitivity simulations for all the head tissues. Each tissue is represented in the modelling

space as a domain, sensitivity is integrated across each domain volume resulting in a scalar

value for each frequency point. Sensitivity is plotted as a function of frequency. The Log10

of frequency is shown in the x-axis.

As described in section 4.7, we simulate 6 bioimpedance spectroscopy measurements of

each tissue with 5% of normally distributed Gaussian noise. Each measurement can be

referred to as a sample. Each data point in the following graphs is the mean of all the

samples. Error bars on the graphs are the standard error of the mean (SEM) which is

calculated as the std/sqrt(n) or as the standard deviation divided by the square root of the

sample number.

6.1.1.1 Scalp

We first show in Fig. 6.5 plots of scalp sensitivity for all 2 electrode montages. Each data

point is represented by a blue square marker. Each graph line represents a different

electrode montage as shown in the legend of the plot. In order to illustrate the differences

between the plots clearly we show both the sensitivity plots without error bars (Fig. 6.5

(a)) and with error bars added (Fig. 6.5 (b)).

We note that the mean sensitivity values of the different montages track very closely

together. We see no overlap with the mean values. CZ-C1 has the lowest sensitivity curve

followed by T7-T8, CZ-T7 and CZ-C3.

The noise level of the scalp sensitivity is relatively high – as shown in Fig. 6.5 (b) the error

bars of many of the sensitivity plots overlap. (In Chapter 7 we determine if there is
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(a) Mean scalp sensitivity

(b) Mean scalp sensitivity with error bars (SEM)

Figure 6.5: Mean sensitivity integrated across the scalp domain for all electrode montages,
(a) without error bars and (b) with error bars (SEM).
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statistical significance (by disproof of the null hypothesis) for the different Cole parameters

extracted for the 2 electrode montages. 1

We note that the sensitivity of the scalp tissue increases as a function of frequency until

about 1 MHz. Above this frequency, the scalp sensitivity decreases reaching a minima close

to 1 GHz. The increase of scalp sensitivity up until 1 MHz is consistent with the visual

graphs shown above in 6.1.1.

6.1.1.2 Skull

Figure 6.6: Mean sensitivity integrated across the skull domain for all electrode montages.

Fig. 6.6 shows the mean integrated sensitivity of the skull tissue layer for all electrode

montages. Error bars show the SEM at each frequency point.

We note that the skull sensitivity follows an inverse pattern to the scalp sensitivity. Here

the skull sensitivity decreases to a minimum at 1 MHz before beginning to increase again.

1The sensitivity field is generally not measured and thus has no noise. Here however since we use virtual
probes to ”measure” sensitivity we add noise to the figures. Noise is also shown for impedance measurements
which can be compared to experimental data
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The skull sensitivity graphs from lowest to highest are from montages CZ-C1, T7-T8 ,

CZ-T7 and then finally T7-T8. These results match the pattern shown for the scalp

sensitivity plots. Here we note that the track of the CZ-C1 plot is removed from the plots

of the 3 other montages which appear closer together and converge at around 1 MHz.

Results show that the skull sensitivity (ranging from .3 to 1.1 see Fig. 6.6 is much lower

than the scalp of sensitivity (ranging from 36 to 51). In Chapter 7 we determine if the

skull transfer impedance is a significant contributor to the total impedance.

6.1.1.3 CSF

Figure 6.7: Mean sensitivity integrated across the CSF domain for all electrode montages.

Fig. 6.7 shows the mean integrated sensitivity of the CSF tissue layer. The magnitude of

the error bars show a relatively small error.

We see that the CSF sensitivity has a strong frequency and electrode montage dependence.

In general we note that the greater the gap between the electrodes, the higher the initial

sensitivity and the steeper the descent of the sensitivity curve. For instance CZ-C1 is the
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electrode pair with smallest gap, the lowest initial sensitivity and the smallest gradient of

descent. This is followed by CZ-C3 which has a higher initial sensitivity and a greater rate

of descent as frequency is increased. This pattern is continued for CZ-T7. Finally T7-T8,

the electrode pair placed on opposing sides of the head, has the highest initial sensitivity

and the greatest overall rate of descent.

Fig 6.7 shows the large range of sensitivity values. Over the simulated frequency range

sensitivity ranges from over 60 (T7-T8 1 Hz) to under 10 (all montages 1 GHz). The fall of

CSF sensitivity as a function of frequency has implications for increasing dose in the brain

by bypassing the CSF shunting effect.

6.1.1.4 GM

Figure 6.8: Mean sensitivity integrated across the GM domain for all electrode montages.

Fig. 6.8 shows mean GM (grey matter) sensitivity as a function of electrode montage and

frequency. The plots show relatively small error like CSF.

GM sensitivity appears to follow an inverse pattern when compared to CSF. Here
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sensitivity increases as a function of rising frequency. We note that there are 3 frequency

bounded ranges of increasing sensitivity. Up until close to 100 Hz there is an

approximately linear increase in sensitivity across all electrode positions. From 100 Hz

until 1 MHz the rate of sensitivity growth is decreased. For frequencies higher than 1 MHz

sensitivity increases sharply in a non-linear fashion.

Like CSF, GM sensitivity increases as a function of increasing separation between

electrodes. Thus CZ-C1 has the lowest sensitivity, followed by CZ-C3, CZ-T7 and finally

T7-T8.

Sensitivity magnitude of the GM is relatively low (>1) for frequencies below 1 MHz. Above

1 MHz, sensitivity rapidly increases rapidly (≈ 4.5 for T7-T8).

6.1.1.5 GM ROI

Figure 6.9: Mean sensitivity integrated across the GM ROI domain for all electrode mon-
tages.

The mean grey matter region of interest (ROI) (see section 4.2) for all electrode positions

is shown in Fig. 6.9
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We note that the grey matter ROI sensitivity spectrum follows a similar pattern to that of

the the entire grey matter. Some differences are that the grey matter ROI has slightly

lower sensitivity values and that the spectrum noise greatly increases for frequencies

greater than 1 MHz.

It is apparent that the sensitivity distribution of the grey matter is highly concentrated in

the ROI. As described in section 4.1.1 the cathodal electrode (sink) is placed on CZ. We

thus see that the placement of the cathodal electrode directly above the ROI appears to a

critical component of targeting shallow cortical neural regions.

6.1.1.6 WM

Figure 6.10: Mean sensitivity integrated across the WM domain for all electrode montages.

Fig. 6.10 shows the mean white matter sensitivity for all electrode montages. The white

matter sensitivity shows the same pattern as that of the grey matter with however lower

absolute sensitivity values. The sensitivity level of each graph from lowest to highest is

from electrode montages CZ-C1 followed by CZ-C3, CZ-T7 and T7-T8.
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6.1.1.7 WM ROI

Figure 6.11: Mean sensitivity integrated across the WM ROI domain for all electrode mon-
tages.

We show the sensitivity of the white matter region of interest (ROI) (see section ) in Fig.

6.11

The white ROI shows increasing sensitivity as a function of increasing frequency. We note

here that unlike the white matter sensitivity (Fig. 6.10 here the T7-T8 electrode

configuration has the lowest sensitivity values. We also note that sensitivity values are

much lower here than for the white matter. The 3 other electrode montages simulated

(CZ-C1, CZ-C3 and CZ-T7) track closely together suggesting that changing the electrodes

among these positions do not improve focality significantly at the white matter ROI.

6.1.1.8 Eye Matter

We also show the sensitivity plot of deeper internal structures i.e. the optical nerves and

eye sockets in Fig. 6.12. As described in section 3.1 the eye matter is not contiguous as the

other tissue domains.
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Figure 6.12: Mean sensitivity integrated across the eye domain (optical nerves and eye
sockets) for all electrode montages.

We note that sensitivity increases up until about 100 Hz. followed by a declining or flat

descent trajectory. We see the clear dependence of sensitivity on separation between

electrodes. Sensitivity is lowest for a closely spaced configuration (CZ-C1) and is greatest

for electrodes placed on either side of the head (T7-T8). The sensitivity field absolute

values are lower than the sensitivity of the WM.

6.1.1.9 Log-Log Plots of Head Tissue Sensitivity

In this section we show the sensitivity spectra of all the tissues plotted on a single graph

for each electrode montage. This enables us to compare how the sensitivity field magnitude

changes for each tissue type over the simulated frequency range. Sensitivity units are

plotted vs frequency on a log-log base 10 scale to enable visualization of a wide range of

sensitivity values on a single chart.

As in the previous section we show the mean sensitivity values of 6 samples with random

noise added. Here the relative error is shown on the logarithmic scale. Using the
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assumption that ∆x << x we calculate the logarithmic error as ∆logbx ≈ ∆x
xlnb

[196]. This

simplifies in our case of b = 10 to ∆log10x ≈ .434 ∗ ∆x
x

.

Figure 6.13: Log-Log graph of CZ-C1 head tissues sensitivity vs frequency with error bars
(SEM).

Fig. 6.13 shows a log-log plot of head tissue sensitivity vs frequency for CZ-C1. We see

that that scalp tissue has the highest sensitivity followed by CSF and the skull.

The GM, GM ROI and WM ROI have the next highest sensitivities. These domains track

upwards together as a function of frequency. The relatively flat sensitivity of the eye tissue

is shown below this group starting from ≈ 10 Hz. The lowest sensitivity curve is the WM

ROI which follows the same track of the GM, GM ROI and WM ROI group albeit at a

large offset in sensitivity values.

In Fig. 6.14 we show the sensitivity-frequency log-log graph of tissues for a CZ-C3

montage. Here the main effect of electrode separation is shown as a general increase in

CSF sensitivity. Furthermore the high frequency end of the GM and GM ROI intercepts

and goes higher than the skull sensitivity.
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Figure 6.14: Log-Log graph of CZ-C3 head tissues sensitivity vs frequency with error bars

The general profile is of the WM and eye tissue sensitivity curves is relatively unchanged.

Figure 6.15: Log-Log graph of CZ-T7 head tissues sensitivity vs frequency with error bars.

Fig. 6.15 shows the log-log sensitivity-frequency for CZ-T7. Here we see that at low
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frequencies (< 100 Hz) the CSF sensitivity is higher than the sensitivity of the scalp. Like

in Fig. 6.14 the high frequency GM and GM ROI is higher than the sensitivity of the skull.

The WM sensitivity also overlaps the high end of the skull sensitivity. The eye and WM

ROI curves are shown with a higher offset in absolute values but follow a similar track as

to that shown in earlier figures.

Figure 6.16: Log-Log graph of T7-T8 head tissues sensitivity vs frequency with error bars.

Fig. 6.16 shows the log-log sensitivity frequency curves for the final montage - T7-T8. Here

again the CSF sensitivity is higher than the sensitivity of the scalp at low frequencies. The

GM, GM ROI and WM all intercept and pass the skull sensitivity at high frequencies.

Here the GM and the GM ROI also converges with the CSF sensitivity at the end of the

frequency range.

These series of figures show comparison of the sensitivities of the various head tissues over

frequency on a log-log graph. We note that the scalp tissue has overall the highest

sensitivity followed by CSF. This is consistent with results shown in the visual graphs in

section 6.1.1. At the end of this chapter and in chapter 7 we discuss the implications of the
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sensitivity simulations in terms of the contribution of each tissue towards the total transfer

impedance.

6.1.2 Sensitivity vs. Dose and Measurement Parameters

In this section we investigate the relationship between sensitivity and primary dose

parameters (current density and electric field - see section 4.8.2 and 4.8.1). As described in

the beginning of Chapter 6 for the 2 electrode montage, sensitivity is proportional to the

square of the absolute value of current density.

Here we show the numerical results of simulations of current density and electric field of

the head tissues for the CZ-C1 montage. Plots are shown in log-log graphs as in the

previous section. We then compare how these results are correlated with the sensitivity

plots for the CZ-C1 montage.

We test for correlation using the Matlab syntax of [r, p] = corrcoef(A,B) where A and B

are vectors that are assumed to be normally distributed, r is the correlation coefficient of

the linear dependence of A and B and p are significant levels - the lower the P value the

higher the probability of significant correlation.

Correlation of A and B can be written as

ρ(A,B) =
cov(A,B)

σaσb
(6.5)

where the correlation of A and B is the covariance between A and B divided by the

product of the standard deviation of A and B [197,198].

The correlation matrix is

R =

ρ(A,A) ρ(A,B)

ρ(B,A) ρ(B,B)
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Since A and B are perfectly correlated with themselves we can write

R =

 1 ρ(A,B)

ρ(B,A) 1


.

Significance (α = 0.05) of correlation is given by the test statistic where r has a t

distribution with n-2 (n here is the number of frequencies) degrees of freedom [197]. This is

written as

t = r

√
n− 2

1− r2
(6.6)

In the following section we only extract ρ(A,B) in order to exclude redundant information.

We do a pairwise correlation check between each tissue where A is the sensitivity and B is

the current density.

6.1.2.1 Sensitivity vs Current Density

Figure 6.17: Log-Log graph of CZ-C1 head tissues current density vs frequency with error
bars (SEM).
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Fig. 6.17 shows a log-log graph of current density vs frequency for the montage CZ-C1.

The units of the y-axis are I
M2 . Error bars are plotted on the graphs according to the

method described in section 6.1.1.9. (Eye matter current density is not shown since the

calculated current density curve shows many discontinuities unlike the sensitivity profile.

This may be due to the fact that eye domains are not contiguous see section 3.1.)

Here we can note that overall profile of the current density curves are quite similar to the

sensitivity graphs in the previous section.

There are however significant differences in the absolute values and the magnitude of each

tissue current density when compared to sensitivity. This is because the magnitude

relationship between sensitivity and current density is (non-linear) quadratic (see eq. 6.2.

Some differences between the sensitivity vs current density graphs include:

• the current density curves have lower absolute values as can be seen by examination

of the y-axis values

• the GM and WM current density graphs are superimposed unlike the sensitivity

graphs which show that the WM is lower (with a significant offset) to the GM

• the current density of the GM and WM are higher than the skull current density for

frequencies around 100 Hz and higher

• the current density of the GM ROI is much lower than its sensitivity

While there are some differences between the two plotted quantities, we also note the

similarity of the overall shapes of the curves.

In order to meaningfully compare current density to sensitivity we calculate their

correlation as described in section 6.1.2.

In Table 6.1 we show the correlation coefficient of each tissue’s sensitivity and current

density. The second row in Table 6.1 shows the P values on a logarithmic scale showing the

significance of the level of correlation.
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Tissue Type R coefficient P value

Scalp 0.895 9.039×10−18

Skull 0.970 5.613×10−30

CSF 0.928 2.130×10−21

GM 0.951 4.266×10−25

WM 0.930 1.100×10−21

GM ROI 0.992 2.623×10−43

WM ROI 0.961 2.026×10−27

Table 6.1: Coefficient and p-values of correlation of head tissue sensitivity and current density

We can note the high degree of correlation for each tissue. In all cases the correlation is

approximately 0.9 or higher with very low P values. This indicates the close relationship

between sensitivity and current density generated in head tissues by a 2 electrode montage.

Thus despite the non-linearity of the magnitude relationship we show that there is a strong

linear correlation between changes of current density and sensitivity over frequency.

6.1.2.2 Sensitivity vs Electric Field

Figure 6.18: Log-Log graph of CZ-C1 head tissues electric field vs. frequency.

As described in section 4.8.1 another fundamental dose-related parameter is the electric
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field. In a sense the electric field (given by units V
M

) is more critical parameter than current

density since changes in synaptic firing rates that are hypothesized to cause lasting

physiological changes can be attributed to driving strength of the electric field. [160,161].

Upon analysis of Fig. 6.18 we see important differences between the profile of electric field

and sensitivity curves of the head tissues.

• In all cases the electric field magnitude of each tissue trends downwards unlike for

sensitivity and current density graphs

• The electric field of the skull , WM and GM is higher than CSF

We thus note that a high current density and sensitivity does not necessarily translate into

a high electric field. Although intra-cranial sensitivity may be raised by increasing the

inject current frequency this may result in a decreased electric field magnitude.

Tissue Type R coefficient P value

Scalp 0.1823 0.2149
Skull -0.4854 0.0005
CSF 0.8353 1.5586×10−13

GM -0.8305 2.8231×10−13

WM -0.8139 2.0140×10−12

GM ROI -0.7505 8.1816×10−10

WM ROI -0.7380 2.169×10−09

Table 6.2: Coefficient and p-values of correlation of head tissue sensitivity and electric field.

In table 6.2 we show the coefficient and P-value resulting from the correlation of electric

field and sensitivity. Interestingly we note that there is a high linear correlation between

many of the tissues. The scalp tissue has a low correlation with a relatively high P-value.

The skull has a higher correlation albeit the correlation is negative. Other tissues with a

high but negative correlation (and low P-value) are the GM, WM, GM ROI and WM ROI.

We have shown here that 2 electrode sensitivity is highly correlated to current density and

is also correlated for many head tissues to electric field (albeit for most tissues this is a
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negative correlation). This shows an important relationship between sensitivity and dose

and has important implications for connecting the measured transfer impedance to dose as

will be described in Chapter 7.

6.1.3 Focality

In this section we describe the effect of frequency and electrode montage on focality. We

show a fundamental tradeoff between achieving high focality and intensity or magnitude of

dose-related parameters.

As described in section 4.8.4 we define focality as the ratio of electric field magnitude in

the desired ROI to the total electric field magnitude.

Figure 6.19: GMROI focality of all electrode montages vs. frequency.

Fig. 6.19 shows the GM ROI focality of all the bipolar montages across the simulated

frequency range.

We note that the absolute focality values are relatively low. We see that until 1 Mhz,

focality is relatively constant. For frequencies higher than 1 MHz, focality increases for all
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montages.

The dependence of focality on electrode configuration is clear. CZ-C1, the electrodes with

the smallest and θ angle, show the highest focality. In this montage, the electric field is

highly concentrated in a local region including the cortical GM ROI. As the θ angle is

increased, focality decreases. Thus CZ-C3 has a lower focality than the previous pair

followed by CZ-T7 and finally T7-T8 has the lowest focality.

Figure 6.20: WMROI focality of all electrode montages vs. frequency.

In Fig. 6.20 we show the focality spectra of the bipolar montages. The pattern here follows

the same as that of the GM ROI. Overall focality is significantly lower for the WM ROI.

Fig. 6.21 illustrates the focality of the whole brain. Here we see that the electrode montage

with widest gap or θ angle (T7-T8) also has the highest focality. We do see however that

the focality gain of T7-T8 over the CZ-T7 is minimal. Here the montage that generates the

lowest whole brain focality is CZ-C1 where the electrodes are closely spaced.
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Figure 6.21: Brain focality of all electrode montages vs. frequency.

6.1.4 Discussion

The bipolar or 2 electrode montage is widely used for measurement and stimulation such as

time series recording of EEG [199,200] and for application of tDCS [59,201]. Traditionally,

bipolar montages are used in neurostimulation applications for DC or low frequencies [202].

We wished however to consider the sensitivity field over a wide frequency range for the

following reasons:

Firstly we are interested in a unique impedance spectra that can be related to a particular

montage/dose configuration. The DC or low end frequency applications can be thought of

as occupying the beginning of the spectra. By analyzing a wide frequency range we hope to

gain knowledge of the head tissue frequency response over the α, β and γ relaxation zones

(see section 4.5). In chapter 8 we describe how biological tissue frequency response can be

modelled as a configuration of circuit elements referred to as the Cole model. By

simulation of a wide range of frequency points we gain insight of how each tissue can be

fitted to multiple Cole models over the 3 principal dispersion regions.
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Secondly, many applications of bipolar montages are using frequencies well above DC.

Examples include studies of neuro plasticity using transcranial alternating current

stimulation (tACS) that include stimulation up until 5 KHz [50] and the use of alternating

electric fields at 200 KHz for the treatment of brain tumors [51]. In addition transcranial

random noise stimulation (tRNS), has been used between 0.1 and 640 HZ [52]. Furthermore

bioimpedance studies are generally in the high KHz range due the generally high

frequencies needed to measure the dielectric properties of common biological tissue [53–56].

Thus in order to relate the bioimpedance spectroscopy measurement to neural dose in the

context of stimulation or measurement we analyzed the sensitivity field distributions

resulting from several bipolar montages over a wide frequency range.

As described in [195] the sensitivity field of a bipolar configuration is always positive. Here

the current density fields entirely overlap as the current and voltage electrode pair are the

same. Since there is field cancellation effect sensitivity values are very high around the

electrode sites. We note that for all montages, the scalp tissue and CSF have the highest

sensitivity values, this is consistent with the findings of [203,204]. The high sensitivity in

the scalp and CSF is also in accord with studies that show that these tissues act as shunt

pathways during neuro-stimulation resulting in a decrease of current delivered towards the

intended neural ROI [105,167]. A relative comparison of the sensitivity magnitude of each

tissue over frequency is shown with a series of Log-Log plots (see Fig. 6.13 - Fig. 6.16)

We show here that the sensitivity distribution in the scalp (modelled with the dielectric

and conductivity properties of a muscle see section 4.5 actually increases until about 1

Mhz. Thus increasing stimulation frequency is not effective strategy for bypassing the scalp

tissue.

In consideration of the CSF, we do however note a sharp dropoff in sensitivity as a function

of increasing frequency. This decrease of sensitivity does not represent however a great

increase of current in the neural regions as much of this drop is offset by the increase of
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scalp sensitivity. It is only past 1 MHz where we begin to see a relatively large increase in

grey matter and white matter sensitivity (see Fig. 6.8 and Fig 6.10) due to decline of both

scalp and CSF conductivity. This pattern is mirrored at the GM and WM ROIs’ albeit at

lower absolute values.We thus see the dielectric properties of the scalp and CSF are critical

in influencing sensitivity in the brain.

The sensitivity pattern of the skull tissue is generally inverse to the scalp, however the

skull sensitivity is overall much lower than the scalp.

The addition of noise shows some of the challenges of using the bipolar for measurement

application. In Fig. 6.5 (b) we see that many of the error bars overlap indicating the

potential difficulty of distinguishing measurements derived from close montages. The FEM

model idealizes the scalp domain as a material with isotropic conductivity at each

frequency, in practices the scalp electrode boundary is the region that produces a

significant source of error due to a high impedance contact layer comprised of strateum

corneum and hair [205].

Simulation results show the results of spatial separation or increasing the θ angle of the

electrodes. We note that the sensitivity graphs of the scalp and skull tissues have a unique

order when compared to the other tissues. For scalp and skull, CZ-C1 results in the lowest

sensitivity, the CZ-C3 montage however results in the highest sensitivity although the

inter-electrode θ angle is not the largest of the all the bipolar montages (see Fig 6.5 and

Fig. 6.6). The next montage CZ-T7 results in a lower sensitivity profile. Finally T7-T8

generates a sensitivity graph below that of CZ-T7 but greater than that of CZ-C1.

All other tissues show a clear dependence on inter-electrode θ angle. Thus the sensitivity

increases from CZ-C1, CZ-C3, CZ-T7 and finally T7-T8 results in the greatest sensitivity

values.

We showed here that the sensitivity response of the head tissues has a strong linear

correlation to current density (see table 6.1). In addition this correlation exists for the
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electric field distribution as well (see table 6.18) (although there is negative correlation

between most tissues with the exception of CSF and scalp is weakly correlated).

Although in the general we show there is a linear relationship between sensitivity and dose

(current density and electric field), this is true for variation of these parameters as a

function of frequency. However the relationship of the magnitude of these parameters is

non-linear (quadratic see for example eq. 6.2. Thus by analyzing the frequency response of

the sensitivity and transfer impedance we can gain insight into the frequency response but

not necessarily into the magnitude of dose-related parameters. The non-linearity of these

relationships can explain the scalp and skull sensitivity pattern as a function of

inter-electrode θ angle as described in earlier paragraphs.

We note that for both the GM and WM ROI focality is maximized by decreasing the

inter-electrode θ angle, thus CZ-C1 achieves the highest focality and T7-T8 results in the

lowest focality. We note that the montage that produces the highest focality also results in

the lowest sensitivity magnitude. This shows the fundamental tradeoff between intensity

and focality (for further discussion see [59,206]. Furthermore an increase of focality at the

high end of the frequency range may come at the penalty of decreased electric field

intensity. Results of the whole brain ROI shows as intuitively expected that montages with

the highest inter-electrode θ generated the highest focality.

The high sensitivity field concentration in proximity to the electrode pair suggest that this

setup is most suitable for targeting shallow cortical ROIs. Indeed trancranial stimulation

optimization schemes generally involve the use of multiple electrodes [59,109].

We have analyzed the sensitivity distribution across frequency and electrode montages for

a range of bipolar montages. We have shown that sensitivity is related to dose and that

focality is dependent on electrode montage configuration. We will explore how to link these

parameters to impedance and impedance-derived parameters as these can be measured

directly.
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6.2 Four electrode configuration

In this part of the chapter we repeat our analysis for a number of tetrapolar montages. See

section 4.1.2 for a description of these montages.

6.2.1 Head Tissue Sensitivity

(a) 1 Hz (b) 1 KHz

(c) 100 KHz (d) 1 MHz

Figure 6.22: Sagittal plane view of sensitivity field from the C3-C1-CZ-C2 montage. Model
is oriented such that the face is facing forward. Plots are shown in the mm scale with units
as [1/mm4]. Sensitivity is shown with a maximum scale of 10−7. Sensitivity distributions
are shown for 4 frequencies (a) 1 Hz, (b) 1 KHz, (c) 100 KHz, (d) 1 MHz.

Fig. 6.22 shows the sensitivity field distribution for the montage C3-C1-CZ-C2. Like for
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results shown for the bipolar montages, we can note high density of the sensitivity field in

the scalp and CSF. Here however we see for the first time a sensitivity field with negative

values. The negative field is highly concentrated in the scalp between the current-voltage

pairs of C3-C1 and CZ-C2. A small negative field zone is also found in the CSF in this

area. The positive field region in the scalp is concentrated between the voltage pair C1-C2

and is also found extending the current electrodes C3 and C2.

The graphs show little change for the plotted frequencies (1 Hz, 1 KHz, 100 KHz and 1

MHz) except for decrease of CSF as represented by a lightening of the CSF colour from red

to yellow.

In Fig. 6.23 we see the T7-C3-CZ-C2 sensitivity distribution. Here again the negative

sensitivity field is concentrated in the scalp and CSF between the current-voltage pairs of

T7-C3 and CZ-C2. The increased gap of T7-C3 results in a larger negative sensitivity zone.

We note that the high density positive sensitivity fields are found between in the scalp

between C3-CZ as well as past T7 and C3. The CSF also shows a high sensitivity field

which diminishes in intensity as frequency is increased.

Finally in Fig.6.24 we show the sensitivity field distribution resulting from the montage

T7-C3-C4-T8. Here the negative sensitivity field zone extends along the side of head in the

scalp and CSF between the current-voltage pairs of T7-C3 and C4-T8.

This section has shown that the tetrapolar montage results in a negative field between the

current and voltage electrodes in the scalp and CSF tissues. We now show numerical

results of the simulated sensitivity fields. As mentioned for results of the bipolar montages,

mean results of 6 measurements (samples) are shown. Error bars in the plots are the

standard error of the mean.

6.2.1.1 Scalp

Fig.6.25 shows the profile of the scalp sensitivity. Here we note that compared to the

bipolar montage, the scalp sensitivity is greatly reduced. The scalp sensitivity rises to a
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(a) 1 Hz (b) 1 KHz

(c) 100 KHz (d) 1 MHz

Figure 6.23: Sagittal plane view of sensitivity field from the T7-C3-CZ-C2 montage. Model
is oriented such that the face is facing forward. Plots are shown in the mm scale with units
as [1/mm4]. Sensitivity is shown with a maximum scale of 10−7. Sensitivity distributions
are shown for 4 frequencies (a) 1 Hz, (b) 1 KHz, (c) 100 KHz, (d) 1 MHz.
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(a) 1 Hz (b) 1 KHz

(c) 100 KHz (d) 1 MHz

Figure 6.24: Sagittal plane view of sensitivity field from the T7-C3-C4-T8 montage. Model
is oriented such that the face is facing forward. Plots are shown in the mm scale with units
as [1/mm4]. Sensitivity is shown with a maximum scale of 10−7. Sensitivity distributions
are shown for 4 frequencies (a) 1 Hz, (b) 1 KHz, (c) 100 KHz, (d) 1 MHz.
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Figure 6.25: Mean scalp sensitivity vs. frequency for all electrode montages.

peak slightly past 1 MHz as shown earlier for the bipolar montage plots.

For the 3 montages shown we see a clear effect of increasing inter-electrode θ angle. The

C3-C1-CZ-C2 montage, where all the electrodes are sited in adjacent positions, results in

the highest sensitivity. T7-C3-CZ-C2 generates a lower sensitivity graph. Finally

T7-C3-C4-T8 shows the lowest sensitivity profile. We note that at frequencies lower than

100 Hz the scalp sensitivity of T7-C3-C4-T8 is almost 0.

6.2.1.2 Skull

In Fig.6.26 we show the sensitivity of the skull tissue. Like the bipolar montage, the skull

sensitivity pattern across frequency appears to be the inversion of the scalp sensitivity.

Overall the tetrapolar skull sensitivity is lower than that of the bipolar montages.

Here again we see the effect of inter-electrode gap or θ. The montage with the smallest gap,

C3-C1-CZ-C2, has the highest skull sensitivity. The T7-C3-CZ-C2 montage results in a

lower sensitivity profile followed by T7-C3-C4-T8 which shows the lowest sensitivity of all.
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Figure 6.26: Mean skull sensitivity vs. frequency for all electrode montages

6.2.1.3 CSF

Figure 6.27: Mean CSF sensitivity vs. frequency for all electrode montages.

Fig. 6.27 illustrates the sensitivity profiles of the CSF tissue. Here we see a rapid drop of
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sensitivity as a function of increasing sensitivity. The order of sensitivity magnitude from

greatest to least is from montages T7-C3-C4-T8, T7-C3-CZ-C2 and C3-C1-CZ-C2 (The

high frequency end of the T7-C3-C4-T8 CSF sensitivity intercepts and descends lower than

that of the other montages). We note that the profile of the CSF sensitivity curves is

similar to those generated from the bipolar montages albeit with lower absolute values.

6.2.1.4 GM

Figure 6.28: Mean grey matter sensitivity vs. frequency for all electrode montages.

Fig. 6.28 shows the sensitivity graphs of the GM.

Again we can see a clear separation between the GM sensitivities generated by the different

montages. The arrangement with electrodes the closest together, C3-C1-CZ-C2, results in

the lowest sensitivity values. This is followed by T7-C3-CZ-C2.

The overall pattern of the sensitivity over frequency approximates the inverse of the CSF

and is similar to the GM sensitivity generated by the bipolar montages except that the

absolute sensitivity values are lower.
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6.2.1.5 GM ROI

Figure 6.29: Mean grey matter ROI sensitivity vs. frequency for all electrode montages.

In Fig.6.29 we show the sensitivity of the GM ROI.

There are main two differences here compared to the GM sensitivity:

• First the GM ROI sensitivity of T7-C3-C4-T8 diverges lower at the high frequency

end as compared to the sensitivity of other montages

• Secondly the absolute values of the GM ROI sensitivity are significantly lower than

that of the GM sensitivity itself (unlike results from the bipolar montage).

6.2.1.6 WM

Fig. 6.30 shows the white matter sensitivity profiles.

The shape of the sensitivity graphs is similar to that of the grey matter. The values of the

WM sensitivity are slightly lower than that of the WM sensitivity generated by the bipolar

montages.

110



Figure 6.30: Mean white matter sensitivity vs. frequency for all electrode montages

6.2.1.7 WM ROI

Figure 6.31: Mean white matter ROI sensitivity vs. frequency for all electrode montages.

In Fig. 6.31 we show the sensitivity graphs of the WM ROI. The profiles here are similar to
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the graphs of the GM ROI. Thus the sensitivity of T7-C3-C3-T8 diverges lower at high

frequencies from the sensitivities of the other montages.

6.2.1.8 Eye Matter

Figure 6.32: Mean eye sensitivity vs. frequency for all electrode montages.

The sensitivity of the eye matter tissue is shown in Fig. 6.32. We note the sensitivity

pattern here is similar to eye sensitivity generated from bipolar montages.

Here we see the effect of electrode separation. C3-C1-CZ-C2 generates the lowest

sensitivity, this is followed by the sensitivity generated T7-C3-CZ-C2. Finally

T7-C3-C4-T8 is shown to result in the highest eye tissue sensitivity.

6.2.1.9 All Head Tissues

In order to visualize the relative magnitude of each tissue sensitivity, we show a series of

Log-Log plots that show each tissue sensitivity across frequency for every montage. Error

bars are added to the plots as described in section 6.1.1.9.
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Figure 6.33: Log-Log graph of C3-C1-CZ-C2 head tissues sensitivity vs frequency with error
bars (SEM).

In Fig. 6.33 we show the sensitivity of all the head tissues for the montage C3-C1-CZ-C2.

We see that the CSF has the largest sensitivity until the end of the frequency range. This

is followed by the scalp tissue and skull. GM and WM sensitivity intercept and climb past

the skull at around 10 Mhz. The eye sensitivity is relatively flat across the frequency range.

Finally the GM ROI and WM ROI follow the same sensitivity profile over frequency as the

GM and WM except with a large sensitivity magnitude offset downwards.

Fig. 6.34 shows the sensitivity graphs of the head tissues for the T7-C3-CZ-C2 montage.

Here we note 2 major changes. First the scalp sensitivity is lower than that of the previous

montage. This is shown by the larger offset between the scalp and CSF. Secondly the GM

and WM sensitivities are increased, here they intercept the skull sensitivity at a lower

frequency - around 1 MHz. The eye sensitivity magnitude is also shown increased.

In Fig. 6.35 we show the sensitivity graphs of the head tissues for the final montage -

T7-C3-C4-T8.
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Figure 6.34: Log-Log graph of T7-C3-CZ-C2 head tissues sensitivity vs frequency with error
bars (SEM)

Figure 6.35: Log-Log graph of T7-C3-C4-T8 head tissues sensitivity vs frequency with error
bars (SEM).
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We mention here some striking changes. Here we see that the scalp sensitivity has greatly

decreased at low frequencies. At close to 100 Hz the scalp sensitivity sharply decreases, this

is followed by an abrupt increase. The GM, WM and eye tissue sensitivity all track closely

to the scalp sensitivity. At some frequencies (≈ 100 Hz and 10 Mhz) we see that these

tissues overlap and have a higher sensitivity than the scalp tissue.

6.2.2 Sensitivity vs. Dose and Measurement Parameters

In this section we compare the sensitivity graphs to parameters related to dose, i.e. current

density and electric field. We also calculate the level of correlation between these variables.

6.2.2.1 Sensitivity vs Current Density

Figure 6.36: Log-Log graph of C3-C1-CZ-C2 head tissue current density vs frequency with
error bars (SEM).

In Fig. 6.36 we show the current density profile of all the head tissues (with the exception

of the eye tissue due to the high noise and discontinuous nature of the graph) for the

C3-C1-CZ-C2 montage.
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Some of the differences between the sensitivity and the current density graphs are:

• the grey matter has the highest current density whereas the CSf has the highest

sensitivity

• the grey matter and grey matter ROI current density both increase as a function of

increasing frequency

• the white matter current density is greater than the skull current density at around

frequencies greater than 100 Hz

Tissue Type R coefficient P value

Scalp 0.980 3.286×10−34

Skull 0.547 5.815×10−05

CSF 0.945 6.246×10−24

GM -0.857 7.647×10−15

WM 0.940 4.313×10−23

GM ROI -0.828 3.653×10−13

WM ROI 0.953 1.452×10−25

Table 6.3: Coefficient and p-values of correlation of head tissue sensitivity and current density
for the C3-C1-CZ-C2 montage.

Next we show the correlation between sensitivity and current density in table 6.3.

We see that for most tissues there is a high linear correlation coefficient and a low p-value.

The skull tissue has the lowest coefficient of 0.547. We note here that there is a negative

correlation between the GM and GM ROi sensitivity and current density.

6.2.2.2 Sensitivity vs Electric Field

Fig. 6.37 shows the electric field graphs of all the head tissues for the C3-C1-CZ-C2

montage. Here we the following major differences between the electric field and sensitivity

profiles:

• the scalp and CSF have the highest electric field magnitude
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Figure 6.37: Log-Log graph of C3-C1-CZ-C2 head tissue current density vs frequency with
error bars (SEM).

• the WM and WM ROI electric field magnitude are higher than their corresponding

sensitivity fields

• all the tissues electric field magnitude decrease as a function of increasing frequency

except for the GM and GM ROI.

Tissue Type R coefficient P value

Scalp -0.133 0.366
Skull -0.737 2.274×10−09

CSF 0.982 3.392×10−35

GM -0.943 1.099×10−23

WM -0.941 2.232×10−23

GM ROI -0.903 1.566×10−18

WM ROI -0.892 1.701×10−17

Table 6.4: Coefficient and p-values of correlation of head tissue sensitivity and electric field
for the C3-C1-CZ-C2 montage.

In table 6.4 we see the correlation coefficients and p-values of the electric field and

sensitivity. We note that there is a strong correlation between most of the head tissues.
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Scalp has the weakest correlation of -.133. The CSF has a high positive correlation of .982.

All the other tissue have a high negative correlation coefficient.

6.2.3 Focality

Like the previous section 4.1.1 we show the results of GM ROI, WM ROI and whole brain

focality.

Figure 6.38: GMROI focality of all electrode montages vs. frequency.

In Fig. 6.38 we see that the highest focality is achieved with the C3-C1-CZ-C2 montage.

This is followed by a lower focality for the T7-C3-CZ-C2. Finally T7-C3-C4-T8 has the

lowest focality. Thus we see that that increasing the inter electrode gap or θ angle has the

effect of decreasing focality.

Fig. 6.39 shows the same pattern as that illustrated in Fig. 6.38. Here we see however that

the absolute values are lower - i.e. lower focality can be achieved.

Finally we show in Fig.6.40 the whole brain focality. T7-C3-CZ-C2 has the highest focality

until about 10 MHz. T7-C3-C4-T8 focality overlaps and attains a higher focality for
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Figure 6.39: WMROI focality of all electrode montages vs. frequency

Figure 6.40: Brain focality of all electrode montages vs. frequency.
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frequencies higher than 10 MHz. The montage with the lowest focality by a significant

margin is C3-C1-CZ-C2.

6.2.4 Discussion

In this section, we described results of sensitivity simulations of 3 tetrapolar montages.

The advantage of separating the voltage (pick up) electrodes from the current carrying

electrodes is that measurement of the high impedance contact layer is avoided [207].

There are however challenges of using separate current and voltage electrodes. Since the

voltage and current lead fields may be at different orientations, the resulting sensitivity

field may be negative in parts of the volume (see for example [195]).

We show that the sensitivity distribution in the scalp and CSF include high density

negative regions (see Fig. 6.22 - Fig. 6.24).

The greatest effect of the negative sensitivity is a very large reduction of the scalp

sensitivity (see Fig. 6.25) and to lesser extent a reduction of CSF sensitivity (see Fig.

6.27). The reduction of sensitivity in the more superficial layers of the head tissues is

consistent with the findings of Brown et al. [208] that showed that mean sensitivity of a

tetrapolar arrangement is found to be zero on the surface plane.

We show that this large field cancellation effect in the scalp tissue is dependent on the gap

or θ angle between the voltage and current electrodes. As shown in Fig.6.22 - Fig. 6.24 the

positive sensitivity zone is concentrated between the inner current electrodes whereas the

negative sensitivity zone is located mainly between the voltage and current electrodes.

Additionally we show that the larger the angle between the current and voltage electrodes,

the greater the negative sensitivity zone and the resulting field cancellation effect. Thus

the montage T7-C3-C4-T8 with a large angle between the voltage and current electrode

pairs T7-C3 and T8-C4 results in the greatest reduction of scalp sensitivity (see Fig. 6.25).

This pattern is true for the skull (Fig. 6.26), the GM ROI (Fig. 6.29) and the WM ROI

120



(Fig. 6.31).

For all the other tissues we note an opposite effect, as the angle between the current

electrodes is increased, the sensitivity also increases in deeper tissues. Thus the highest

CSF sensitivity is generated by the T7-C3-C4-T8 montage (see Fig. 6.26). The increased

angle between the current electrodes thus balances out and may cancel the effect of the

negative sensitivity field.

We also show in a series of Log-Log plots the magnitude of the sensitivity of all the head

tissues over our tetrapolar montages (see Fig.6.34 - Fig.6.35. Here we can visualize the

decreased scalp sensitivity relative to other head tissues. We note for the montage with the

largest negative sensitivity regions - T7-C3-C4-T8, the GM and WM sensitivities track

closely to the sensitivity of the scalp.

The implications of the negative sensitivity field cancellation affect are interesting for

bioimpedance measurements and neurostimulation. See for instance [209] for a discussion

of the importance of reducing scalp impedance. We see that the sensitivity of the scalp can

be greatly reduced by careful positioning of the current and voltage electrode pairs. This

has the net affect of increasing the SNR and the impedance contribution of the neural

tissues such as GM and WM.

Recent advances in neurostimulation suggest using arrays of small electrodes to focus and

optimize the stimulation current [59,210]. New approaches in focused neurostimulation

suggest that interfering waveforms [211] and pulse stimulation [212] can be used to reach

deep targets in the brain. In [206] it is however argued that conventional DC stimulation

from multiple electrode sources can achieve results comparable or better to the novel

waveforms.

Results of the our simulations support this argument as we have shown that a dramatic

reduction of scalp sensitivity at DC can be accomplished by appropriate positioning of

current and voltage electrode pairs. In the context of current or electric field, this could
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conceivably be accomplished by 2 sets of current electrode positioned appropriately so the

field orientations cancel in the scalp tissue.

To further support the link between sensitivity and dose, we show that there is generally a

high correlation between the sensitivity and dose parameters (current density and electric

field) of all tissues. (Some tissues have a weak correlation such as skull and scalp, others

have a strong negative correlation see tables 6.3 and 6.4).

Finally we show that for a relatively close current pair configuration (C3-C1-CZ-C2)

maximum focality is achieved at the GM ROI and WM ROI. Results here are obviously

dependent on the placement of the ROI. Thus for instance when the entire brain was

designated as an ROI, the C3-C1-CZ-C2 had the lowest focality and T7-C3-CZ-T8 and

T7-C3-CZ-C2 achieved similar results.

Now that we have shown that sensitivity profile of each tissue is dependent on parameters

such as frequency and electric montage, we wish to show how this can related to a

measurable output - the transfer impedance. Our goal is then to relate transfer impedance

characteristics to the sensitivity and dose parameters of each montage.

6.3 Summary

In this chapter we describe and analyze in detail results of simulations of sensitivity of the

head tissues. Results are graphed as the mean values of 6 samples with error bars

(standard error of the mean) plotted. First results of the bipolar configurations (CZ-C1,

CZ-C3, CZ-T7, T7-T8) are described in detail. We show that for all bipolar configurations

the scalp and CSF have the greatest sensitivity distribution. As the angle between the

electrodes are increased the intra-cranial sensitivity distribution also increases.

Our analysis of sensitivity distributions resulting from the tetrapolar electrode

configurations (C3-C1-CZ-C2, T7-C3-CZ-C2 and T7-C3-C4-T8) show that 3 tissue types

(scalp, CSF, GM) have the highest sensitivity concentration. We also show that the
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sensitivity field of the four electrode configurations has a negative component that increases

as the angle between the current and voltage electrodes are increased. Here we also show

that intra-cranial sensitivity increases as inter-electrode angle is increased. We also showed

that the sensitivity distribution in the head tissues is highly correlated to dose parameters

(current density and electric field) for both the bipolar and tetrapolar configurations.
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Chapter 7

Multi-frequency Transfer Impedance
Simulations

7.1 Relationship between Transfer Impedance, and

Sensitivity

In chapter 6 we analyzed in detail the sensitivity spectra of the head tissues for various

bipolar and tetrapolar montages. We showed that the sensitivity magnitude of certain

tissues was much larger than that of others (for example the bipolar measurements all

generated very high sensitivity).

We now wish to connect the sensitivity simulations to transfer impedance. The relationship

between sensitivity and impedance (see the beginning of chapter 6) is:

Z =

ˆ
S

1

(σ + ωε)
dv (7.1)

.

We see that the impedance of each tissue is dependent on its sensitivity and electrical

properties (conductivity and permittivity.

When considering the total impedance of the head tissues, it is important to determine the

contributing weight of each tissue type.
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We can write that the total impedance of the measured head volume is the sum of of its

constituent volumes or tissues or:

ZV olume = ZV ol1 + ZV ol2 + ...ZV oln (7.2)

Thus the the total head impedance is the sum of the impedance of all its components or

tissues. For n tissues we then have

n∑
1

ZHead T issue(n) = ZHead (7.3)

Impedance is a product of the sensitivity and specific impedance of each tissue. We can

then write that

n∑
1

SHead T issue(n) ∗
n∑
1

ρHead T issue(n) = ZHead (7.4)

We can think of the sensitivity as weight by which the specific impedance of each tissue is

multiplied. For each frequency point the sensitivity weight and specific impedance of each

tissue may change thus we can write for the total impedance spectra over j frequency

points with n head tissue types

j∑
1

n∑
1

SHead T issue(n)(freq(j)) ∗
n∑
1

ρHead T issue(n)(freq(j))

= ZHead(freq(j))

(7.5)

Here we analyze the results of simulating the impedance spectra of all the head tissues for

our designated bipolar and tetrapolar montages. This will enable us to determine which

tissues have the greatest contribution to the total head impedance. These results will show

that the impedance spectra of the human head can be approximated as a sum of the

impedances of only 3 tissues (scalp, skull and CSF). we thus aim to show how impedance
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contribution of several head tissues are negligible and thus eq. 7.6 can be written in fewer

terms. This reduces the complexity of decomposing the total impedance measurement to

its constituent parts.

Graph results show mean values with relative error on the logarithmic scale as described in

section 6.1.1.9.

7.2 Head Tissue Impedance

7.2.1 Two Electrode Configuration

Figure 7.1: Log-Log graph of CZ-C1 head tissue impedance vs. frequency.

Fig. 7.1 shows a log-log graph of head tissue impedance magnitude spectra for the CZ-C1

montage. We see that that the scalp tissue has by the far the largest impedance

magnitude. The skull tissue has the next largest impedance followed by the CSF. Other

tissues in order of impedance magnitude from greatest to lest are the GM, WM, GM ROI,

WM ROI and eye tissue.
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Many of the tissue impedance spectra decline as a function of increasing frequency with the

exception of the GM, WM (including ROIs). In addition the eye tissue impedance

increases in magnitude as for frequencies up until approximately 100 Hz.

We can see that according to eq. 7.1 impedance magnitude is directly proportional to

sensitivity and inversely proportional to conductivity. Thus we note that all tissues with a

high sensitivity have the greatest contribution to the total impedance. The skull tissue has

low sensitivity, it has however a large contribution to impedance due to its low

conductivity. Other tissues, such as the GM, WM and eye tissue have a small impedance

spectra magnitude since they have low sensitivity and high conductivity.

Figure 7.2: Log-Log graph of CZ-C3 head tissue impedance vs. frequency.

In Fig. 7.2 we see the head impedance spectra of the CZ-C3 montage where the inter

electrode θ has been increased.

In general the spectra profiles are similar to the impedances shown in Fig. 7.1. We note

however some differences: the CSF, GM, WM and eye tissue impedance magnitude have all

increased. This is consistent with sensitivity simulation results that show that the
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sensitivity of these tissues increase as the electrodes are moved apart. The 3 tissues with a

dominant contribution to the total impedance are still (in order of magnitude from greatest

to least) the scalp, skull and CSF.

Figure 7.3: Log-Log graph of CZ-T7 head tissue impedance vs. frequency.

Fig. 7.3 shows the head tissue impedance spectra from the CZ-T7 montage .We see a

higher impedance for the CSF, GM, WM and eye tissue. This can be attributed to the

increased sensitivity of the these tissues due to a greater inter-electrode gap as compared to

the previous montage.

Finally we see in Fig. 7.4 the impedance spectra resulting from placing the electrodes on

opposing sides of the head in the T7-T8 montage.

We note an increase in the CSF and GM impedance. We also see a decrease in the

impedance of the GM ROI and WM ROI. The increase of the CSF impedance is due to the

increase of CSF sensitivity caused by the electrode positioning. The orientation of the

electrodes on the sides of the head however cause a decrease in sensitivity in the ROI which

are situated under the central vertex, this then results in a lower impedance contribution of
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Figure 7.4: Log-Log graph of T7-T8 head tissue impedance vs. frequency.

the ROIs.

For most of the frequency range (until about 100 MHz) the 3 main contributors to the

total impedance are first the scalp, then the skull and the CSF.

7.2.1.1 Discussion

Results of this section show that for our bipolar montages, the scalp has the highest

impedance followed by the skull and the CSF. It is clear however that the impedance

spectra is dominated by the dielectric properties of the scalp. Changing the angle between

the electrode pair results in shifts to the magnitude of the tissues - for instancing

increasing the inter-electrode angle causes an increase in the CSF impedance. This is

consistent with [208] who showed that sensitivity of a bipolar montage is always positive

and decreases with depth.

Thus we show that analysis of impedance spectra of the bipolar montage can be simplified

by generally only considering the impedance contribution of three tissues with the scalp
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impedance being the most dominant factor. The implications here are that eq. 7.6 can be

simplified to only three terms (scalp, skull, CSF) as

j∑
1

(Sscalp(freq(j)) ∗ ρscalp(freq(j))+

Sskull(freq(j)) ∗ ρskull(freq(j))+

SCSF (freq(j)) ∗ ρCSF (freq(j)))

≈ ZHead(freq(j))

(7.6)

It is interesting to note that tissues that provide the greatest impedance contribution are

also potentially the least interesting to observe. In the context of neuro-stimulation and

measurement we are interested in measuring or altering the electrical properties of the

neural areas rather than the surrounding tissues (see for instance [130,133,213]).

We also see the difficulty of directly measuring a small ROI of the brain with the bipolar

montage as the GM ROI and WM ROI magnitude is very small compared to other tissues.

For instance the DLPFC (Dorso Prefontal Lateral Cortex) and the M1 cortex (common

targets in the context of neurostimulation [213–215]) impedance would very difficult to

separate from the total head and brain tissue impedance.

In some contexts however, the bipolar montage could be useful. For instance a paper

explored the use of bioimpedance spectroscopy to monitor changes to the scalp impedance

during tDCS as a method of monitoring changes to dose during tDCS [41]. Other potential

uses include preventing overvoltage during tDCS by ensuring low electrode-scalp interface

impedance [216].

Another approach is to consider changes in the impedance of the scalp, skull and CSF as a

proxy method of examining changes in dose (electric field and current density) in the brain

or a desired ROI. We will discuss in chapter 8 is spectral impedance parameters can be used

to analyze the sensitivity and dose distribution resulting from the bipolar configurations.

130



7.2.2 Four Electrode Configuration

Figure 7.5: Log-Log graph of C3-C1-CZ-C2 head tissue impedance vs. frequency.

Fig. 7.5 shows the head impedance spectra resulting from the C3-C1-CZ-C2 montage. Here

we can clearly see the effect of the negative sensitivity field (see Fig. 6.22). The skull has

the largest magnitude impedance whereas the scalp and CSF impedance is reduced.

The GM and WM impedance spectra track together at a significantly lower magnitude.

This is followed by the eye tissue, WM ROI and GM ROI.

We see in Fig. 7.6 the impedance spectra of the T7-C3-CZ-C2 montage. Here the

negativity sensitivity zone in the scalp is increased (as shown in Fig. 6.23) resulting in a

lower scalp impedance. Here again the dominant contributors to the total transfer

impedance are skull, CSF and scalp. The impedance of the GM, WM and eye tissue has

increased, whereas the impedance of the GM ROI and WM ROI appears relatively

unchanged.

Fig. 7.7 illustrates the head impedance spectra for the final montage - T7-C3-C4-T8. Here

we see a dramatic change in the impedance spectrum of the scalp. First the scalp spectra
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Figure 7.6: Log-Log graph of T7-C3-CZ-C2 head tissue impedance vs. frequency.

Figure 7.7: Log-Log graph of T7-C3-C4-T8 head tissue impedance vs. frequency.
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magnitude is decreased below that of GM and WM for a narrow low frequency band with a

minima situated close to 100 Hz. The scalp impedance then increases but generally

remains below the GM and WM magnitude. Scalp impedance reaches a maxima at around

1 MHz before beginning to decline.

The great decrease in scalp impedance can be attribute to a sensitivity field cancellation

effect caused by integration of the negative and positive field (see 6.24 for an illustration of

the negative and positive sensitivity zones).

Here the total impedance is dominated by the CSF and the skull with smaller

contributions from the GM and WM. We also see that the skull impedance is reduced

whereas the CSF impedance is relatively unchanged. Other tissue impedances (eye tissue,

GM ROI and WM ROI) remain negligibly small.

7.2.2.1 Discussion

Previous simulation studies have shown that the tetrapolar measurement generates

negative sensitivity zones between the current and voltage electrodes [195]. Our results

confirm this and show that the negativity zones act to largely reduce the scalp impedance

as well as the CSF and skull in a smaller measure.

We saw earlier in this chapter that the scalp impedance dominated the bipolar montage

measurement although contributions from the skull and CSF were also significant. The

main effect of using a tetrapolar montage was to decrease measurement sensitivity of the

high impedance scalp. Since we are interested in measuring dose in the brain, a reduction

of scalp impedance is beneficial and acts to increase the relative impedance contribution of

the other tissues.

We also not the dependence of the scalp impedance reduction on the angle between the

voltage and current electrodes. The montage with the smallest gap between these

electrodes - C3-C1-CZ-C2- produced the smallest reduction of scalp impedance. Increase of
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this angle with the T7-C3-CZ-C1 montage results in a greater reduction of scalp

impedance. Finally the montage T7-C3-C4-T8 with the largest current-voltage

inter-electrode gap generates the greatest decrease in scalp impedance.

In Fig. 7.7 we note an interesting dip in the scalp impedance reaching a minima at close to

100 HZ before climbing back upwards. Setting an impedance measurement to a small

frequency band around this critical point could be useful for applications where scalp

properties are considered as signal contaminants. For instance Electrical Impedance

Tomography (EIT) has been developed as a tool to record electrical activity in the brain in

real time [135]. A concern of EIT image reconstruction is attenuation of the brain activity

by impedance tissues until the point that the signal is reduced below the sensitivity of the

EIT system [135]. EIT is also concerned with optimization of the sensitivity field in parts

of a measured volume. A study has already shown that analysis of the sensitivity lead field

using finite element simulations is a useful method of optimizing electrode placement [217].

Our results indicate that careful control of the angle between the current and voltage

electrodes can indeed reduce sensitivity in the outer head tissues and thus increase the

relative sensitivity to the neural regions.

In the tetrapolar case we also note that the total head impedance spectra can

approximated as the weighted sum of 3 (scalp, skull and CSF) or 2 (skull CSF) tissue

impedances depending on the montage. This has important implications for the problem of

relating the transfer impedance measurement to the sensitivity field and dose as will be

described in detail in the next chapter.

7.3 Summary

This chapter describes the relationship between sensitivity and impedance. In general we

describe the impedance spectra as a weighted sum of the impedance measured in each head

tissue where the weight is provided by the tissue sensitivity. Logarithmic plots of head
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tissue impedance vs frequency show the dependence of impedance on electrode montage.

Analysis of the bipolar and tetrapolar configurations showed that scalp, skull and CSF

have the highest impedance. We show that as the inter-electrode angle is increased the

impedance contribution of intra-cranial tissues increases as well.
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Chapter 8

Cole model and Principal Component
Analysis

8.1 Head Tissue Cole Model

In 1940 Kenneth S. Cole proposed an empirical mathematical equation to model the

frequency dependence of tissue impedance [218]. This is written as

Z = R∞ +
∆R

1 + (jωτz)α
(8.1)

where ∆R = R0 −R∞, ω is the angular frequency in Hertz, α is a dimensionless phase

quantity between 0 and 1 and τ is RC - the characteristic time constant of the tissue.

The equivalent circuit of this equation is based on a Debye circuit. It has an ideal

conductance element G in parallel with a non-realizable electric element referred to as a

Fricke constant phase element (CPE). The CPE is modelled as a parallel resistor and

capacitor; the phase of both these elements can be set to a constant which is independent

of frequency [219].

Cole parameter extraction involves the fitting of a semi-circular arc in the complex plane

where the horizontal axis is the resistance or the real part of the impedance and the

vertical axis is the reactance or the imaginary impedance component. The right and left

intersection of the arc with the horizontal axis are R0 and R∞ respectively. The semi-circle
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thus has an approximate radius of R0−R∞
2

when α approaches one. α is a dimensionless

quantity that assumes values between 0 and 1 and provides a measure of the position of

the Cole semi-circle with respect to the horizontal (resistance) axis , and τ is the

characteristic time constant which corresponds to characteristic frequency fc (at which

reactance is at a maximum). The resulting extracted parameters can then be defined by

the vector m = [R0, R∞, fc, α].

Many biological tissues have multiple layers thus a single Cole system may not adequately

model its frequency dependence. (Our use of the terminology Cole system means a

characteristic semi-circle in the Nyquist plane (real component of impedance vs negative

imaginary component of impedance) that can be fitted to the Cole model/circuit. A single

Cole system in this context can represent multiple dispersions or semi-circles for a single

tissue. Multiple systems are separate semi-circles for different tissues. The total Cole

system is the semi-circle or series of semi-circles that results from a single measurement of

all the head tissues combined i.e. calculating the total by measuring the voltage drop

across the active electrode pair.) Thus a number of authors have employed the use of

multiple Cole systems to fit the impedance of biological systems with multiple

dispersions [157,220] in series or in parallel [220].

Here we are concerned with the analysis of the complex multi-layered head FEM. We

propose that this system may be analyzed by fitting each tissue impedance to a separate

Cole system after plotting the real impedance vs negative reactance. Adding in series the

real and imaginary impedance of all the tissues results in a total or global Cole system.

The Cole parameters extracted from the total Cole system then represents the contribution

of the Cole system of all the tissues.

8.2 Two electrode configuration

We first consider the impedance derived from our bipolar montages (see section (4.1.1).
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8.2.1 Nyquist plots

Figure 8.1: Nyquist plot of total and added real and imaginary impedance.

We show in Fig. 8.1 two Nyquist plots of the CZ-C1 montage. The first plot, labeled Total,

represents the Cole system of three dispersion (α, β and γ) measured across the electrodes

on CZ-C1. We set a boundary condition so that 1 milliamp would be injected between the

electrode pair (see section 4.4) and then we calculated the total resulting impedance across

the frequency range according to the equation:

Z = V/I (8.2)

We first removed the impedance contribution of the electrodes. We then extracted the real

and imaginary parts of the complex impedance and plotted the results as shown in Fig. 8.1.

The impedance labeled Added was derived by calculating the impedance of each tissue

separately using probes (see section 4.6) according to eq. 4.19. We then extracted the real

and imaginary components of each tissue and then summed all the real and imaginary

components separately before plotting the real vs -imaginary as shown in Fig. 8.1.
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We show the two data sets with an offset of 3 Ω. In reality the error between the plots

> .1 Ω.

We thus show for a bipolar montage that the total Cole system is the sum in series of each

tissues’ separate Cole system.

We now show the plots of the Cole system across all the electrode montages for the entire

head and for each tissue separately. We show mean values of 6 samples, noise bars in the y

and x axis show the SEM (see section 4.7).

Figure 8.2: Total Nyquist plots for all electrode montages. Mean values with error bars are
shown.

Fig. 8.2 shows the Nyquist plots of the entire head of all the bipolar montages. We can see

3 distinct semi-circles representing the α, β and γ dispersions. We also note that the size of

the error appears to the greatest for the lowest frequencies, as the frequency is increased we

can see a gradual reduction in error.

The Nyquist plots here show a distinct pattern. All the plots have a very similar shape.

The CZ-C1 impedance has a lower magnitude along both the real and imaginary axis. The
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other montage plots are tightly grouped together in the following order along the real axis

(from least to greatest): CZ-C3, T7-T8 and finally CZ-T7.

Figure 8.3: Nyquist plot of scalp for all electrode montages. Mean values with error bars are
shown.

In Fig. 8.3 we see the scalp Nyquist plots. We can see that that scalp plots are very similar

in shape, albeit with a smaller real and imaginary magnitude, than the total Nyquist plots

shown in Fig. 8.2. Here we can see that all the graphs are tightly clustered together with a

small offset between them. The magnitude order of the plots (from least to greatest) are

T7-T8, CZ-T7 and CZ-C3.

Fig. 8.4 shows the Nyquist plots of the skull tissues across all the montages. Here there are

significant differences between each spectrum with offsets both along the real and

imaginary axis. The CZ-C1 spectrum has the lowest magnitude on the real axis. This is

followed (from least to greatest) by T7-T8, CZ-T7 and CZ-C3. We find a different order of

magnitude versus the imaginary axis namely (from least to greatest): T7-T8, CZ-C1,

CZ-T7 and CZ-C3.

Fig. 8.5 illustrates the spectra of the CSF. Here we see a clear relationship between Cole
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Figure 8.4: Skull Nyquist plots for all electrode montages. Mean values with error bars are
shown.

Figure 8.5: CSF Nyquist plots for all electrode montages. Mean values with error bars are
shown.
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plot magnitude and inter-electrode θ.

The CZ-C1 montage produces an impedance spectrum with a very small magnitude (real

and imaginary). In order of magnitude from least to greatest we then have the spectra

from the following montages: CZ-C3, CZ-T7 and T7-T8.

Figure 8.6: GM Nyquist plots for all electrode montages. Mean values with error bars are
shown.

We notice an interesting change in the shape of the impedance for tissues deeper than the

CSF layer. We note inverted Cole systems for the α and β dispersions followed by a Cole

semi-circle for the γ dispersion. There is a clear section of impedance overlap shown

between the inverted semi-circles, this can be envisioned as a closed loop. This pattern is

clearly seen for the GM tissue as shown in Fig. 8.6. Order of montage generating

impedance spectra from least to greatest magnitude is CZ-C1, CZ-C3, CZ-T7 and T7-T8.

We can see that the overall impedance range for the GM is quite low (> 5 real Ω and

> 2.5 imaginary Ω).

In Fig. 8.7 we see the same pattern for the WM as shown in Fig. 8.6. Here the impedance

range is smaller than that of the GM (> 2.5 real Ω and > 1.2 imaginary Ω).
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Figure 8.7: WM Nyquist plots for all electrode montages. Mean values with error bars are
shown.

Figure 8.8: Eye tissue Nyquist plots for all electrode montages. Mean values with error bars
are shown.
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Finally we show in Fig. 8.8 the impedance of the eye tissue. Here the same pattern is

repeated except that the β dispersion appears to be contained in the inverted loop between

the α and β dispersions. We see that the magnitude of the impedance plots is greatly

reduced (> .16 real Ω and > 0.05 imaginary Ω).

8.2.2 Cole parameters

8.2.2.1 Cole Parameter fitting and extraction

We now describe our fitting/extraction methodology of Cole parameters.

Our parameter extraction code was written in Matlab 2013a. First we input the frequency

points, real and imaginary part of the impedance into a Matlab function called

ColeExtract. The output of the function is the Cole parameters. In the code this takes the

form of [ R0,R∞, fc, α] =ColeExtract(f, real, imaginary)

The Cole model plots the negative imaginary impedance vs. real impedance along the

positive y-axis. Thus the first step is to reverse the sign of the negative imaginary

impedance.

We thus assign the following:

ZIM = −ZIM (8.3)

where IM is imaginary impedance.

The next step is to find the index whereby IM is positive using the command:

I = find(ZIM > 0) (8.4)

Using this index we then define a vector v with components v1,v2 and v3 such that

v1 = mean(real(I)) (8.5)
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v2 = mean(imag(I)) (8.6)

v3 = (max(real(I))−min(real(I)))/2 (8.7)

whereby v1 and v2 are the mean of the real and imaginary impedance respectively and v3 is

half of the ∆ of the real impedance. These 3 variables represent the center coordinates and

the radius of a Cole semi-circle.

To find the optimal points in our data that satisfies these conditions we use a Matlab

program called fminunc. This non-linear algorithm finds the minimum of an

unconstrained multi-variable function of the form of minxf(x) where f(x) is a function that

returns a scalar.

We used the default fminunc option which is based on a quasi-newton algorithm. This

approach, referred to as the BFGS ( Broyden, Fletcher, Goldfarb, and Shanno)

Quasi-Newton method [221,222], uses a cubic line search procedure to find the function

minima. In general the minimization problem can be stated as

min
x

1

2
xTHx+ cTx+ b (8.8)

where H is the Hessian matrix, c is a constant vector and b is a constant. The optimal

solution point x∗ can be written as

∇f(x∗) = Hx∗ + c = 0 (8.9)

or

x∗ = −H−1c (8.10)

The BFGS algorithm updates the Hessian matrix according to

Hk+1 = Hk +
qkq

T
k

qTk sk
+
Hksks

T
kH

T
k

sTkHksk
(8.11)

where

sk = xk+1 − xk (8.12)
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and

qk = ∇f(xk+1)−∇f(xk) (8.13)

For each iteration k the search direction is updated according to

d = −Hk − 1 · ∇f(xk) (8.14)

This process is continued until the objective function is minimized below a preset criteria.

(for more detail see [223] and [224]).

Maximum iterations was set to 100000. We used a default tolerance of 10−6.

The optimized points are returned as a new vector in the form of

[x] = fminunc(fdist, v0) (8.15)

and

x1 = x0 (8.16)

x2 = y0 (8.17)

x3 = r0 (8.18)

where x0, y0, and r0 are the xy central coordinates and radius respectively of the fitted

Cole semi-circle circle.

The characteristic frequency fc is located at the peak of the semi-circle. fc is found

through interpolation of the real(I), f(I) and x0.

α is found through the relation

α = 2 ∗ arccos(abs(y0)/r0)/pi (8.19)
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The next step is setting a grid of points for interpolation and plotting of the Cole

semi-circle. The interval size of the real impedance and frequency are defined as

realstep = ((max(real)−min(real))/n); (8.20)

and

frequencystep = ((max(f)−min(f))/n); (8.21)

where the magnitude of n is used to determine the size of the step.

A grid along the real impedance is then defined according to

Zreal = min(Zreal) : realstep : max(Zreal) (8.22)

The center-radius form of the circle equation is

r2 = (x− x0)2 + (y − y0)2 (8.23)

where x0 and y0 are the circle center coordinates.

Solving for y or the imaginary impedance and inserting Zreal for the variable x we can write

y = (sqrt(r2 − (Zreal − x0).2) + y0) (8.24)

This is the fit to the Cole-semi circle as shown in Fig. 8.9 below.

R0 and R∞ are then found as the maximum and minimum intercepts of the fitted

Cole-semi circle and the x-axis.

Rearranging eq. 8.23 and substituting 0 for y (x-axis intercept) the 2 solutions are:

R0 = (x0 + sqrt(r2 − y02)) (8.25)
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and

R∞ = (x0− sqrt(r2 − y02)) (8.26)

As described in section 4.7 each simulation generated 6 samples (measurements) of each

head tissue. Using the fitting methodology described above we extracted Cole parameters

for all samples and then calculated the mean of the extracted values. This was done for

each montage over all the dispersion zones over the frequency range of the model.

Figure 8.9: Cole plots shown for all bipolar electrode montages. The first, second and third
semi circle represent the α, β and γ frequency distributions respectively. Markers show the
locations of fitted Cole parameters (R0, fc and R∞).

Fig. 8.9 shows an example of 3 fitted Cole parameters for the Nyquist plots of all the

bipolar montages. Specifically we show the locations of R0 at the right hand intercept of

each semi-circle with the y-axis, fc at the peak of each semi-circle and R∞ at the left hand

intercept of each semi-circle. The fitted plots here are shown for a single sample.
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8.2.2.2 Cole Parameter Comparison

We used a 2 sided paired t-test [225] (for examples of use of the t-test in bioimpedance

spectroscopy studies see [226,227]) to compare results across montages by testing the

validity of the null hypothesis (meaning there is no difference between the mean values) 1.

The difference between the mean values is assumed to be normally distributed [225]. Each

value represented on the bar chart is the mean of n = 6 simulations. The significance level

is Bonferroni corrected by dividing α by the number of pairwise comparisons. There are a

total of 6 pairwise comparisons for each Cole parameter for the 2 electrode configuration.

We calculated the significance or the p-values of the t-tests. In Fig 8.10 comparison

between bar graphs is shown by brackets (the end of bracket side rests above the values

being compared) and significance level is indicated by the number of stars; i.e. * represents

p <= 0.05, ** represents p <= .01 and *** represents p <= .001. Results are assumed to

be significant at p <= 0.05.

Fig. 8.10 shows the results of comparing mean Cole parameters across the bipolar

montages for the α dispersion. Mean Cole parameters are indicated by the level of the bar

charts, error bars are also shown.

Table 8.1 shows the p-values for each pairwise comparison of Cole parameters in the α

dispersion. NS stands for not significant.

P-values of Cole parameter comparisons in the β range are shown in table 8.2.

P-values of Cole parameter comparisons in the γ range are shown in table 8.3.

8.2.3 Principal component analysis

In the previous section we discussed the parametrization of the simulated impedance using

the parameters of Cole model. Now we wish to analyze the impedance using a multivariate

1We limited our analysis to Bonferronni corrected t-tests to check for significance between pairwise com-
parisons of Cole parameters. A more systematic approach would have been to first check for significance
using one-way ANOVA testing see for instance [228].
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Figure 8.10: Bar graphs showing mean Cole parameters of 2 electrode configurations for the
α dispersion. Comparisons between mean values is made with a paired t test. Significance
level is shown by number of stars.

Figure 8.11: Bar graphs showing mean Cole parameters of 2 electrode configurations for the
β dispersion. Comparisons between mean values is made with a paired t test. Significance
level is shown by number of stars.
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α dispersion

P value for fc comparisons <=

CZ-C1 CZ-C3 CZ-T7 T7-T8
CZ-C1 NS NS NS
CZ-C3 NS NS
CZ-T7 NS
T7-T8

P value for α comparisons <=

CZ-C1 CZ-C3 CZ-T7 T7-T8
CZ-C1 NS NS NS
CZ-C3 NS NS
CZ-T7 NS
T7-T8

P value for R0 comparisons <=

CZ-C1 CZ-C3 CZ-T7 T7-T8
CZ-C1 .001/6 .001/6 .001/6
CZ-C3 .001/6 .001/6
CZ-T7 .001/6
T7-T8

P value for R∞ comparisons <=

CZ-C1 CZ-C3 CZ-T7 T7-T8
CZ-C1 .001/6 .001/6 .001/6
CZ-C3 .001/6 .001/6
CZ-T7 .001/6
T7-T8

Table 8.1: P-values showing statistical significance for differences between α Cole parameters.
α significance level is Bonferronni corrected for n = 6 pairwise comparisons.
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β dispersion

P value for fc comparisons <=

CZ-C1 CZ-C3 CZ-T7 T7-T8
CZ-C1 0.01/6 0.01/6 0.01/6
CZ-C3 NS NS
CZ-T7 NS
T7-T8

P value for α comparisons <=

CZ-C1 CZ-C3 CZ-T7 T7-T8
CZ-C1 NS NS NS
CZ-C3 NS NS
CZ-T7 NS
T7-T8

P value for R0 comparisons <=

CZ-C1 CZ-C3 CZ-T7 T7-T8
CZ-C1 .001/6 .001/6 .001/6
CZ-C3 .001/6 .001/6
CZ-T7 .001/6
T7-T8

P value for R∞ comparisons <=

CZ-C1 CZ-C3 CZ-T7 T7-T8
CZ-C1 .001/6 .001/6 .001/6
CZ-C3 .01/6 .05/6
CZ-T7 .05/6
T7-T8

Table 8.2: P-values showing statistical significance for differences between β Cole parameters.
α significance level is Bonferronni corrected for n = 6 pairwise comparisons.
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γ dispersion

P value for fc comparisons <=

CZ-C1 CZ-C3 CZ-T7 T7-T8
CZ-C1 NS NS NS
CZ-C3 .01/6 .01/6
CZ-T7 .05/6
T7-T8

P value for α comparisons <=

CZ-C1 CZ-C3 CZ-T7 T7-T8
CZ-C1 .01/6 .01/6 .001/6
CZ-C3 .01/6 .01/6
CZ-T7 .01/6
T7-T8

P value for R0 comparisons <=

CZ-C1 CZ-C3 CZ-T7 T7-T8
CZ-C1 .001/6 .001/6 .001/6
CZ-C3 .001/6 .001/6
CZ-T7 .001/6
T7-T8

P value for R∞ comparisons <=

CZ-C1 CZ-C3 CZ-T7 T7-T8
CZ-C1 .001/6 .001/6 .001/6
CZ-C3 .001/6 .001/6
CZ-T7 .01/6
T7-T8

Table 8.3: P-values showing statistical significance for differences between γ Cole parameters.
α significance level is Bonferronni corrected for n = 6 pairwise comparisons.
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Figure 8.12: Bar graphs showing mean Cole parameters of 2 electrode configurations for the
γ dispersion. Comparisons between mean values is made with a paired t test. Significance
level is shown by number of stars.

method called Principal Component Analysis or PCA.

Biompedance spectroscopy measurement may result in a large series of highly correlated

and redundant data [228]. We therefore use PCA, [158,220,228–233] as a concise method

for dimensionality reduction or reducing the number of variables for analysis [229].

Principal Component Analysis (PCA) is a non-parametric descriptive method of modelling

and analyzing data where no assumptions are made concerning the physiology or physics of

the measured phenomenon. PCA is used to reveal internal structure of the data in a way

that best explains the variance in the data [220], [158].

In the context of BIS measurements a data matrix X, can be generated composed of

M ×N rows and columns where M is the number of observations or measurements and N

is the number of frequencies at which the measurements are taken. The data is then mean

centered X − X̄. The covariance of the mean adjusted data is calculated as

Cx = [cij] =
1

M − 1
XTX, (8.27)
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where xij is the element corresponding to the ith impedance measurement at the jth

frequency. Cx can then be expanded according to

Cx =
1

M − 1
V Σ2V T (8.28)

where Σ is N ×N diagonal matrix with σ1 ≥ σ2 ≥ ... ≥ σN ≥ 0 singular values and V is

N ×N matrix of eigenvectors of Cx. The expansion of the covariance matrix provides a

linear orthogonal basis that represents the directions of variance in the data.

In PCA, principal components indicate the direction and magnitude of data variability;

axis orientation is provided by the covariance eigenvectors and magnitude by eigenvalues.

Principal components are ranked in order with the largest principal component

corresponding with the axis oriented along the largest direction of data variability. Usually

most of data variance and meaningful information is contained within the first few

principal components, thus PCA provides a useful method of reducing dimensionality of

multivariate data, like BIS measurements, without loss of essential information [220], [158].

Feature extraction is generally comprised of PCA scores which are obtained by mapping

(by the dot product operation) impedance spectra on the new set of uncorrelated

orthogonal vectors Vi. The scores, essentially projections of impedance measurements on

the new orthogonal basis, are considered as features of the spectrum and can be fed to a

classifier for further analysis [158].

We showed earlier in this chapter that the total Cole system of the head is composed of the

sum of the Cole systems of each tissue. The sensitivity can be thought of as weight

multiplied to impedance of each tissue. For each montage, the sensitivity and thus the

relative weights of each tissue change.

We wish to investigate through PCA the nature of this change of impedance spectra by

analyzing the number of significant uncorrelated sources of variability. This is shown by

the number of principal components and magnitude of the scores. Analysis of the nature of
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variation between the spectra may provide insight into dose-related changes.

8.2.3.1 PCA parameters

First a covariance matrix is generated by

V = Z1 ∗ Z2′ (8.29)

where Z1 is a vector comprised of an impedance spectrum and Z2 is a different impedance

spectrum of the same length. The symbol Z2’ shows that Z1 is multiplied by the transverse

of Z2 (rows are switched with columns).

We then use the matlab function of [COEFF,latent,explained] = pcacov(V) where V is the

covariance matrix, COEFF is the principal component coefficients or loading, Latent

returns a vector with the principal component variances i.e. the eigenvalues of V. Finally

explained outputs a vector which is comprised of the percentage of the total variance of

each principal component.

In this section we show the results of PCA on pairs of impedance spectra generated by

different bipolar montages. We consider the spectrum generated by CZ-C1 as as reference.

Thus we implement PCA on the following pairs:

• CZ-C1 and CZ-C3

• CZ-C1 and CZ-T7

• CZ-C1 and T7-T8

For each pair, PCA parameters are extracted separately for the real and imaginary part of

impedance.

We use the Matlab biplot function in order to visualize the results.The biplot function

shows the principal component coefficients. The plot is 2-D if there 2 columns or 3-D if
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they are 3 columns. The axes in the plot represent the principal components. The biplot

shows the magnitude and sign of each variable’s contribution to the first two components.

This plot imposes a sign convention, forcing the element with largest magnitude in each

column of coefficients to be positive. This has the effect of flipping some of the vectors in

the opposing direction (see for example the left side of Fig. 8.13), this does not however

change interpretation of the graph.

The PCA scores are scaled by dividing each score by the maximum absolute value of all

scores and then by multiplying by the maximum coefficient length of the loadings.

Figure 8.13: Principal components, scores and coefficients shown of real and imaginary
components of electrode montages CZ-C1 and CZ-C3.

In Fig. 8.13 we show the biplots for PCA on the real (left plot) and imaginary (right plot)

covariance matrices of CZ-C1 and CZ-C3.

We see here the scores represented as two red dots above and slightly below the axis

representing the first principal component. The scores of the imaginary component follow

the same pattern but are reversed along the negative part of the the first principal

component axis. The loadings (coefficients rows) are represented here as blue vectors
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(vectors on imaginary components are flipped due to sign convention see above). The

loadings shown here correspond to the two scores. It is important to note that the variance

of the spectra is represented by the scores along the principal components and not the

loadings. Thus the position of the 2 scores indicate a very large variance along the first

principal component and a much smaller variance along the second principal component.

The percentage of variance described by each principal component is shown in the tables

below.

Figure 8.14: Percent of total variance of first and second principal components of real and
imaginary components, shown for electrode montages CZ-C1 and CZ-C3.

Fig. 8.14 shows the percentage of the variance between the impedance spectra which is

accounted for by each principal component. The left side of the graph shows the

percentage of variance for the first and second principal components of the real part of the

impedance. The right part of the graph shows the same information for the imaginary

component of impedance. We see that almost 100% of the variance is explained by the first

principal component with a much smaller percentage of the variance along the second

component (real PC2 ≈ .0035%, imaginary PC2 ≈ .04%)
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Figure 8.15: Principal components, scores and coefficients shown of real and imaginary
components of electrode montages CZ-C1 and CZ-T7.

In Fig. 8.15 biplots are shown for the real and imaginary part of the CZ-C1 and CZ-T7

pair. Again we can see the loading coefficients as well as the first two principal component

scores on and near the first principal component axis. The scores position relative to the

principal component axis are similar to that shown in 8.15.

Fig 8.16 shows the percentage of variance accounted for by the first 2 principal

components. We note that close to 100% of variance can be expressed along the first

principal component. The percentage of variance described by the second principal

component has approximately doubled (real PC2 ≈ .008%, imaginary PC2 ≈ .08%).

In Fig. 8.17 we show a biplot of the for the real and imaginary part of the final impedance

spectra pair from CZ-C1 and T7-T8 pair. Here again we see a plot of coefficient factors,

scores are shown on and slightly below the first principal component axis (negative side for

the imaginary scores).

Fig. 8.18 shows the percentage of variance described by the first and second principal
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Figure 8.16: Percent of total variance of first and second principal components of real and
imaginary components. Shown for electrode montages CZ-C1 and CZ-T7

Figure 8.17: Principal components, scores and coefficients shown of real and imaginary
components of electrode montages CZ-C1 and T7-T8.
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Figure 8.18: Percent of total variance of first and second principal components of real and
imaginary components, shown for electrode montages CZ-C1 and T7-T8.

components. Like earlier results most of the variance can be expressed by a single principal

component. We see here a further slight increase in the proportion of variance described by

the second principal component (real PC2 ≈ .009%, imaginary PC2 ≈ .09%)

8.2.4 Discussion

The frequency response of the head is a complex non-linear function of the electrical

properties of each tissue as well as of boundary conditions and input current type

(magnitude and frequency).

Due to the great number of outputs of a biompedance spectroscopy sweep (complex

impedance for each frequency point) we use both explanatory models to parametrize the

data as well as non-parametric descriptive to reduce data dimensionality by removing

non-essential or redundant data [49].

The most commonly used explanatory model is based on the Cole equation; fitting

impedance to the Cole equation results in a reduction of the data to four Cole
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parameters [49]. PCA is a descriptive model which analyzes the data structure without

making any assumptions of phenomenological causes [49].

In the first part of this chapter we analyzed impedance spectra generated by a set of

bipolar montages using both modelling methods.

Our goal was to investigate if the principle of linear superposition (shown to be valid for

combination of electric field from multiple electrodes for a single frequency

stimulation [59,234]) could be extended towards analysis of bioimpedance spectra.

Although the frequency response of tissue as modeled by a Cole circuit is highly-non linear,

we posited that the frequency response of all the head tissues (the total Cole system) is a

simple linear combination (addition in series) of the frequency response or Cole system of

each tissue individual. This is hypothesized to be true for the entire range of simulated

frequencies (covering the α, β and γ range). We also hypothesized that the principal

contributors to the total Cole system would consist of only several head tissues while some

tissues contribution could be considered negligible.

If we can apply the linear supposition principle to bioimpedance spectroscopy

measurements, then that would simplify our attempts to relate characteristics of

impedance spectra to sensitivity and dose distribution in neural regions of interest as well

as to relate experimental and finite element bioimpedance measurements.

Results shown in Fig. 8.1 show indeed that the total or global Cole system is a linear

combination of the sum of each individual Cole system. We then showed in detail the

impedance spectra of each individual head tissue, represented as a separate Cole system.

We then shown that the principal contributors to the total impedance and Cole system are

the scalp, skull and CSF (see Figs. 8.3, 8.4 and 8.5). Scalp is shown to be by far the largest

contributor to the total Cole system and the shape of the total impedance spectrum most

closely resembles the scalp (see 8.5).

It is interesting that tissues below or deeper than the CSF showed a positive phase change
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as a function of increasing frequency for some of the dispersions. This mimics the

behaviour of a flipped or inverted Cole element. This perhaps can be explained according

to the findings of Grimnes and Martinsen [195] who showed that when current has multiple

current paths through tissue it possible to measure positive phase, which indicates voltage

leading current, without any actual induction occurring in the tissue. Although they

described this phenomenon in the context of tetrapolar electrodes, we posit that a similar

effect may occur, even for a bipolar montage, deeper than the CSF-GM interface. This

perhaps may be attributed to structure and electrical properties of the CSF which can act

as a highly conductive pathway [235] parallel to the brain.

Our findings outline some of the challenges facing attempts to measure global or regional

properties of the brain with bioimpedance spectroscopy (see for example [132,236]). We see

the signal may be considered highly contaminated with the impedance of the scalp and

other superficial head tissues.

The linearity properties of the head impedance spectrum however suggests that a simple

linear operation could be used or decrease the scalp impedance. For instance we see that

the CZ-C1 has the greatest proportion of scalp impedance relative to the other head

tissues. Subtraction of the impedance spectra generated from this montage from another

montage with a greater inter-electrode gap could remove much of the impedance of the

superficial layers. Small electrode arrays that are primarily sensitive to the scalp (for

example see p.289 in [135]) could be used to measure and then separate the impedance of

this tissue layer. Careful calibration of the CZ-C1 may be required before subtraction

operations are performed, to account for a greater spread of current in the scalp caused by

montages with an increased inter-electrode gap.

Another approach that we consider is to relate characteristics and changes in the

bioimpedance spectra to changes in dose (electric field and current) in the brain. As the

montage is changed, the sensitivity distribution in the tissues is altered resulting in changes

to impedance. Thus we consider changes in the scalp, skull and CSF tissue sensitivity as a
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proxy for changes in sensitivity and dose in neural areas of interest. We also considered the

effect of error by adding random Gaussian noise to the simulation (see section 4.7.)

It is interesting to note that most of our pairwise comparisons (between Cole parameters

extracted from impedance spectra of different montages) showed significant differences.

Some exceptions to this included the α and fc parameter (in the α and β dispersion) which

no significant differences for many pairwise comparisons. In general the level of significant

difference increased and p-values decreased for higher frequency dispersions. This suggests

that increasing frequency may be considered as a method of increasing measurement

accuracy. We also saw that the greatest significant differences were found for the R0 and

R∞ parameters. This is in accord with findings that showed that the ratio of R0 and R∞

was successfully used with a classifier sequence to predict arm posture of a selected group

of volunteers [237].

Across the 3 dispersion zones analyzed we can make following general observations as the

inter-electrode angle θ is increased:

• we see the value of fc descends slightly

• R0 and R∞ increases (a small decrease is shown for the T7-T8 montage)

• A strong decrease in the α angle is shown in the γ dispersion

We see that that in the γ dispersion the negative value of R∞ increases, this is an artifact

of the fitting method and does not represent an actual physical phenomenon. We can still

use this parameter as instructive of the general shape of the impedance spectrum.

We have however shown that the Cole parameters can be used to distinguish between

electrode montages. This information can be linked to the weights of the separate Cole

system of each tissue and ultimately to the dose distribution in the neural tissues. For

instance the increase in R0 can be linked to the increase in the impedance of the scalp,
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skull and CSF (see Figs. 8.3-8.4). The change in impedance contribution of these tissues

may also be linked to the change in sensitivity (correlated to dose) in neural tissues such as

GM and WM (see Figs. 6.8 - 6.10) as well to changes in the focality of these tissues (see

Figs. 6.19 - 6.20).

Results of the PCA analysis also support our hypothesis of the application of the principle

of linear superposition to the impedance spectra of the head tissues. We showed that

almost 100% of the variance between two impedance spectrum (generated by different

bipolar montages) can be be described by a single principal component. Thus we can think

of the translation between 2 impedance spectrum as being approximately linear such as by

multiplication by a constant.

Although PCA results are generally difficult to link with physical phenomena (see for

example [220,228], here we suggest an interpretation of our findings (in line with other

papers that relate physical phenomena to PCA characteristics [230,238] . First, as we

showed earlier, the head impedance is dominated by the impedance contribution of only

several of the tissues. We can view the impedance spectrum as being approximately the

result of a weighted sum of these tissues. Changing the electrode montage has the result of

changing the weights or the sensitivities of these tissues. The PCA results suggest that the

variance in sensitivity is approximately linear can be described along a single principal

component.

We do however see that a small second component does exist (see Figs. 8.14 - 8.18)

whereby the variance described by the imaginary component is approximately larger by a

factor of 10 than the real component. That shows that the real part of impedance spectra

from 2 bipolar montages are more highly correlated than the imaginary part.

We also posit that the proportion of variance explained by the two principal components

(as shown by the location of the scores) are a useful measure of describing changes to

sensitivity and dose. Thus by example the proportion of variance explained by the second
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principal component approximately doubles from the montage pair CZ-C1 - CZ-C3 to

CZ-C1 - CZ-T7. The variance proportion then increases much more slowly when

comparing CZ-C1 - CZ-T7 to CZ-C1 - T7-T8. This suggests that change in the weights or

sensitivity between the first and second montage pairs is much greater than the change in

sensitivity weights between the the second and third montage pair.

We can see indeed that increase between the sensitivity of the GM and the WM (see Figs.

6.8-6.10) resulting from changing the montage from CZ-C1 to CZ-C3 is roughly the same

as the increase in sensitivity from CZ-C3 to CZ-T7. In other words, the increase in

sensitivity resulting from changing the montage from CZ-C1 to CZ-T7 is approximately

twice as much as the increase in sensitivity from from CZ-C1 to CZ-C3. This is not the

case however for the change in sensitivity from CZ-T7 to T7-T8 which is smaller than the

previous sensitivity increases.

Thus we show that PCA analysis is useful as method of showing the high degree of

linearity and correlation between two impedance spectra. The small changes in the overall

variance between different impedance spectra potentially be used to demonstrate the

non-linearity of subtle changes to sensitivity and to dose.

8.3 Four electrode configuration

In this section we repeat the Cole analysis for 3 tetrapolar montages (see section 4.2).

8.3.1 Nyquist Plots

In Fig. 8.19 we show in a Nyquist plot the total and added Cole system for the

C3-C1-CZ-C2 montage (see beginning of section 8.2.1).

The total Cole system was derived by calculation of the impedance of the entire head

simultaneously. Boundary conditions were set so 1 mA of current was injected between the

outer electrode pair C3-C2. Voltage was then calculated across the surface of the inner
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Figure 8.19: Nyquist plot of Total and Added real and imaginary impedance.

electrode pair C1-CZ over the frequency range. Impedance was then calculated according

to Z=V/I and then separated into real and imaginary components. The real component

was then plotted vs the negative imaginary component as the Total data series.

We also calculated the impedance of each tissue separately by using virtual probes to

integrate eq. 4.19 over each domain. The real component of each tissue impedance was

then added together, the same operation was then repeated for the imaginary impedance

components. The Added data series shows a plot of the real impedance vs negative

imaginary.

The offset between the 2 plots in Fig. 8.19 is caused by the additional impedance of the

electrodes in the Total data-series. After the electrode impedance is removed the error

between the 2 plots is ≈ 1 Ω.

We now show Nyquist plots of Cole systems for the total head and for each tissue

individually. Impedance values are the mean of the results of 6 separate probes with

Gaussian noise added (see section 4.7. Error bars are shown along the x and y-axis (real
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and imaginary impedance).

Figure 8.20: Total Nyquist plots for all electrode montages. Mean values with error bars are
shown.

Fig. 8.20 shows the Nyquist plots for the total head tissues. We can see a distinct difference

in magnitude of the plots both along the x and y axis. C3-C1-CZ-C2 has the greatest

impedance, this is followed by a reduction of impedance magnitude for the montage

T7-C3-CZ-C2. Finally the lowest impedance magnitude is generated by T7-C3-C4-T8.

We also see for each montage the shape of 3 semi-circles representing the 3 (α, β and γ)

frequency dispersions. The α dispersions semi-circles of the 3 montages have a relatively

large separation along the x-axis (with some overlap). In the β dispersion in addition to

offset along the real x-axis we note a difference in semi-circle shape. C3-C1-CZ-C2 has the

semi-circle with the greatest degree of concavity, this is followed by a flatter shape for

T7-C3-CZ-C2 and finally the semi-circle shape for T7-C3-C4-T8 is barely discernible. The

γ dispersion again shows an offset of the semi-circles along the x-axis.

Fig. 8.21 shows Nyquist plots of the scalp impedance. We see here that all the montages

generate reversed semi-circles or Cole systems. We can see 2 reversed Cole systems for the
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Figure 8.21: Nyquist plot of scalp for all electrode montages. Mean values with error bars
are shown.

α and β dispersion of T7-C3-C4-T8. The other montages (T7-C3-CZ-C2 and

C3-C1-CZ-C2) show a single reversed Cole system in the α frequency band. The

demarcation between the β and γ Cole systems are difficult to find. For C3-C1-CZ-C2 it

appears to be at a slight dip in the graph corresponding with 4.5 Ω on the real axis. For

the T7-C3-CZ-C2 this point appears to correspond to ≈ 2.8 Ω on the real axis.

There is also a large difference between the magnitude of the scalp impedances along the

real and imaginary axis. From the order of smallest magnitude to greatest we have scalp

impedance of T7-C3-C4-T8, T7-C3-CZ-C2 and C3-C1-CZ-C2.

Fig. 8.22 illustrates the Nyquist plots of the skull Cole systems. Here again we note that

there are 3 semi-circles for each montage corresponding to α, β and γ. We see that the

T7-C3-C4-T8 has a single inverted α Cole system followed by 2 semi-circle outlines

corresponding to the β and γ dispersions. All other montages are comprised of 3 α, β and

γ semi-circles or Cole systems.
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Figure 8.22: Skull Nyquist plots for all electrode montages. Mean values with error bars are
shown.

We see here as well the order of impedance magnitude (real and imaginary) from least to

greatest is from montages T7-C3-C4-T8, T7-C3-CZ-C2 and C3-C1-CZ-C2.

Fig. 8.23 shows the Nyquist plots of the CSF tissue. We note that there are no inverted

Cole systems. Each plot has 3 semi-circles corresponding to the 3 dispersions. Here the

magnitude order is reversed: from least to greatest we have CSF impedance from montages

C3-C1-CZ-C2, T7-C3-CZ-C2 and T7-C3-C4-T8.

In Fig. 8.24 we see a set of inverted and regular Cole systems similar to what was already

shown for the bipolar montages (see Fig. 8.6). For the α and β dispersions we see all

montages generate inverted Cole systems. Finally the γ dispersion is comprised of a regular

Cole system. The magnitude order of the impedance spectra, from least to greatest, are

generated from C3-C1-CZ-C2, T7-C3-CZ-C2 and finally T7-C3-C4-T8.

Fig. 8.25 shows a similar pattern as for that shown in Fig. 8.24. Here we see that

magnitude of the WM plots is slightly less than that off the GM.
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Figure 8.23: CSF Nyquist plots for all electrode montages. Mean values with error bars are
shown.

Figure 8.24: GM Nyquist plots for all electrode montages. Mean values with error bars are
shown.
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Figure 8.25: WM Nyquist plots for all electrode montages. Mean values with error bars are
shown.

Figure 8.26: Eye tissue Nyquist plots for all electrode montages. Mean values with error
bars are shown.
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Fig. 8.26 shows the Nyquist plots of the eye tissues. we see a similar pattern to that shown

in Fig. 8.26. Here there are 2 inverted semi-circles from each montage corresponding to the

α and β dispersion. The inverted semi-circle corresponding to α is clearly visible, the

second inverted semi-circle appears to be contained in small closed loop. The 3rd γ

semi-circle is shown in the normal orientation.

8.3.1.1 Cole parameters

In this section we show the results of the extraction of the Cole parameters from impedance

measurements obtained from C3-C1-CZ-C2, T7-C3-CZ-C2 and T7-C3-C4-T8. Theory on

the Cole model as well methodology used for fitting and extraction of Cole parameters is

described in sections 8.1 and 8.2.2.1. Significane level α is Bonferroni corrected to the

number of pairwise comparisons, for the tetrapolar configuration this is n=3.

Figure 8.27: Cole plots shown for all 3 tetrapolar electrode montages. The first, second and
third semi circle represent the α, β and γ frequency distributions respectively. Markers show
the locations of fitted Cole parameters (R0, Fc and R∞).

Fig. 8.27 provides a visualization of the fitting of the impedance spectra to the Cole model.
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Data points are represented as blue stars. Green squares, black outlined diamonds and red

outlined diamonds represent curves fitted to the α, β and γ dispersion respectively.

Figure 8.28: FEM 4 electrode alpha dispersion Cole parameter comparison. Stars show
significance level of paired t-tests.

In Fig. 8.28 we see a bar chart showing the mean Cole parameters for the α dispersion.

Error bars show the SEM. Comparison is made between the different montages using the

paired t-test (see section 8.2.2.2).

We note the following observations (from C3-C1-CZ-C2 to T7-C3-C4-T8):

• fc, R0 and R∞ decreases

• α increases

Significance level of pairwise comparisons is shown as number of stars. We assume a

significance level of α = .05, significance is meant here in terms of difference of means.

P-values for the different comparisons are shown in table 8.4 below:

Fig. 8.29 shows a bar chart showing the mean Cole parameters for the β dispersion.

We see the following trends (from left to right on each bar chart):
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α dispersion

P value for fc comparisons

C3-C1-CZ-C2 T7-C3-CZ-C2 T7-C3-C4-T8
C3-C1-CZ-C2 NS .001/3
T7-C3-CZ-C2 .01/3
T7-C3-C4-T8

P value for α comparisons

C3-C1-CZ-C2 T7-C3-CZ-C2 T7-C3-C4-T8
C3-C1-CZ-C2 NS .001/3
T7-C3-CZ-C2 .01/3
T7-C3-C4-T8

P value for R0 comparisons

C3-C1-CZ-C2 T7-C3-CZ-C2 T7-C3-C4-T8
C3-C1-CZ-C2 .001/3 .001/3
T7-C3-CZ-C2 .001/3
T7-C3-C4-T8

P value for R∞ comparisons

C3-C1-CZ-C2 T7-C3-CZ-C2 T7-C3-C4-T8
C3-C1-CZ-C2 .001/3 .001/3
T7-C3-CZ-C2 .001/3
T7-C3-C4-T8

Table 8.4: P-values showing statistical significance for differences between α Cole parameters.
α significance level is Bonferronni corrected to n = 3 pairwise comparisons.
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Figure 8.29: FEM 4 electrode beta dispersion Cole parameter comparison. Stars show
significance level of paired t-tests.

• fc and α increase

• R0 and R∞ decrease

Table 8.29 shows the P-values for the comparison of the β parameters.

Fig. 8.30 shows a bar chart showing the mean Cole parameters for the β dispersion.

We see the following trends (from left to right on each bar chart):

• fc and α decreases

• R0 decrease

• R∞ reaches a maximum negative value at T7-C3-CZ-C2 and then increase slightly

Table 8.29 shows the P-values for the comparison of the γ parameters.
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β dispersion

P value for fc comparisons

C3-C1-CZ-C2 T7-C3-CZ-C2 T7-C3-C4-T8
C3-C1-CZ-C2 .001/3 .001/3
T7-C3-CZ-C2 .001/3
T7-C3-C4-T8

P value for α comparisons

C3-C1-CZ-C2 T7-C3-CZ-C2 T7-C3-C4-T8
C3-C1-CZ-C2 .01/3 .01/3
T7-C3-CZ-C2 NS
T7-C3-C4-T8

P value for R0 comparisons

C3-C1-CZ-C2 T7-C3-CZ-C2 T7-C3-C4-T8
C3-C1-CZ-C2 .001/3 .001/3
T7-C3-CZ-C2 .001/3
T7-C3-C4-T8

P value for R∞ comparisons

C3-C1-CZ-C2 T7-C3-CZ-C2 T7-C3-C4-T8
C3-C1-CZ-C2 .001/3 .001/3
T7-C3-CZ-C2 .001/3
T7-C3-C4-T8

Table 8.5: P-values showing statistical significance for differences between β Cole parameters.
α significance level is Bonferronni corrected to n = 3 pairwise comparisons.
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γ dispersion

P value for fc comparisons

C3-C1-CZ-C2 T7-C3-CZ-C2 T7-C3-C4-T8
C3-C1-CZ-C2 .01/3 .001/3
T7-C3-CZ-C2 .001/3
T7-C3-C4-T8

P value for α comparisons

C3-C1-CZ-C2 T7-C3-CZ-C2 T7-C3-C4-T8
C3-C1-CZ-C2 .001/3 .001/3
T7-C3-CZ-C2 .001/3
T7-C3-C4-T8

P value for R0 comparisons

C3-C1-CZ-C2 T7-C3-CZ-C2 T7-C3-C4-T8
C3-C1-CZ-C2 .001/3 NS
T7-C3-CZ-C2 .01/3
T7-C3-C4-T8

P value for R∞ comparisons

C3-C1-CZ-C2 T7-C3-CZ-C2 T7-C3-C4-T8
C3-C1-CZ-C2 .001/3 .001/3
T7-C3-CZ-C2 .001/3
T7-C3-C4-T8

Table 8.6: P-values showing statistical significance for differences between γ Cole parameters.
α significance level is Bonferronni corrected to n = 3 pairwise comparisons.
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Figure 8.30: FEM 4 electrode beta dispersion Cole parameter comparison. Stars show
significance level of paired t-tests.

8.3.2 Principal component analysis

In this section we show the results of PCA on impedance spectra pairs with the first

montage set as the reference impedance (C3-CZ-C2-C1 - T7-C3-CZ-C2) and (C3-CZ-C2-C1

- T7-C3-C4-T8). Some background theory on PCA as well as a discussion of our

methodology can be found in sections 8.2.3 and 8.2.3.1.

Fig. 10.9 shows a biplot of the coefficients (loadings) and principal scores of generated from

the impedance pair C3-C1-CZ-C2 and T7-C1-CZ-C2. The real and imaginary loadings and

score are on the left and right side of the graph respectively. We see that the scores for the

imaginary component are located along the negative axis of the first principal component.

The loading vectors are flipped according to the biplot sign convention as described in

section 8.2.3.1.

We see in Fig. 8.32 the percent of variance described by the first two principal components.

The left and right side of the graph shows the variance percentage for the real and

imaginary components respectively.
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Figure 8.31: Principal components, scores and coefficients shown of real and imaginary
components of electrode montages C3-C1-CZ-C2 and T7-C1-CZ-C2

Figure 8.32: Percent of total variance of first and second principal components of real and
imaginary components, shown for electrode montages C3-C1-CZ-C2 and T7-C1-CZ-C2.
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As shown earlier for the bipolar montages, the first component describes ≈ 100% of the

variance. We note here that the percent variance of the second component is approximately

greater by a factor of 10 for the real impedance component as compared to the imaginary

component (Variance of second principal component real ≈ 0.013, imaginary ≈ 0.16

Figure 8.33: Principal components, scores and coefficients shown of real and imaginary
components of electrode montages C3-C1-CZ-C2 and T7-C3-C4-T8.

Fig. 10.10 shows the biplot for the impedance spectra pair C3-C1-CZ-C2 and

T7-C3-C4-T8. We can see a change in the relative positions of the score points as

compared to Fig. 10.9, here the real scores are more widely separated along the first

principal component axis whereas the imaginary scores show a greater offset from both the

second and first principal component axes.

Fig. 8.32 shows the relative variance described by the first and second principal

components of the real and imaginary impedance. We see that the variance for the second

component has increased compared to the other impedance pair. Here we have ≈ .03% real

variance and ≈ .7% imaginary variance attributed to the second principal component.
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Figure 8.34: Percent of total variance of first and second principal components of real and
imaginary components, shown for electrode montages C3-C1-CZ-C2 and T7-C3-C4-T8

8.3.3 Discussion

In this section we analyzed the Cole and PCA parameters from 3 tetrapolar montages. We

first wished to investigate if the total Cole system is composed of a linear combination

(sum in series) of Cole sub-systems of individual tissues.

We wished to analyze the Cole systems over a large frequency range instead of simply

measuring a few frequency points. This allowed us to investigate the linearity properties

over the whole spectrum. In addition we are interested in analyzing other macro properties

of the spectrum such as the shape of the impedance in the nyquist plane.

We showed in Fig. 8.19 that indeed that measurements of the total Cole system and the

addition of the tissue individual Cole elements (plot of real vs negative imaginary

impedance) led to approximately the same results (error was shown to be under < 1Ω).

In addition to the non-linearity of the Cole circuit (comprised partly of a Fricke Constant

Phase element in parallel with an ideal conductance element) [49], we have an additional
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source of non-linearity in the tetrapolar measurement itself. Here the pickup and current

sources are separated which result in many sources of measurement artifact. As explained

in detail in [195], sources of error include negative sensitivity zones between the voltage and

current electrodes, positive phase angles caused by multiple current paths, common mode

signal artifacts and surface shunt paths affecting the potential of the voltage electrode.

Due to the complex layered arrangement of the head tissues it is difficult to determine an

arrangement of Cole circuits that accurately represents the different layers. In general only

single or double dispersion models are suggested as interpretations of the frequency

response of biological system [157,220]. In [220] there is a discussion concerning multiple

Cole systems that can be added in series or in parallel, depending on the modeled circuit

arrangement. Thus there no is no clear description concerning a Cole circuit arrangement

that can adequately model the multiple layers of the human head. In addition the current

path through the head can be considered to have multiple current paths in series and in

parallel which increases the difficulty of setting up a an accurate circuit model.

We have shown here through numerical simulations that each tissue does indeed generate

independent Cole systems which can be visualized as semi-circles in a Nyquist plot. These

semi-circles are shown for 3 different dispersion zones. These independent semi-circles,

when added together, comprise the total Cole system of the head.

We posited that the total Cole system can be approximated as the weighted sum of only

several of the head tissues. By analysis of the Cole plot figures of all the tissues (see Figs.

8.21 - 8.26) we see indeed that the total Cole system is dominated by the skull, CSF and

scalp. In order of magnitude from greatest to least we have the skull and CSF impedance

(approximately equal) followed by the scalp.

Here we note an interesting phenomena that occurs with the scalp impedance. As the

angle between the voltage and current electrodes are increased, the negative sensitivity

field concentration in the scalp tissue also grows. This results in a field cancellation effect
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whereby the scalp impedance is greatly reduced (see Fig. 8.21. We see however, a clear

frequency and spatial (electrode montage) dependence on the magnitude of the negative

sensitivity field. For low frequencies (i.e.α dispersion) all the tetrapolar montages generate

inverted semi-circles (Cole systems). For 2 of the montages (T7-C3-CZ-C2 and

C3-C1-CZ-C2) the β and γ Cole systems have reverted back to normal orientation. For the

3rd montage T7-C3-C4-T8, which has the largest inter voltage current electrode angle,

both the α and β Cole systems are inverted and only the high frequency γ system has

returned to normal orientation. The inverted Cole element can also be see for the skull in

the α dispersion zone for the montage T7-C3-C4-T8 (Fig. 8.21.

We can see that the CSF impedance is comprised of standard Cole systems (Fig. 8.21.

Thus the CSF plays an important role in contributing to the total head impedance.

Tissues deeper than the CSF (GM,WM and eye tissue see Figs. 8.24 -8.25) all show

inverted Cole elements for the α and β dispersions. These results are similar to that shown

for the bipolar montaged (see Figs. 8.6 -8.7). This may be due to a parallel current path

effect [195] caused by the highly conductive CSF.

We note that the overall effect of the negative sensitivity fields is to reduce the magnitude

of the impedance spectra with the greatest reduction at low frequencies with montages

with large angles between the current and voltage angles.

We then examined to see if the changes in the sensitivity distribution and individual tissue

Cole systems would be detectable by analysis of global impedance characteristics. We

specifically compared Cole parameters and PCA outputs across the tetrapolar montages -

thus covering the most common forms of explanatory and descriptive modelling.

The most stable Cole parameters were R0 and R∞ which showed significant decreases for

increased inter-electrode angle across all dispersion zones (with the exception of the

negative values of R∞ extracted for the γ dispersion which has no physical meaning and is

an artifact of the fitting algorithm see earlier discussion in this chapter). All these
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differences have very small p-values.

For the α dispersion there was no significant difference between fc and α for the montages

of and C3-C1-CZ-C2 and T7-C3-CZ-C3, however there was a significant difference for these

parameters between T7-C3-CZ-C3 and T7-C3-C4-T8. This suggests that the presence of

noise (here we have Gaussian noise added to the model as well the error of the Cole fitting

algorithm) may present difficulties in extracting significantly different impedance

parameters from different but relatively close montages. The author in [158] showed in fact

that Cole parameters extracted without data preprocessing, could not be used with a

classifier to reliably relate the impedance characteristics measured on the arm with arm

posture. In that study it was shown that after the use of SVD (singular value

decomposition), the Cole parameters of R0

R∞
and fc were used to accurately classify arm

impedance measurements with arm posture. We can confirm in our results that R0 and R∞

provide the most stable differences between montages. However we must note that we may

have underestimated the noise level of an experimental bioimpedance measurement which

may in fact be much higher than our estimated levels (see section 4.7).

In the β dispersion we do see that fc and α increase (see Fig. 8.29). This appears to be

caused mainly by the effect of the shape of scalp Cole system on the total Cole plot. We see

for instance that for T7-C3-C4-T8 the scalp is comprised of a double inverted Cole system

followed a single Cole system at high frequencies. The effect of addition of the scalp system

is thus to increase the curvature radius of the total Cole system at high frequencies- this has

the net effect of reducing the demarcation (minima) point between the β and γ dispersions

and causing the fc and α parameters of the β dispersion to increase (see Fig. 8.20) .

The effect of changing montages can also be seen in the PCA results. As shown earlier for

the bipolar montage, almost 100% of the variation of impedance spectra of different

montages can be attributed to single principal component. Thus the translation or change

of impedance caused by changing electrode position is almost linear along the principal

component axis. Here we note that the proportion of the variation attributed to the second
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principal component (real and imaginary) changes dependent on the electrode montage

pair. Thus for the pair C3-C1-CZ-C2 and T7-C3-CZ-C2 the proportion of variance along

the second principal component is ≈ .013% for the real impedance and is ≈ .16% for the

imaginary impedance. For the pair C3-C1-CZ-C2 and T7-C3-C4-T8 this increases to ≈

.03% for the real impedance and to ≈ .7% for the negative impedance. Thus we can we see

a non-linear increase in the variation described by the second principal component

especially for the imaginary impedance. This is in accord with our analysis of the Cole

plots generated by the different montages, we do see that impedance spectrum parameters

of T7-C3-C4-T8 has significant differences when compared to other montages. We can then

potentially link degree of change in impedance spectra (as characterized by PCA scores

and percentage of variation along first and second principal components) to changes in dose

in the brain.

8.4 Summary

In this chapter we analyze the impedance spectra generated from the bipolar and

tetrapolar configurations using the Cole model and PCA. We show linear properties of the

spectra - namely that Cole plots of each head tissue add in series to equal Cole plot

resulting from all the tissues and that the variance between impedance spectra is almost

100% represented by a single principal component. We show using Bonferronni corrected

paired t tests the significance of differences between Cole parameters of impedance spectra

of the bipolar and tetrapolar electrode configurations. We also show that the variance

between spectra described by the second principal component increases as the

inter-elelctrode angle is increased.
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Part IV

Experimental study
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Chapter 9

In-Vivo Experiments

9.1 Study Research Goals

In the previous chapters of this thesis (chapters 6 - 8) we have simulated and analyzed the

sensitivity fields, dose (electric field and current density) transfer impedance, Cole

parameters and PCA of bipolar and tetrapolar montages. Results from FEM simulations

showed the linear properties and characteristics of the relationship of impedance spectra

generated from different montages, we also showed that the total impedance of the head is

dominated by a few tissues. We showed that different montages produced unique

bioimpedance parameters (Cole and PCA) thus providing a potential method of linking

characteristics of the transfer impedance to dose.

We now provide the method and results of a pilot study in which we measured impedance

spectra of the head from a group of volunteers. Our aim here is two-fold: first we wish to

compare the experimental and FEM results to examine the how close our numerical results

and assumptions accord with physical reality; secondly we wish to infer dose and

impedance parameters by comparison of the experimental results to the ideal FEM model.

Despite the difficulty of perfect validation (see for example [239]), we still find it instructive

to compare features of theoretical results to those obtained experimentally. A close

agreement between these results can be useful in estimating the utility of the model

towards approximating the frequency response of the head tissues. In addition, features of
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the experimental data can be used as model inputs - thus potentially increasing the

accuracy of the FEM.

We also analyze independently relationships and features of the experimental data set.

Specifically we investigate measures such as repeatability and variability of measurements

as well as error levels and patterns across and between subjects.

Relationships derived between simulated and experimental spectra can be used towards

optimization of both measurement and stimulation of neural tissue. As discussed in the

FEM section, the impedance spectra is partly a function of the sensitivity field which is

also related to the concept of electrical dose. Analysis of both real and imaginary

impedance spectra characteristics can thus provide insight into both the real and reactive

components of electrical current in the brain.

9.2 Instrumentation

In this section we describe the instrumentation and calibration procedure used prior to

experimental measurements.

9.2.1 Experimental Configuration

The main part of our experimental configuration consisted of the Solartron (1294) FRA

(Frequency Response Analyzer) together with the front-end Solatron (1255b) which served

as an interface between the subject and the FRA (both modules declare conformity to

relevant safety standards including IEC 60601-1). Both Solatron modules were controlled

by custom software (SMART) installed on a PC. The SMART software was used to set all

the parameters for each experiment including current level, number of frequency points and

frequency range.

See Fig.9.1 for a graph of the basic elements of the measurement configuration. The

SMART software is installed in the PC which is connected through a GPIB and a parallel
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port to the FRA and the 1294 Impedance Interface respectively. The 1294 connects

through 4 leads (2 current and 2 voltage) to the sample (subject head).

Figure 9.1: Components of the measurement configuration shown, the double head arrows
show the communication pathways between the different elements of the frequency sweep
experiment.

Drive and voltage were transmitted from the front-end Solatron (1255b) through 4 shielded

leads of approximately 1 meter length. The leads were then attached (using alligator clips)

to the lead wires of four 9 mm diameter tin electrodes (e21-9s disk electrode Electro Cap

International Inc) which were in turn attached to electrode sites on each subjects head. As

an additional safety measure in the event of sudden current flow to ground through the

subject, we added 150 Ω resistors in series between the 2 current leads and the copper
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wires (safety circuits are shown as resistors in Fig. 9.1.

Our selection of the resistors values was based on an experiment where we ran a frequency

sweep whereby the current electrodes were attached to each other via a 100 Ω resistor

representing a simulated load in series with the current. We set the measurement

parameters to current generator (100 µ Amps (see experimental procedure in section 9.3.2),

frequency range 1 Hz - 1 MHz, with 5 frequency points per decade. The voltage drop across

the load resistor was measured via a parallel connection to an oscilloscope (Tektronix).

Results showed in this test case a maximum peak to peak voltage of 2.2 volts over the

entire frequency range which we considered low enough for our scalp measurements.

9.2.2 Calibration

In order to verify the accuracy of our instrumentation, we measured a frequency of a

provided calibration box. Frequencies were logarithmically spaced at 5 points per decade

from 1 Hz until 1 MHZ. The calibration box consisted of a network of resistors and

capacitors in parallel. Four inputs are provided, 2 outer inputs (labeled as high and low)

are designated for current leads and 2 inner outputs (also labeled as high and low) are

designated as voltage leads. The calibration circuit consisted of a resistor between the

voltage leads inputs in parallel with a capacitor. The resistor has a resistance of 101 Ω and

a tolerance of 5%. The capacitor is 470 nF. Between the high current and high voltage

input there is another parallel circuit with a 4700 Ω resistor (1% tolerance) and a 4.4 nF

capacitor. Finally there is another parallel circuit between the low current and low voltage

input with a 1000 Ω resistor (1% tolerance) and a 4.4 nF capacitor.

Figure 9.2 (a) shows the measured impedance of the calibration unit. Plots are the mean of

2 measurements, errors are the standard error of the mean. At DC until 1 KHz we note a

flat measured impedance of 97.5 Ω. This represents an error of 3.5% of the stated value of

the resistor of 101 Ω which is however well within the resistor tolerance of 5%. As the

frequency is increased, more of the displacement current is shunted through the capacitors
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(a)

(b)

Figure 9.2: Bode and Nyquist plot of impedance shown for calibration measurement of the
Solatron.
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resulting in a drop of impedance in a typical ”curve” shape. We see the graph of

impedance begin to curve at around 1 KHz as the displacement current starts to dominate

the measurement. The impedance curve flattens again at ∼ 400 Khz. Afterwards the

impedance begins to rise again. This rise is a deviation from expected behavior and may be

error due to stray capacitive coupling.

Another representation of the calibration impedance response is shown as a Nyquist plot in

Figure 9.2 (b). As expected, R0 and R∞ are close to 100 and 0 Ω. The plot is the mean of

2 measurements, standard error of the mean is shown as error bars for both real and

imaginary impedance. The error at high frequencies can be visualized as as a slight inwards

deviation of the semi-circle near R∞.

Since the error from calibrated values is relatively small we decided to not apply any

correction factor. We expect however that stray capacitive coupling would increase error at

the high end of the frequency range.

9.3 Study Description

9.3.1 Study recruitment

Ethics was obtained from the Carleton University Board of Ethics for this study referenced

as Protocol #: 102566. The ethics certificate is found in Appendix A.

We recruited 8 healthy subjects for participation in the study. Subjects were all males

although females were not excluded from the study. Demographic data such as age was not

collected, however each subject confirmed that they were at least 18 years of age. Subjects

read the information sheet and signed the informed consent form. The investigator

ascertained that the study protocol was understood by each subject and that all concerns

and questions had been answered satisfactorily.
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9.3.2 Procedure

Participants in the study were asked to be seated upright in a chair facing the control PC

(see Fig.9.1) Electrodes were carefully cleaned with a rubbing alcohol solution and soap

and water prior to use. Our experiment consisted of measurements of 3 tetrapolar

montages: a) C1 C3 CZ C2 closely spaced along the top of the head, b) T7 C3 CZ C2

whereby the gap between the drive electrode T7 on the left side of the head and the voltage

electrode at C3 was increased, and c) T7 C3 C4 T8 whereby spacing was increased between

the two voltage electrodes (C3 and C4) and the right hand current voltage electrodes (C4

T8) (see Fig. 4.1.2). (We used exclusively tetrapolar measurements (separate drive current

and voltage electrodes) in order to remove the effect of contact impedance). Our first step

was therefore to locate all the electrode coordinates on the subject scalps. We asked each

subject to place a standard 21 channel EEG cap on their heads closing a velcro strap under

their chin to ensure a snug fit. Next all electrode points were marked using a water soluble

skin marker. At certain coordinates, no electrode channels were found on the cap. In those

cases we approximated the location of the coordinate using neighboring channels as

landmarks. We found that the marker could penetrate the thin cap material.

After the locations were marked we applied skin preparation methods in order to reduce

the contact layer allowing satisfactory skin-electrode coupling. First we applied alcohol

swaps to the scalp at the marked locations. Next we used an ex-foliating cream to further

reduce skin impedance. Standard EEG cream (1020 conductive neurodiagnostic electrode

paste weaver and company) was placed on our electrodes which were then set on the

marked coordinates. Tissue swabs were used to apply pressure on the EEG paste coated

electrodes to ensure a good coupling occurred between electrodes and scalp tissue. We

found that adding saline drops (Life saline solution gentle ph balanced formula) to

electrode-skin interface significantly aided in reducing skin impedance. This was done

through a trial and error process by analyzing Cole plots measured with the Solartron.
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High skin impedance resulted in bad electrode-skin coupling which usually caused out of

phase measurements (i.e. positive phase instead of negative). We also noticed very high

impedance values values for inadequate electrode-skin coupling. Adding saline drops

reduced the impedance magnitude and resulted in in-phase measurements. This

represented the final step in skin preparation.

After the electrode placement, we then set the experiment parameters using the SMART

software interface. The drive electrode were set as a current source so that current injection

amplitude would be the same for all frequencies. This methodology was also used when

setting up the FEM (see section 4.4). The current magnitude was set to a constant 100

µAmps. We considered this level of current to be below the threshold of human sensation

and well below current density levels that could be damaging to human tissue (see an

extensive review of safe current density levels in the brain in the context of tDCS [240]).

We set the range of our frequency sweeps from 100 Hz until 1 MHz with 10 logarithmically

spaced points per decade resulting in a total of 41 frequency points. This selection was

designed to essentially cover the entire range of our instrument (maximum frequency of 1

MHz) while studying the frequency response of the tissues over 2 (α and β) dispersion

bands (see section 4.5). We began measurements with electrodes spaced closely together

and then gradually increase the spacing between the electrodes. Thus the first

measurement montage was C1-C3-CZ-C2, followed by T7-C3-CZ-C2 and finally

T7-C3-C4-T8. All measurements were repeated 4 times in order to assess measurement

repeatability and in to compare mean measurements across different subjects. After each

measurement set of a montage, electrodes were removed and replaced on new coordinates

as necessary. Data was initially stored in a dat file configuration and then converted to the

csv prior to export and further processing.

Each subject was asked to report if they felt any painful sensation during measurement

especially at low frequencies. Some subjects mentioned that they felt a slight ”pinching”

sensation at the onset of the stimulation. Others had no perceptible sensation. In all cases
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the sensation was considered tolerable and there no grounds for interrupting the

measurements 1.

9.4 Data Analysis

After extraction of the impedance measurements, we investigated a number of impedance

parameters. We plotted Bode plots (Impedance magnitude vs frequency) of all montages

for each subject. We also showed Nyquist plots of the real vs negative imaginary

impedance. Error bars in each plot show the standard error of the mean for four

measurements. We then fitted each subject data to the Cole model (for a review of the Cole

model theory as well as our fitting methodology see sections 8.1 and 8.2.2.1. Comparisons

of Cole parameters for the each subject across the different electrode montages was made

using a paired t-test with a significance level of α = 0.05 [225–227](see section 8.2.2.2).

We then calculated and plotted the mean impedance, phase, and real and imaginary

impedance of all subjects for each montage. We fitted the mean impedance to the Cole

model. Comparisons of Cole parameters for the subject mean values across the different

electrode montages was made using a non-paired t-test with a significance level of α = 0.05

(for an example of use of the non-paired t-test for bioimpedance spectroscopy studies of

inter-group differences see [241]). Finally we performed PCA on pairs of the mean

impedance spectra (i.e. C3-CZ-C1-C2 and T7-C3-CZ-C2 and C3-CZ-C1-C2 and

T7-C3-C4-T8) (see section 8.2.3.1).

9.4.0.1 Experimental Cole fitting

The algorithm described in section 8.2.2.1 is suitable for Cole fitting and parameter

extraction when the experimental data forms an approximate semi-circle.

Our data however doesn’t always conform to this shape as we can see for example C3 C1

CZ C2 and T7 C1 CZ C2. in Fig. 10.4 Past a certain frequency range the plots do not

1Two out of the eight subjects felt a mild pinching sensation. Other subjects had no perceptible sensation.
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assume a rounded peak or shape but rather ascend in sharp positive slope. This may be

due to the limited frequency range of our instrument (max 1 MHz) which does not capture

the entire frequency dispersion.

In such a case we approximate the experimental graph as part of a semi-circle. This is

accomplished by shifting the value of v0 (see section 8.2.2.1) leftwards along the x-axis. In

practice we found that applying fminunc to v0/1.1 provides a good fit as shown in the top

right and left of Fig. 9.8 in such cases we cannot accurately extract R∞ since only part of

the semi-circle can be fitted. In addition, the characteristic frequency Fc can not be

directly calculated in the case where the experimental Nyquist graphs do not have a peak.

We use a nearest neighbor optimization algorithm (reference) to determine the data point

which is closest to the interpolated value.

9.5 Results

We now show the results acquired from measurements of each individual subject.

9.5.1 Individual Subjects

Ouputs of the measurements are impedance magnitude vs frequency (Bode plots) and

negative imaginary vs real impedance (Cole plots). We plot the mean values, error bars

show the standard error of the mean (sem) which is given by:

sem = σ/n (9.1)

where σ is the standard deviation and n is the number of measurements taken. As

mentionned above (see section 9.3.2) we took 4 measurements per subject of each montage.

9.5.1.1 Bode Plots

We first show the Bode plots of all 8 subjects.
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(a)

(b)

Figure 9.3: Subject 1 and 2 impedance magnitude vs frequency.
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Fig. 9.3 (a) and (b) shows impedance vs frequency measurements for subject 1 and 2. The

Log10 of the frequency is provided as the x-axis. Both graphs show that each electrode

montage results in a distinct spectral response. In general impedance is shown to decline as

a function of frequency.

C3 C1 CZ C2 and T7 C1 CZ C2 general track close together. For subject 1 the shape of

the curves from these montages show similar trends. First from 100 to 1000 Hz, the graphs

follow a convex shape. At 1000 until around 160 Khz, the graphs show a roughly linear

descent. From 160 Khz until 1 Mhz, the impedance curves assume a convex shape. At

around 100 Khz, the T7 C1 CZ C2 curve intercepts and descends below C3 C1 CZ C2.

The graph of T7 C3 C4 T8 is different from the prior 2 graphs in both absolute values and

shape of descent. First, impedance values are roughly 30 Ω less than the other curves along

the whole length of the spectral measurement. From 100 Hz until ∼ 1 Khz, the descent of

the graph is slightly concave. From 1 KHz until the end of the frequency range the shape

of graph follows a convex shape.

In Fig. 9.3 b, T7 C1 CZ C2 falls sharply from 100 Hz until about 1 Khz. The relatively

large error bars of this part of the frequency spectrum indicate the variance of these

measurements. T7 C1 CZ C2 intercepts C3 C1 CZ C2 at ∼ 1 Khz. Thereafter the T7 C1

CZ C2 impedance plot continues to track below C3 C1 CZ C2 at slightly concave shave.

Both C3 C1 CZ C2 and T7 C3 C4 T8 follow the same pattern as in Fig. 9.3 a.

In Fig. 9.4 a, impedance plots of subject 3 show the same pattern as described above. C3

C1 CZ C2 and T7 C1 CZ C2 follow similar paths from around 10 Khz onwards. T7 C3 C4

T8 is the lowest impedance of these set and steadily diverges from the other 2 graphs.

In Fig. 9.4 b, T7 C1 CZ C2 and T7 C3 C4 T8 are similar to graphs of earlier subjects.

Here we see that C3 C1 CZ C2 is the lowest and noisiest of the impedance data set.

Fig. 9.5 a. shows that C3 C1 CZ C2 and T7 C1 CZ C2 converge at around 150 Khz. T7

C3 C4 T8 has the lowest impedance and diverges away from the other 2 graphs following a
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(a)

(b)

Figure 9.4: Subject 3 and 4 impedance magnitude vs frequency.
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(a)

(b) Scalp

Figure 9.5: Subject 5 and 6 impedance magnitude vs frequency.
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concave shape.

Fig. 9.5 b shows a distinct pattern whereby the impedance measurements of the electrode

montages converge rapidly in the low frequency range. Here C3 C1 CZ C2 and T7 C3 C4

T8 converge together. T7 C1 CZ C2 intercepts the other 2 graphs at around 3 Khz and

continues descending in a roughly linear manner.

Finally in Fig 9.6 T7 C3 C4 T8 is shown to be a relatively noisy measurement compared to

the other electrode positions measured.

Fig 9.6 a. shows that T7 C3 C4 T8 follows a distinct convex shape at a much higher

impedance than the other 2 impedance sets. In Fig 9.6 b. T7 C3 C4 T8 intercepts C3 C1

CZ C2 and T7 C1 CZ C2 and continues lower in a roughly linear path.

9.5.1.2 Discussion

After our preliminary analysis of the results, it is apparent that there are features of the

impedance plots that seem to repeat themselves across subjects -i.e. recurring patterns.

On the other hand it is also clear that there is a great deal of variability between subjects.

We note the following observations concerning the following topics:

• Error level

In general error from paired or repeating measurements is very low as shown by the

magnitude of the error bars relative to the measurement values. In some cases

however paired measurements showed a relatively high error. We see this for instance

in Fig 9.3 b for the T7 C1 CZ C2 impedance up to 1 Khz, in Fig 9.4 b for C3 C1 CZ

C2, and in Fig. 9.6 a. and b. for T7 C3 C4 T8.

The tetrapolar electrode configuration is designed to avoid contact impedance. One

common source of error [242] would be excessively high skin impedance especially at

the voltage-skin electrode coupling site. Another cause of error is unequal voltage
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(a) Scalp

(b)

Figure 9.6: Subject 7 and 8 impedance magnitude vs frequency.
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electrode size or impedance mismatch at the measurement points [243]. The difficulty

in ensuring standard, equal low impedance at the low voltage sites may be a

significant cause of error and noise between the normal variability between subjects.

As discussed in section 9.3.2, we added saline drops to electrode sites. While this may

have caused an overall reduction in impedance, this may also have contributed to

measurement error by potentially generating a shunt path between closely spaced

electrodes as well as introducing variability in skin impedance not related to the

measurement.

• Outliers

All impedance measurements were in a band of 100 to 30 Ω with the exception of the

results shown in Fig. 9.6 a. for T7 C3 C4 T8 measurement of subject 7 which

appears to be an outlier with a maximum impedance magnitude of ≈ 450.

• Patterns

Despite the variability of these data sets we attempt to show features of that are

common between subjects. In general C1 C3 CZ C2 and T7 C3 CZ C2 show a similar

pattern with impedance dropping as a function of frequency. T7 C3 C4 T8 is usually

at a noticeable offset (lower impedance) from the other measurements. It also can be

noted that generally T7 C3 C4 T8 drops in impedance at a greater rate as a function

of frequency than the other data sets. This indicates a distinct pattern in phase

which is dependent on the electrode configuration.

We also note that in some instances, impedance can be shown to rise as frequency of

the measurement is increased. This effect can be seen in the slight concave shapes of

impedance curves T7 C3 C4 T8 in Fig. 9.3 a., C3 C1 CZ C2 and T7 C3 C4 T8 in

Fig. 9.3 b. and C3 C1 CZ C2 in Fig. 9.4 a. In addition, many of the impedance

curves can be seen to rise at end of the spectrum sweep -i.e. over 500 Khz.
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This effect can be most clearly seen as a large climbing ”hill” at the low end of the

impedance frequency spectrum, rising towards a maximum and then descending as a

function of increasing frequency. This shape can be see in T7 C3 C4 T8 graphs in

Fig. 9.4 b. and in Fig. 9.6 a.

As discussed previously in section 4.8.3, impedance is related to the concept of

sensitivity. Our FEM model showed that a tetrapolar measurement consists of

negative sensitivity zones due to cancellation effects of the leads. This translates into

an increase of impedance as a function of frequency as well as inverted Cole elements

especially in the low frequency dispersion bands (for example see scalp Nyquist plots

for tetrapolar montages in Fig. 8.21. We therefore posit that the rise in impedance as

a function of increasing frequency is related to changes in the negative sensitivity

zones as a function of frequency. As frequency is increased the negative sensitivity

field decreases with the net result that the measured impedance increases.

A comparison of FEM results with the experimental data in chapter 10 will

demonstrate in greater detail the relationship between the trend of impedance plots

and changes in the negative sensitivity zone.

9.5.1.3 Cole Plots and Parameters

In this section, we provide the results of Cole parameter extraction both for each subject

.We show the fitted plots for the experimental impedance measurements. Mean Cole

parameters of four measurements are provided in bar charts. As described in section

8.2.2.2, significance level is indicated by the number of stars; i.e. * represents p <= 0.05, **

represents p <= .01 and *** represents p <= .001. Results are assumed to be significant at

p <= 0.05.

Fig. 9.7 shows the Nyquist (bottom left), fitted plots and location of some Cole

parameters. Results are shown for subject across the tetrapolar montages. Data points are

shown as blue stars. We fit the data to 2 Cole systems. The fit to the low frequency α
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Figure 9.7: Nyquist plots shown of electrode montages. Cole parameter location of R0,Fc
and R∞, shown in the α (red circles) and β range (blue diamonds).

dispersion is shown in green. R0, fc and R∞ of the α dispersion is shown from right to left

as red dots. The fit to the β dispersion is shown in black. The location of R0 (and for the

montage T7-C3-C4-T 8 fc and R∞) is shown as a blue marker.

We see here a large difference in the shape of the spectra of C3-C1-CZ-C2 and

T7-C3-CZ-C1 and the impedance of T7-C3-C4-T8. The α dispersions of the first 2

montages are much wider along the real axis than that of T7-C3-C4-T8. In addition the β

dispersion of C3-C1-CZ-C2 and T7-C3-CZ-C1 show almost a linear climb as if only part of

the Cole semi-circle is within range (hence the need for the modified fitting algorithm as

described in section 9.4.0.1 ) On the other hand the β of T7-C3-C4-T8 is more well rounded

and shows the peak of a semi-circle, this allows easier extraction of Cole parameters.

Figs.9.8 and 9.9 shows a comparison between the subject 1 Cole parameters for the α and

β dispersions.

We note the following trends.
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Figure 9.8: Bar graphs showing mean Cole parameters of 4 electrode configuration measure-
ments obtained from subject 1. Comparisons between mean values is made with a paired t
test. Significance level is shown by number of stars.

Figure 9.9: Bar graphs showing mean Cole parameters of 4 electrode configuration measure-
ments obtained from subject 1. Comparisons between mean values is made with a paired t
test. Significance level is shown by number of stars.
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For the α dispersion:

• fc trends downwards (from left to right) and there is a significant difference

(p =< .05) between T7-C3-CZ-C2 and T7-C3-C4-T8

• α trends upwards and there is a significant difference for this parameter between all

the montages

• The only significant difference in R0 is between the first two montages and

T7-C3-C4-T8 whereby R0 decreases

• R∞ increases slightly and then decrease (all changes are significant

For the β dispersion:

• There is no significant difference between fc

• α decreases (there is a significant differences between parameters)

• R0 decreases significantly

• R∞ significantly increases

Fig. 9.10 shows the Cole plots and fitting for subject 2. Here we note the inverted

semi-circle at low frequencies for the the C1-C3-CZ-C2 montage. T7-C3-CZ-C2 shows a

very different pattern with a very large half semi-circle (large reactance values) for the α

dispersion followed by a small semi-c-circle for the β dispersion. T7-C3-C4-T8 shows a

different distinct shape with a small α semi-circle and a large half of semi-circle for the β

dispersion.

Figs.9.11 and 9.12 shows a comparison between the subject 2 Cole parameters for the α

and β dispersions.

We note the following for the α dispersion:
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Figure 9.10: Nyquist plots shown of electrode montages. Cole parameter location of R0,Fc
and R∞, shown in the α (red circles) and β range (blue diamonds).

Figure 9.11: Bar graphs showing mean Cole parameters of 4 electrode configuration mea-
surements obtained from subject 2. Comparisons between mean values is made with a paired
t test. Significance level is shown by number of stars.
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Figure 9.12: Bar graphs showing mean Cole parameters of 4 electrode configuration mea-
surements obtained from subject 2. Comparisons between mean values is made with a paired
t test. Significance level is shown by number of stars.

• fc, α and R∞ significantly decrease

• R0 increases from C3-c1-CZ-C2 to T7-C3-CZ-C2 and then decreases for T7-C3-C4-T8

(changes are significant)

The β dispersion has the following features:

• fc significant increase from the first 2 montage to T7-C3-C4-T8

• α decreases and then increase

• R0 increase and then decreases

• no changes in R∞ were significant

Fig. 9.13 shows the Cole plots along with fitted parameters. We can see for the

C1-C3-CZ-C2 montage the steep slope of the β dispersion. The α dispersion appears to be
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Figure 9.13: Nyquist plots shown of electrode montages. Cole parameter location of R0,Fc
and R∞, shown in the α (red circles) and β range (blue diamonds).

largely comprised of an inverted Cole semi-circle (zoomed in plot shown on the top right).

The T7-C3-CZ-C2 plot consists of a small α dispersion followed by a large half semi-circle

in the β dispersion. Finally the T7-C3-C4-T8 has a small α semi-circle followed by a well

defined semi-circle (lower magnitude and smaller curvature radius compared to the other

montages).

We can make the following observations for subject 3 Cole parameter comparisons shown

in Figs. 9.14 and 9.15.

For α:

• fc increase significantly (except from C3-C1-CZ-C2 to T7-C3-CZ-C2)

• the mean α value trends downwards although this is not significant

• R0 trends downwards (not significant from C3-C1-CZ-C2 to T7-C3-CZ-C2)

• the only significant change in R∞ is a decrease from C3-C1-CZ-C2 to T7-C3-C4-T8
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Figure 9.14: Bar graphs showing mean Cole parameters of 4 electrode configuration mea-
surements obtained from subject 3. Comparisons between mean values is made with a paired
t test. Significance level is shown by number of stars.

Figure 9.15: Bar graphs showing mean Cole parameters of 4 electrode configuration mea-
surements obtained from subject 3. Comparisons between mean values is made with a paired
t test. Significance level is shown by number of stars.
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For β:

• fc and α decreases significantly from T7-C3-CZ-C2 to T7-C3-C4-T8

• R0 increases from C3-C1-CZ-C2 to T7-C3-CZ-C2 and then decreases (changes are

significant)

• R∞ decreases from C3-C1-CZ-C2 to T7-C3-CZ-C2 and then increases for

T7-C3-C4-T8 (changes are significant)

Figure 9.16: Nyquist plots shown of electrode montages. Cole parameter location of R0,Fc
and R∞, shown in the α (red circles) and β range (blue diamonds).

Fig. 9.16 shows Cole plots and fitted parameters for subject 4. Here again we note that

most of the low frequencies of the α dispersion comprise an inverted semi-circle. The β

dispersion covers a very small impedance range of about 2 Ω on the real and imaginary

axis. T7-C3-CZ-C2 has a small α semi-circle followed by a large rise in the β

approximating part of a semi-circle. Finally T7-C3-C4-T8 shows for the α range part of an

inverted Cole system followed by another semi-circle. This is followed by another well

defined semi-circle in the β range.
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Figure 9.17: Bar graphs showing mean Cole parameters of 4 electrode configuration mea-
surements obtained from subject 4. Comparisons between mean values is made with a paired
t test. Significance level is shown by number of stars.

Figure 9.18: Bar graphs showing mean Cole parameters of 4 electrode configuration mea-
surements obtained from subject 4. Comparisons between mean values is made with a paired
t test. Significance level is shown by number of stars.
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We note the following for Cole parameters in the α and β dispersion as shown in Figs. 9.17

and 9.18:

For α:

• fc declines and then increases (changes are not significant from C3-CZ-C1-C2 to

T7-C3-C4-T8)

• the only significant change in α is an increase from T7-C3-CZ-C2 to T7-C3-C4-T8

• the only significant change in R0 is a decrease from T7-C3-CZ-C2 to T7-C3-C4-T8

• R∞ increases from C3-CZ-C1-C2

For β:

• fc and α decreases significantly from T7-C3-CZ-C2 to T7-C3-C4-T8

• R0 increases from C3-CZ-C1-C2 to T7-C3-CZ-C2 and then decreases to T7-C3-C4-T8

• R∞ decreases from C3-CZ-C1-C2 to T7-C3-CZ-C2 and then increases to

T7-C3-C4-T8

Fig. 9.19 illustrates Cole plots and fitted parameters of subject 5. Both C1-C3-CZ-C2 and

T7-C3-CZ-C2 have similar profiles, a small semi-circle for the α distribution followed by a

steep slope representing part of the semi-circle of the β distribution. T7-C3-C4-T8 shows a

well defined α circle as well as part of a semi-circle representing the β distribution.

We observe the following for Cole parameters comparisons in Figs. 9.20 and 9.21:

For α:

• fc tends to increase (but changes are not significant)

• the only significant change in α is an increase from T7-C3-CZ-C2 to T7-C3-C4-T8
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Figure 9.19: Nyquist plots shown of electrode montages. Cole parameter location of R0,Fc
and R∞, shown in the α (red circles) and β range (blue diamonds).

Figure 9.20: Bar graphs showing mean Cole parameters of 4 electrode configuration mea-
surements obtained from subject 5. Comparisons between mean values is made with a paired
t test. Significance level is shown by number of stars.
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Figure 9.21: Bar graphs showing mean Cole parameters of 4 electrode configuration mea-
surements obtained from subject 5. Comparisons between mean values is made with a paired
t test. Significance level is shown by number of stars.

• the only significant change in R0 is a decrease from T7-C3-CZ-C2 to T7-C3-C4-T8

• R∞ increases from C3-CZ-C1-C2 to T7-C3-CZ-C2 and then decreases to

T7-C3-C4-T8

For β:

• fc and α decreases significantly from c3-C1-CZ-C2 and T7-C3-CZ-C2 to T7-C3-C4-T8

• R0 increases from C3-CZ-C1-C2 to T7-C3-CZ-C2 and then decreases to T7-C3-C4-T8

• R∞ increases from C3-CZ-C1-C2 to T7-C3-CZ-C2 and then decreases to

T7-C3-C4-T8

Fig. 9.22 shows Cole fitted parameters and plots for subject 6. (see Fig. 9.22 for

similarities). Here C1-C3-CZ-C2 and T7-C3-C4-T8 have large semi-circles for the α
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Figure 9.22: Nyquist plots shown of electrode montages. Cole parameter location of R0, Fc
and R∞, shown in the α (red circles) and β range (blue diamonds).

distribution. We see the left end of the Cole semi-circle gradually descends towards the

real-axis from C1-C3-CZ-C2 to T7-C3-CZ-C2 until T7-C3-C4-T8.

We note the following for Figs. 9.23 and 9.24.

For α:

• fc rises and then decreases

• there is no significant change in α

• R0 decreases from C3-CZ-C1-C2 to T7-C3-CZ-C2 and then increases from

T7-C3-CZ-C2 to T7-C3-C4-T8

• R∞ decreases from C3-CZ-C1-C2 to T7-C3-C4-T8

For β:
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Figure 9.23: Bar graphs showing mean Cole parameters of 4 electrode configuration mea-
surements obtained from subject 6. Comparisons between mean values is made with a paired
t test. Significance level is shown by number of stars.

Figure 9.24: Bar graphs showing mean Cole parameters of 4 electrode configuration mea-
surements obtained from subject 6. Comparisons between mean values is made with a paired
t test. Significance level is shown by number of stars.
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• fc and α decreases significantly T7-C3-CZ-C2 to T7-C3-C4-T8, fc also decreases from

C3-CZ-C1-C2 to T7-C3-CZ-C2

• There is no significant change see for R0

• R∞ increases from T7-C3-CZ-C2 to T7-C3-C4-T8

Figure 9.25: Nyquist plots shown of electrode montages. Cole parameter location of R0, Fc
and R∞, shown in the α (red circles) and β range (blue diamonds).

We see in Fig. 9.25 Cole plots and fitted parameters of subject 7. We can see that

T7-C3-C4-T8 appears to be an outlier as the magnitude of the plot is much larger than that

of the other montages. We see that the low frequency α dispersion part of T7-C3-C4-T8

appears to comprised of an inverted semi-circle. C3-C1-CZ-C2 and T7-C3-CZ-C2 are have

a small α Cole system followed by a steep curve representing part of the β dispersion.

We observe for Figs. 9.26 and 9.27.

For α:
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Figure 9.26: Bar graphs showing mean Cole parameters of 4 electrode configuration mea-
surements obtained from subject 7. Comparisons between mean values is made with a paired
t test. Significance level is shown by number of stars.

Figure 9.27: Bar graphs showing mean Cole parameters of 4 electrode configuration mea-
surements obtained from subject 7. Comparisons between mean values is made with a paired
t test. Significance level is shown by number of stars.
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• we have no parameters for T7=C3-C4-T8 as we were unable to extract parameters

for this dispersion

• fc decreases

• there is no significant change in α

• R0 and R∞ decreases

For β:

• fc decreases significantly from C3-CZ-C1-C2 and from T7-C3-CZ-C2 to T7-C3-C4-T8

• α decreases from T7-C3-CZ-C2 to T7-C3-C4-T8

• R0 increases from C3-CZ-C1-C2 and from T7-C3-CZ-C2 to T7-C3-C4-T8

• R∞ increases from C3-CZ-C2-C1 to T7-C3-C4-T8

Figure 9.28: Nyquist plots shown of electrode montages. Cole parameter location of R0, Fc
and R∞, shown in the α (red circles) and β range (blue diamonds).
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Cole plots and fitted parameters are shown for subject 8 in Fig. 9.28. Both C1-C3-CZ-C2

and T7-C3-CZ-C2 have inverted Cole systems at part of the α dispersion. These montages

have a small α Cole system followed by a steep curve representing part of β. T7-C3-C4-T8

has a large α Cole system followed by a well defined semi-circle for the β distribution.

Figure 9.29: Bar graphs showing mean Cole parameters of 4 electrode configuration mea-
surements obtained from subject 8. Comparisons between mean values is made with a paired
t test. Significance level is shown by number of stars.

Features of the Cole parameter comparison plots in Figs.9.29 and 9.30 include:

For α:

• fc decreases and then rise

• there is no significant change in α

• R0 increases from C3-CZ-C1-C2 to T7-C3-C4-T8 and from from T7-C3-CZ-C2 to

T7-C3-C4-T8

• R∞ decreases from C3-CZ-C1-C2 to T7-C3-CZ-C2 and to T7-C3-C4-T8
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Figure 9.30: Bar graphs showing mean Cole parameters of 4 electrode configuration mea-
surements obtained from subject 8. Comparisons between mean values is made with a paired
t test. Significance level is shown by number of stars.

For β:

• fc decreases from C3-CZ-C1-C2 to T7-C3-CZ-C2 and from T7-C3-CZ-C2 to

T7-C3-C4-T8

• α decreases from significantly C3-CZ-C1-C2 to T7-C3-CZ-C2

• R0 decreases from C3-CZ-C1-C2 to T7-C3-CZ-C2 and increases from T7-C3-CZ-C2

to T7-C3-C4-T8 and from C3-CZ-C1-C2 to T7-C3-C4-T8

• R∞ increases

9.5.2 Across Subject Mean

In this section, we present the results of the mean of all the subjects. Error is defined here

as the standard error of the mean. In this way we look for trends in impedance and Cole

parameters across all subjects.
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9.5.2.1 Bode Plots

(a) Mean Bode plot across all subjects with no error bars. Data points are shown as square markers

(b) Mean Bode plot across all subjects with error bars added

Figure 9.31: Across Subject Mean Bode plots shown with and without error bars.

In Figure 9.31 we also show the mean impedance magnitude across all subjects for the 3
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electrode measurement configurations (subject 7 is removed from the T7 C3 C4 T8 data set

as the measurement appears to be an outlier that would greatly skew the mean values see

Fig.9.6). In order to visualize the general track of the impedance curves, we show in Figure

9.31 (a) the mean impedance values of all subjects for each electrode montage without error

bars. In Figure 9.31 (b), we add error bars calculated as the standard error of the mean of

the data. As can be seen, C1 C3 CZ C2 and T7 C3 CZ C2 closely track a similar path. The

overlapping error bars (blue and black) show that across all subjects the 2 measurements

appear to be within the error of the measurements. At the level of the individual subject,

the graphs show distinct differences between the results of these montages.

Below 1000 Hz (frequency is given in logarithmic base 10 units) C1 C3 CZ C2 error bars

are at their maximum. As frequency is increased, the error bars slowly decrease in a funnel

shape. T7 C3 C4 T8 error bars shows a similar shape. This shows that error decreases as

frequency rises above 1 Khz. As frequency is increased, C1 C3 CZ C2 and T7 C3 C4 T8

impedance converge towards each other until a crossover point is reached at about 100

Khz; thereafter the two data sets diverge.

Fig. 9.32 a. shows the mean phase plots without errorbars in order to visualize the distinct

phase pattern of each electrode configuration. Fig. 9.32 b. shows the mean phase plots

with errorbars (standard error of the mean added). We can see that the measurement is

largest at the low (>10 Khz) and high (<300 Khz) frequency range of the spectrum. In the

frequency band (10 Khz<f<300 Khz) the 3 spectra show the greatest separation. The

phase plots suggest that the electrode montages show greater variability across the

different electrode configurations than variability of the same electrode configuration across

different subjects.

T7 C3 C4 T8 shows a very distinct pattern whereby impedance drops off more rapidly

than impedance curves of other electrode configurations. This drop of impedance is related

to the change of phase as a function of frequency. The differences of phase of the electrode

configurations can be visualized in Fig. 9.32 a and b. Both the mean phase of C1 C3 CZ
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(a) Mean phase plot across all subjects with no error bars

(b) Mean phase plot across all subjects with error bars added

Figure 9.32: Across Subject Mean phase plots shown with and without error bars.
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C2 and T7 C3 CZ C2 of all subjects show a similar pattern. Firstly all phase measurements

are negative. Phase is approximately concave from 100 Hz until 1 Khz; direction of the

phase is then inverted in a convex shape until the end of the frequency range. T7 C3 C4

T8 follows a different pattern. Phase is first positive. As frequency is increased, phase

decreases approximately linearly until ∼ 10 Khz. After this point phase follows a convex

shape reaching a minimum after 100 Khz and then rising until the end of frequency range.

9.5.2.2 Bode Plots Features and Outliers

In section 9.5.1 we presented results for the 8 individual subjects. We showed the high

variability between the different impedance spectra pattern and Cole parameters.

We therefore plotted the mean Bode and phase plots across all subjects to determine if

there were any patterns emerging from the mean of all the data.

We can note the following:

• Mean Bode plots

We see that the impedance of the 2 montages, C3-C1-CZ-C2 and T7-C3-CZ-C2,

track closely together as compared to the very different path of T7-C3-C4-T8.

Although the path of the first 2 montages are not identical, we see (Fig. 9.31 b.) a

high overlap of error bars which may imply a difficulty in distinguishing statically

significant differences between the 2 spectra. (Indeed we showed that for many Cole

parameters there was no statically significant differences between C3-C1-CZ-C2 and

T7-C3-CZ-C2 see section 9.5.2.3). On the other hand we see a distinct Bode plot for

the 3rd montage, T7-C3-C4-T8, with very little error bar overlap except at low

frequencies. In general we also observe that the noise is the highest for all 3 montages

at the low frequency end of the spectrum.

• Mean Phase plots
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We see here again that the first two montages (C3-C1-CZ-C2 and T7-C3-CZ-C2)

have a similar phase pattern very different from the phase of T7-C3-C4-T8. Common

features of the C3-C1-CZ-C2 and T7-C3-CZ-C2 include remaining as a negative

phase throughout the frequency range as well as assuming a convex shape from ≈ 1

KHz until 1 MHz (Fig. 9.32). The T7-C3-C4-T8 phase begins as slightly positive and

then descends to negative values, the phase follows a concave shape. We can see a

frequency band of ≈ 10 - 100 KHz whereby the greatest separation is achieved

between the different phase spectra. As mentioned earlier measurement show the

greatest noise (indicated by size of error bars) at low frequencies.

9.5.2.3 Cole Plots and Parameters

In this section we show the results of the mean impedance plotted in a Nyquist or Cole plot.

The general shape of the impedance spectra is shown in Fig. 10.4 (a) whereas the

inter-subject variability is shown in the form of error bars in Fig. (b). We can see the

overall similarity between C3-CZ-C1-C2 and T7-C3-CZ-C2, both spectra show a prominent

α semi-circle followed by a steep rise showing part of the β semi-circle. T7-C3-CZ-C2 rises

to a higher reactance magntidue and is has a overall higher real impedance than

C3-CZ-C1-C2. T7-C3-C4-T8 is shifted significantly to lower values along the real-axis. We

can see a semi-circle for the α dispersion followed by a second semi-circle for the β

dispersion that descends into negative values (meaning positive phase). We see that the

magnitude of the error bars tends to be the largest for the lowest frequencies in the α band.

In Figs. 9.34 and 9.35 we show the result of Cole parameter shown in Fig. 10.4. Due to the

irregular shapes of the C3-C1-CZ-C2 and T7-C3-CZ-C2 we use the modified Cole fitting

approach as described in 9.4.0.1. We use a non-paired t-test to test for statistically

significant differences since the parameters here are derived from the mean of different

subject measurements (see section 9.4)

We note the following for the α dispersion
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(a) Mean Cole plot across all subjects with no error bars

(b) Mean Cole plot across all subjects with error bars added

Figure 9.33: Across Subject Mean Cole plots shown with and without error bars.
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Figure 9.34: Mean across subject α Cole parameter comparison across electrode montages.

Figure 9.35: Mean across subject β Cole parameter comparison across electrode montages.
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• Due to the high error magnitude the only significant difference (P=<.05) is shown for

R∞ which decreases from C3-C1-CZ-C2 to T7-C3-C4-T8 and from T7-C3-CZ-C2 to

T7-C3-C4-T8.

• Non-significant changes include a decrease for fc, overall stability for α and increase

and then decrease for R0.

We observe the following for β:

• fc decreases (non-significantly)

• α decrease significantly from from C3-C1-CZ-C2 to T7-C3-C4-T8 and from

T7-C3-CZ-C2 to T7-C3-C4-T8

• R0 increases significantly from T7-C3-CZ-C2 to T7-C3-C4-T8

• R∞ increases significantly from T7-C3-CZ-C2 to T7-C3-C4-T8

9.5.2.4 PCA parameters of experimental spectra

We now show results of PCA on impedance spectra pairs where the first montage is used as

a reference (pairs are C3-C1-CZ-C2 - T7-C3-CZ-C2, C3-C1-CZ-C2 - T7-C3-C4-T8). See

sections 8.2.3 and 8.2.3.1 for some background on PCA as well as the methodology used for

our analysis.

Fig. 10.11 shows the loadings (shown as vectors) and the scores of the first 2 principal

components of the pair C3-C1-CZ-C2 and T7-C3-CZ-C2. Real results are shown on the left

side of the graph and imaginary results on the right. The 2 real scores are shown tightly

clustered near the first principal component axis around .4. The imaginary scores are

shown more widely dispersed around either side of the negative axis of the first principal

component.
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Figure 9.36: Principal components, scores and coefficients shown of real and imaginary
components of electrode montages C3-C1-CZ-C2 and T7-C1-CZ-C2

Figure 9.37: Percent of total variance of first and second principal components of real and
imaginary components, shown for electrode montages C3-C1-CZ-C2 and T7-C1-CZ-C2.
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In Fig. 9.37 we see the percentage of variance described by the first and second real and

imaginary components. In both cases the first component describes almost 100% of the

variance. For the second principal component we have ≈ .018% variance and ≈ .55%

attributed to the real and imaginary components respectively.

Figure 9.38: Principal components, scores and coefficients shown of real and imaginary
components of electrode montages C3-C1-CZ-C2 and T7-C3-C4-T8.

Fig. 10.12 shows the loadings and scores for the pair C3-CZ-C1-C2 and T7-C3-C4-T8.

Here we see that both the real and (especially) imaginary scores are more widely separated.

Fig. 9.39 shows the percent variance explained by the real and imaginary first and second

components. Here the percent variance described by the second components has increased

by a factor of 10 to ≈ .14% and ≈ 3.3% for the real and imaginary components respectively.

9.5.3 Discussion

After analysis of our experimental we can make a number of observations. Firstly we note

the high degree of variability between subjects. A detailed discussion of features of the

subject Bode plots showed numerous patterns of impedance response for each montage
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Figure 9.39: Percent of total variance of first and second principal components of real and
imaginary components, shown for electrode montages C3-C1-CZ-C2 and T7-C3-C4-T8.

across frequency. We also saw a high degree of variability in the shape of the Cole plots,

and the values and trends of the Cole parameters across the different montages. In many

cases as well differences between Cole parameters were shown to be non statistically

significant.

This high degree of inter-subject variability may be due to a number of reasons. One study

has shown that direct bioimpedance measurements are strongly affected by age, gender,

and body mass characteristics [244]. In our study, all our subjects were male, however there

were differences of age and tissue characteristics. In fact, bioimpedance measurements are

known for high variability even within subjects over repeated measurements. Some authors

have shown a within subject variability of 3-14 Ω under standardized conditions (fasting, in

the morning and an empty bladder in a set position) [245].

In the context of neurostimulation, the variability of tissue properties are a known factor

that affect the distribution of the electric field in the brain and hence the purported

physiological effects [37,246,247]. For instance a study that investigated the electric field
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distribution in finite element models constructed from 24 males, found that 50% of the

variance could be explained by the thickness of the CSF layer. Others have suggested [37]

that a significant cause of inter-subject is driven by anatomical and physiological

differences in individuals including factors such as fat levels, skull thickness, shape of the

cortex and CSF density [103,107]. Our findings show large inter-subject variability which is

consistent with the reported high between groups variability reported for tDCS

neurostimulation effect [18]. Intra-subject measurement error is much lower, however tDCS

neurostimulation effect is shown to also have high intra-subject variability [18].

Other factors causing variability may include the thickness and impedance of the stratum

corneum. A study has shown that the stratum corneum dominates the impedance response

of tissue below 1 KHz [248]. In [249] it was shown that the spectrum of the stratum

corneum did not correspond with a Cole model, stripping of this layer with tape did change

the impedance to be compatible with the Cole model. Although we have use a 4 electrode

measurement, the high impedance of the outer scalp necessitated use of skin

pre-conditioning which may cause artifact and error due to voltage mismatch [242,250].

Despite all the inter-subject variability we do note common patterns across all subjects. In

general we were able to identify α and β impedance dispersions across all subjects and

differences in mean impedance magnitude and phase are shown across subjects for different

electrode montages.

We now discuss in greater details some of the patterns that we identified across subject

measurements.

First of all we can identify semi-circles representing the Cole models of α and β dispersion

for all subjects- although the exact shape varied quite a bit. We see quite a number of

semi-circles part where the characteristic frequency appeared to be beyond the

measurement range. This is similar to [251] who simulated a tetrapolar electrode system

applied on the fingers factoring in blood pulsitility with current frequency ranging from 5
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kHz to 100 MHz. Validation with an instrument only showed part of the semi-circle

characterizing blood due to device limitations. Here we see that some Nyquist plots of

impedance spectra appear to be linear rather than rounded (for example see top graphs of .

9.7). This posed some challenges for our method of extraction which relies on fitting a

semi-circle shape to the impedance spectra. We therefore modified our algorithm (see

section 9.4.0.1) and approximated fc as being the nearest neighbor to a point interpolated

near the semi-circle peak. In fact this resulted in a approximate parameter which was often

extracted from the peak of the graph representing 1 MHz. Other semi-circles were better

defined, for example many of the impedance spectra derived from T7-C3-C4-T8 (see

bottom left graph of Fig. 9.7).

Other notable patters included the magnitude of the impedance spectra. We observed

generally a decrease in fc across montages (see for instance Figs. 9.27, 9.24and 9.18). We

also see for instance for a number of subjects (see Figs. 9.13 and 9.19) that the magnitude

of T7-C3-C4-T8 is less than that of the other montages (along both the real and imaginary

axis).

Despite the commonalities of some of the spectra pattern, it was difficult to find a

consistent pattern when comparing across individual subjects. We see clear outliers (i.e.

huge differences in magnitude) like for instance the spectrum of the T7-C4-C5-T8 as shown

in bottom right Fig.9.25. In many cases the Cole parameters trends across subjects differed

considerably. This is line with previous work that showed that Cole parameters are highly

susceptible to variability due to noise cause by physiological changes to tissue as well as

intrinsic measurement noise [237]

In order to reduce the effect of the inter-subject variability we investigated impedance, Cole

and PCA parameters on the mean impedance of all 8 subjects. Here the error bars reflect

the inter-subject variability. We note that indeed a distinct curve or frequency behavior is

shown resulting from each electrode montage as shown for impedance vs. frequency (Fig.

9.31), phase vs. frequency (Fig. 9.32) and Nyquist plots (Fig. 10.4). Thus despite the large
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inter-subject variability, we do see an emergence of pattern for the mean values.

We investigated changes of extracted Cole parameters across the tetrapolar montages. Due

to the high-variability across subjects there were very few significant differences. (as tested

by an un-paired test). In the α dispersion we see that there is a significant decrease in R∞

from C3-CZ-C2-C1 to T7-C3-CZ-C2 and from T7-C3-CZ-C2 to T7-c3-c4-T8. In the β

dispersion there are significant decreases in α, and a significant increase in R0 and R∞. In

no case was there a statistically significant change between the two first montages of

C3-CZ-C2-C1 and T7-C3-CZ-C2. Thus we see that only the larges differences between the

2 first montages to T7-C3-C4-T8 were significant enough to emerge through all the

inter0subject noise.

We then looked at the scores of the first two real and imaginary principal components. As

shown earlier for FEM tetrapolar and bipolar montages, the variation between different

impedance spectra pairs is almost 100% explained by the first principal component. The

second component increases as the the separation between the electrode montages is

increased. Interestingly, PCA on the pair C3-C1-CZ-C2 and T7-C3-CZ-C2 showed that the

percent variance along the second imaginary principal component was over 3% (see Fig.

9.39). This is a much more significant variance than that shown for the FEM model (see

Fig. 8.34, however, the overall score distribution and trends in changes in variance for

different impedance spectra, do appear to closely match results shown on the FEM (see

chapter 10).

Thus we conclude our discussion with the observation that despite the inter-subject

variability, there are some patterns and trends in the data. This can be seen in the mean

results that shows that there are significant differences in the spectra resulting from

different montages. The distinct patterns we described may provide insight in how

electrode configuration, and measurement frequency shapes internal sensitivity fields

patterns in the brain with important implication for neuro-stimulation dose and for

neural-measurement applications.
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In the next chapter we will discuss in detail how closely the experimental mean impedance

characteristics match with results derived from the FEM model.

9.6 Summary

This chapter presents the results of a pilot study measuring and analyzing the head

impedance spectra of 8 subjects. We used the Solatron (1294 and 1255b) for acquisition of

experimental data. We used a fixed 100 µA current with a frequency range from 100 Hz

until 1 MHz with 5 points per decade. Electrode configurations were identical to the

simulated tetrapolar montages. We used the Cole model and PCA to analyze the spectra.

Results showed high variability of Cole parameters between subjects. Overall each

tetrapolar configuration showed unique impedance characteristics (phase, magnitude,

nyquist plots) when mean subject spectra was analyzed. PCA analysis of mean subject

showed that close to 100% of variance between spectra could be described by a single

principal component and that the variance described by the second principal component

increase as the inter-electrode angle was increased.
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Chapter 10

Comparison of FEM and
Experimental Results

In this chapter we compare results derived from mean experimental spectra to that shown

for the FEM.

Figure 10.1: Comparison of mean experimental and FEM impedance. From upper left
clockwise, Sum of all real impedance across all electrode montages, real impedance of C3-
C1-CZ-C2, real impedance of T7-C3-CZ-C2, real impedance of T7-C3-C4-T8.

Fig. 10.1 shows a series of graphs comparing the FEM and mean experimental real

impedance. The blue data points represent experimental impedance, whereas red points
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are FEM impedance. Experimental data is plotted over the measurement frequency range

(100 Hz - 1 MHz) and FEM is plotted over the simulation frequency range (1 HZ - 1 GHz).

Specifically we have from upper left moving clockwise: (a) the sum of the real impedances

of C3-C1-CZ-C2, T7-C3-CZ-C2 and T7-C3-C4-T8 (b) real impedance of C3-C1-CZ-C2 (c)

real impedance of T7-C3-CZ-C2 and (d) real impedance of T7-C3-C4-T8.

Figure 10.2: Comparison of mean experimental and FEM impedance. From upper left clock-
wise, Sum of all imaginary impedance across all electrode montages, imaginary impedance
of C3-C1-CZ-C2, imaginary impedance of T7-C3-CZ-C2, imaginary impedance of T7-C3-
C4-T8.

Fig. 10.2 is presented in the same format as Fig. 10.1 except that the imaginary

component of impedance is shown.

We can observe some of the similarities and differences of the experimental and FEM data

sets. Firstly we see a difference in the impedance ranges. The experimental data is shown

in the ≈ range of 40 Ω < Zreal < 80 Ω whereas the FEM is in the ≈ range of

1 Ω < Zreal < 30 Ω. The imaginary impedances ranges are, for the experimental data: ≈

−15 Ω < Zimaginary < −2 Ω and for the FEM data: −10 Ω < Zimaginary < 0 Ω.
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Overall we can see that the real impedance FEM and experimental shapes are similar - i.e.

descending as a function of frequency, except that the experimental impedance has a

greater negative gradient. The imaginary FEM and experimental impedance shapes show

good agreement in some cases. We note a clear concavity in the graphs of both impedance

sets centered at around 10 kHz. At the end of the experimental frequency we do tend to

see a divergence of experimental and FEM imaginary impedances. This is especially clearly

shown in the bottom right of Fig. 10.2 for the montage T7-C3-C4-T8 where the tail end of

the experimental spectra sharply diverges from the FEM graph.

To further investigate the relationship between the experimental and FEM data we show

the Pearson’s Linear Correlation coefficients. P-values are shown after testing for the null

hypothesis (no significant correlation) with the t-test and an assumed significance level of α

= .05 (see section 6.1.2).

Impedance R coefficient P value

Total Real 0.950 9.365*10−17

Total Imaginary 0.669 2.797*10−05

C3 C1 CZ C2 Real 0.952 5.356*10−17

C3 C1 CZ C2 Imaginary 0.734 1.726*10−06

T7 C3 CZ C2 Real 0.950 1.184*10−16

T7 C3 CZ C2 Imaginary 0.808 2.247*10−08

T7 C3 C4 T8 Real 0.935 5.069*10−15

T7 C3 C4 T8 Imaginary -0.507 0.003

Table 10.1: Correlation coefficients and p-values for FEM and experimental real and imagi-
nary impedance.

Table 10.1 shows a strong linear correlation (r > .93) with low p-values between the real

experimental and FEM impedance. Imaginary impedances have a weaker but still

significant correlation. The impedances for T7-C3-C4-T8 montage are shown to have a

negative correlation of r=-.507 with a p-value of .003.
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10.1 Comparison of Nyquist plots and Cole

Parameters

Figure 10.3: FEM Nyquist plots across all electrode montages up until 1 MHz.

We show in Fig. 10.3 Nyquist plots of the FEM for the 3 tetrapolar montages. The

frequency range of the plots are limited to 1 MHz to correspond to the maximum frequency

used when obtaining experimental data. The plotted impedance is the mean of 6 samples

(see section 4.7). We see here a clear difference in impedance magnitude real and

imaginary for the different montages. C3-CZ-C1-C2 has the highest impedance magnitude

followed by T7-C3-CZ-C2 and then by T7-C3-C4-T8. We observe a change in the shape of

the impedance spectra especially at the limit of our frequency range, C3-CZ-C1-C2 shows a

rounded semi-circular shape with a peak, this is changed to more of linear rise for

T7-C3-CZ-C2 and T7-C3-C4-T8.

Fig. 10.4 shows the mean experimental Nyquist plots over the tetrapolar montages. Here

we see that both C1-C3-CZ-C2 and T7-C3-CZ-C2 spectra have an approximately linear

rise for β dispersion. T7-C3-CZ-C2 has the greatest magnitude for both real and imaginary
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Figure 10.4: Mean Bode plot across all subjects with no error bars.

impedance. T7-C3-C4-T8 has the the lowest real and imaginary magnitude and has a

clearly defined semi-circle unlike the other spectra.

Figure 10.5: FEM α Cole parameter comparison across electrode montages.
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Figure 10.6: FEM β Cole parameter comparison across electrode montages up until 1 MHz.

Figs. 10.5 and 10.6 show a comparison of the FEM Cole parameters for the α and β

dispersions.

We note the following for the α dispersion:

• fc is significantly reduced from C3-C1-CZ-C2 to T7-C3-C4-T8 and from

T7-C3-CZ-C2 to T7-C3-C4-T8

• α is reduced from C3-C1-CZ-C2 to T7-C3-CZ-C2 and increased from T7-C3-CZ-C2

to T7-C3-CZ-C2 and from T7-C3-CZ-C2 to T7-C3-C4-T8 (changes are significant)

• R0 and R∞ are significantly reduced (from left to right)

We observe for the β dispersion:

• fc is significantly decreased from to T7-C3-CZ-C2 and T7-C3-C4-T8

• α significantly increases (from left to right)
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Figure 10.7: Mean inter-subject α Cole parameter comparison across electrode montages.

Figure 10.8: Mean inter-subject β Cole parameter comparison across electrode montages.
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• R0 and R∞ are significantly reduced (from left to right)

Figs. 10.7 and 10.8 show Cole parameter comparison for the mean experimental α and β

dispersions. A non-paired t-test is used to test for statistical significance (see section

9.5.2.3).

We note for the α dispersion:

• R∞ decreases significantly from C3-C1-CZ-C2 to T7-C3-CZ-C2 and from

T7-C3-CZ-C2 to to T7-C3-C4-T8.

• Other changes are not significant.

We see for the β dispersion:

• fc decreases (not significantly).

• α decreases significantly from C3-C1-CZ-C2 to T7-C3-CZ-C2 and from T7-C3-CZ-C2

to to T7-C3-C4-T8.

• R0 increases significantly from T7-C3-CZ-C2 to T7-C3-C4-T8

• R∞ increases significantly from T7-C3–CZ-C2 to T7-C3-C4-T8

10.2 Comparison of PCA parameters

Figs. 10.9 ,10.10, 10.11, 10.12 for the FEM and experimental impedance PCA loadings and

scores are reproduced here for the purpose of visual comparison.

Upon inspection of the graph we see clear similarities:

• Real and imaginary scores consist of 2 points around the axis of the first principal

component
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Figure 10.9: Principal components, scores and coefficients shown of real and imaginary
components of FEM electrode montages C3-C1-CZ-C2 and T7-C1-CZ-C2.

Figure 10.10: Principal components, scores and coefficients shown of real and imaginary
components of FEM electrode montages C3-C1-CZ-C2 and T7-C3-C4-T8.
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Figure 10.11: Principal components, scores and coefficients shown of real and imaginary
components of experimental electrode montages C3-C1-CZ-C2 and T7-C1-CZ-C2.

Figure 10.12: Principal components, scores and coefficients shown of real and imaginary
components of experimental electrode montages C3-C1-CZ-C2 and T7-C3-C4-T8
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• Imaginary components are distributed around the negative axis the first principal

component

• Most of the variance between the impedance spectra can be described by the first

principal component

• The second principal component explains more of the variance of the imaginary

component than the first component

• The variance described by the second principal component increases for the change of

impedance pair from C3-CZ-C2-C1 and T7-C3-CZ-C2 to C3-CZ-C2-C1 and

T7-C3-C4-T8

Although the trends of the PCA results are the same for the FEM and experimental data,

we can also see some differences. For example the variance explained by the second

principal component is greater for the experimental impedance as compared to the FEM

impedance. In addition scores (real and imaginary) and loadings of the FEM and

experimental data are distributed differently.

10.3 Discussion

In the first part of the thesis we have shown separately FEM and experimentally derived

results. In this chapter we are interested in comparing experimental and FEM data.

Generally agreement between experimental and numerical results is not considered an

absolute validation of the model, nevertheless we suggest that similarities between the

datasets will allow us to make reasonable inferences concerning the validity of our

approach. The comparison of FEM models to experimental data has already been

discussed in relation to tDCS dose (for example see [239]). In fact the entire research field

of FEM modeling for tDCS optimization is based on the assumption that numerical based

results can be applied to clinical settings.
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For the first part of our analysis we compared the shape and values of FEM and

experimental real (Fig. 10.1) and imaginary (Fig. 10.1) impedance as a function of

frequency. We can see that overall the slopes of the decrease of the real impedance are

similar and the two data sets are highly correlated (r > .9 and p< 9.36 ∗ 10−17)(see table

10.1) We also can see that some differences, for example the rate of descent of the the FEM

impedance is more gradual in the experimental frequency range ( 102Hz < f < 106Hz).

The experimental real data is greater in terms of absolute value by a factor of ≈ 4 for the

low frequency values. The agreement between the FEM and experimental data is the

highest for the C3-C1-CZ-C2 and the gradually decreases for the T7-C3-CZ-C2 and

T7-C3-C4-T8 where T7-C3-C4-T8 has the lowest correlation coefficient.

Similarly we observe the relative agreement of the FEM and experimental imaginary

impedance in Fig. 10.2. We see however some clear differences. We can observe that there

is a negative offset between the experimental and the FEM imaginary impedance. The

peak of the FEM β curve does not coincide exactly with the FEM curve. In addition there

is significant error between the high end of the experimental frequency and the FEM. This

is especially pronounced for the imaginary experimental impedance T7-C3-C4-T8. The

FEM and experimental imaginary impedance of T7-C3-C4-T8 are negatively correlated

with a relatively R coefficient (R = -0.507, and p = .003).

We note that the experimental impedance appears to drop in a more linear fashion than

the simulated impedance along the frequency range (x-axis). This may be due to a larger

drop in experimental permittivity over frequency as compared to the simulated data-set.

The modelling work also does not take into account the frequency dependency of the

electrode-tissue interface (see section 4.5).

In addition, differences between experimental and FEM results may be in part due to

limitations of the dielectric data provided to the model [39, 54,55]. In [54] there is a

discussion about sources of error in regards to collection of dielectric data. As open ended

coaxial probes were used to collect material properties, measurements are susceptible to
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electrode polarization at low frequencies and stray capacitance at high frequencies. At

frequencies below 1 KHz, electrode polarization may be potentially a significant source, at

frequencies below 100 Hz, permittivity values may be erroneous by up to a factor of 2 or 3.

Error due to measurement noise was estimated to be at 1%, however variability of

dielectric data was estimated to cause an error of 15%-25% for frequencies below 1 MHz.

Additionally data was collected from ex-vivo samples which can result in significant

differences to dielectric spectra as compared to live samples [220]. As mentioned previously,

we based our choice of muscle [150] as a representation of scalp tissue on the work of [151]

which modeled scalp tissue as a homogeneous layer of skeletal muscle. This may be a

highly inaccurate assumption as it is known that the muscle is highly anistropic with

differing impedance recorded for longitudinal and transverse measurements [252].

Sources of error of our measurement include electrode polarization error (although our

measurement is tetrapolar [195]), impedance and voltage mismatch [242] and stray

capacitance [155,156]. The effect of stray capacitance was shown when testing the

calibration unit as a deviation of the Nyquist plot at high frequencies (see Fig. 9.2). This

error is assumed to have increased by our use of non-shield cables to connect to the

Solatron leads (see section 9.3.2). In fact we posit that the sharp divergences of the

imaginary curves at high frequencies are largely as a result of stray capacitance error.

We next observe the difference between the FEM and experimental Nyquist plots (see Figs.

10.3 and 10.5). One striking difference between the plots is the difference in order of

impedance magnitude for the C3-C1-CZ-C2 and T7-C3-CZ-C2. The FEM shows that

C3-C1-CZ-C2 has the highest magnitude (real and imaginary) whereas the mean

experimental data indicates that T7-C3-CZ-C2 has the highest impedance. We posit that

in fact the experimental C3-C1-CZ-C2 shows the effect of an artifact introduced by the

addition of saline to the electrode sites as described in section 9.3.2. Due to the close

proximity of the voltage pair C1-CZ, the introduction of saline may have inadvertently

created a shunt path through the scalp tissue thus resulting in a lower impedance profile
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than predicted by numerical calculations (for an extreme example see the impedance of

C3-C1-CZ-C2 in at the bottom graph of Fig. 9.4). We see in the literature that

bioimpedance measurements are prone to error due to the creation of surface shunt

paths [195] and close placement of current electrodes [253].

Another obvious difference is the shape of the T7-C3-C4-T8 curve which experimentally

almost reaches the real-axis (Fig.10.4), whereas the FEM model shows only part of a

semi-circle (Fig.10.3). Here possibly the differences between the impedance spectra graphs

may have been caused by experimental stray capacitance error at high frequencies.

Since Cole parameters are based on fitting and analysis of the impedance curve, we

therefore suggest that these different shaped curves preclude the direct comparison of Cole

parameters across the FEM platform and experimental measurements.

Indeed we can see that FEM (Figs. 10.7 and 10.8) and experimental Cole parameters

(Figs. 10.5 and 10.6) are very different. There are some similarities (i.e. for the α

dispersion fc decreases ( from left to right across the bar charts), however this is not a

significant change for the mean experimental parameter. The only α parameter that does

match is R∞ which decreases significantly for both the FEM and experimental data sets.

In the β dispersion both the FEM and experimental fc decreases, however again this is not

significant in the experimental case. Contradictory trends are noted in for the α, R0 and

R∞ parameters; the FEM shows an an increase in α and a decrease in R0 and R∞,

conversely the experimental data only shows a statistically significant increase in R0 and

R∞ from T7-C3-CZ-C1 to T7-C3-C4-T8.

Although there may be some individual trends in the Cole parameters shown for individual

subjects that match the FEM, overall each subjects Cole parameters were highly variable

and non-consistent (see section 9.5.2.3). This may be the reason that many of the mean

Cole parameters did not show statistically significant differences.

The difficulty of Cole parameter variability is discussed in [158], measurement noise and
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physiological changes to the tissue are listed as reasons why Cole parameters are highly

susceptible to noise [158]. In fact it was shown that Cole parameters extracted from raw

data without preprocessing could not be used in a classification task (arm position).

Furthermore it was shown that PCA used with K-NN classifier was also had a better

classification performance than that achieved using raw Cole parameters [158] In [237] it

was shown that SVD (singular value decomposition) could be used as method of

preprocessing data by removing uncorrelated noise components and reconstructing the

denoised data. It was shown that extraction of Cole parameters from the denoised data

could indeed be used accurately in a classification task (prediction of arm position). We

thus show here that Cole parameters extracted from raw impedance appear to be too

variable for use as a reliable indicator of dose distribution in the brain. On the other hand

we do observe that for all the subjects, each electrode montage resulted in a distinct

impedance spectrum with a defined α and β dispersion. If we consider the FEM as an

approximation of the objective truth, then we can compare subject data with the FEM

when there is some agreement between them.

Our motivation for using PCA decomposition as a way of describing the variance between

bioimpedance spectra (as well as resulting dose) is thus related to reduction in error caused

by discarding elements of the data caused by non-correlated noise elements. We only are

looking at the scores of the two first principal components, thus we can assume that most

of the variability associated with noise is discarded.

When comparing the PCA parameters for the FEM and experimental data (see Figs. 10.9,

10.10, 10.11, 10.12) we do see a high level of agreement (unlike the Cole parameters). First

of all for all impedance spectra pairs, we observe that the first principal component

describes close to 100% of the variance. The pattern of the score distribution is similar for

the FEM and experimental data. Both scores are clustered around the first principal

component with small offsets around the second principal components. The real scores are

clustered around the positive part of the first principal component axis; conversely the
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imaginary scores are distributed around the negative part of the principal component axis.

We find interesting that for both the FEM and experimental impedance, the percent of

variance described by the second component increases as the electrode montages are

separated. For instance we note for the FEM model the second component variance

increases from ≈ 0.17% to ≈ 0.7% when the montage pair is varied from C3-C1-CZ-C2 and

T7-C3-CZ-C2 to C3-C1-CZ-C2 and T7-C3-C4-T8. For the experimental impedance we

have the same trend albeit different numbers; here the second component variance

increases from ≈ 0.7% to ≈ 3.3% for the same change in montage pair. This change of

variance can be seen visually in the plots (referenced above) showing the change in the

offset of the scores from the first component axis, as the variance along the second axis

increases, the distance of the score offset also increases.

The change in variation distribution along the first and second principal components is

related to change in impedance which is related to change in sensitivity (see chapter 6). We

consider here sensitivity as a quantity related to dose. We see by example from Figs. 6.32

that the intracranial sensitivity does increase when varying electrode montage from

C3-C1-CZ-C2 to T7-C3-CZ-C2 and finally to T7-C3-C4-T8. Thus we can consider the

changes in the variation percentage of the first and second principal components as a

measure of change in dose.

10.4 Summary

This chapter presents the results of comparison of the FEM to the experimental study. We

see overall that the experimental Cole parameters are different than the Cole parameters

derived from the simulated data. The impedance spectra shapes were plotted showing

different patterns for experimental and simulated data. PCA analysis showed a similar

trend, both experiment and simulated impedance showed an increase in the variance

described by the second principal component as inter-electrode angle is increased. The
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results of this PCA analysis can possibly relate changes in impedance spectra to dose.
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Chapter 11

Conclusions

11.1 Discussion

At the end of thesis we wish to discuss our results and if and how they conformed to our

objectives as described in section 1.2.

11.1.1 Objective 1 Results

Our first objective was to simulate sensitivity distribution in our FEM and investigate how

changing the electrode configuration (by increasing the inter-electrode gap or θ angle (see

section 4.3) affects the sensitivity distribution (2 and 4 electrode configurations described

in sections 4.1.1 and 4.1.2). We also want to investigate the proportion of sensitivity field

distribution in each tissue as well as how sensitivity and focality change as a function of

frequency.

Our expectations were that sensitivity and focality are (see section 4.8.4) dependent on

electrode distance and that as the inter-electrode gap is increased sensitivity would increase

in the brain. We also expect that the total sensitivity will be dominated by the superficial

tissue layers of the head and that the brain sensitivity will be less than 5% of the total

sensisity

We do indeed see a clear separation between sensitivity spectra as inter-electrode gap is

increased. This is shown for example in Figs. 6.8, 6.10 and 6.12 for the bipolar montages
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and in Figs. 6.28, 6.30 and 6.32 for the tetrapolar montages. In general the further the

greater inter-electrode gap, the greater the sensitivity distribution in the brain. This

pattern is seen for all the brain tissues (GM, WM and GM ROI), with the exception of the

WM ROI where greater electrode separation does not necessarily result in a greater

sensitivity distribution see Figs. 6.20 6.31)

Conversely as electrode gap is increased, focality is decreased in all the ROIs (for example

see for the bipolar montage Figs. 6.19, 6.20 and 6.21 and for the tetrapolar montage Figs.

6.38, 6.39 and 6.40).

These results show the difficulty in optimizing dose as a fundamental tradeoff between

magnitude and focality (see for example [120]). Our results showed that brain sensitivity

increased as a function of increased inter-electrode angle are in accordance with physical

experiments of Burger and Milaan [254], phantom measurements of Rush and Driscoll [87]

as well as later FEM studies on the modeling of tDCS current in the brain [71,105]. Thus

we now have a foundation for investigating if a bioimpedance sweep of electrode montage

results in a unique spectra that can be linked to the dose distribution.

We also showed the relative sensitivity distribution throughout all the head tissues. For the

bipolar measurements sensitivity was highly concentrated in only 2 layers - the scalp and

the CSF (see Figs. 6.5 and 6.7). The wide range of sensitivity values for the head tissues is

clearly shown in log-log plots of sensitivity vs frequency. These plots also show that scalp

followed by CSF have the greatest sensitivity (for example see Fig. 6.13). On the other,

sensitivity of the brain tissues is quite low as shown in Figs. 6.8 and 6.10 and on the

logarithmic scale in Fig. 6.13. From the values on the graphs we can see that sensitivity of

the scalp and CSF are ≈> 90% (depending on the frequency) of the total sensitivity. This

is in line with our expectations. We also see a sharp fall in CSF as a function of frequency

(Fig. 6.7) corresponding with an increase of sensitivity in the brain (Figs. 6.8 and 6.10).

The high sensitivity of the bipolar configurations to boundary layers [208] indicates that
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the 2 electrode configuration may not be suitable for directly measuring the impedance of

the brain (for instance measurements on stroke patients see [236]). In the context of our

research, the bipolar configuration may not be optimal for measuring brain impedance and

thereby estimating dose.

The tetrapolar sensitivity distribution was more complex. All montages showed a high CSF

contribution, however the effect of negative sensitivity caused a large decrease in scalp

sensitivity. The montage T7-C3-C4-T8 results in a very low scalp sensitivity which was

actually lower than the GM sensitivity at low frequencies (see Fig. 6.35). The implication

of these results are that that the scalp impedance can almost be entirely removed from the

impedance measurement. We also posit that a tetrapolar array of electrodes used in tDCS

could be used to increase dose in the brain by reduction of electric field in the scalp in a

manner analogous to the field cancellation of the sensitivity field. This may be related to

studies in tDCS optimization that show that the electrode field in the brain can be shaped

by multiple electrodes in a manner analogous to beam forming [59,120,255].

The frequency dependence of sensitivity and focality is clearly shown to increase as

frequency rises (see Figs. 6.8 and 6.19). Thus potentially neurostimulation targeting depth

could be improving by picking an appropriate current injection frequency. This technique

could potentially be used in a form of frequency modulated neurostimulation such as

tACS [256]. The improving in focality however has to be balanced against a loss of electric

field magnitude as shown in Fig. 6.18. Thus we see again a fundamental tradeoff between

focality and magnitude [255].

11.1.2 Objective 2 Results

Our second objective was to investigate if a linear correlation exists between sensitivity and

dose (electric field and current density). Our motivation here is to consider the sensitivity

field distribution as a proxy for dose variables. Our approach is to measure the impedance

spectra of the head. The relation between impedance and sensitivity is shown eq. 4.19 and
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4.20. A correlation between sensitivity and dose would then show a link between dose and

impedance which ties into our objective of inferring dose from impedance. Our expectation

is that a significant linear correlation exists between these variables (p-value below an α

=.05) and that correlation is high (> .9).

We see overall a strong linear correlation between the sensitivity and dose spectra.

For the bipolar montage we have a high correlation between sensitivity and current density.

The lowest correlation is for the scalp tissue (R=0.895, p = 9.039× 10−18) and the highest

correlation is for the GM ROI (R = 0.992, p = 2.623×10−43). The correlation between

sensitivity and electric field is generally lower with the many of the tissues having a

negative correlation. The tissue with the lowest correlation (closest to 0) is the scalp (R =

0.992, p = 2.623×10−43) and the tissue with highest correlation is the CSF (R = 0.992, p

= 2.623×10−43). See tables 6.1 and 6.2.

For the tetrapolar montage we also have a high correlation between sensitivity and current

density. The strongest correlation is for the scalp tissue (R=0.980, p = 3.286×10−34 ) and

the weakest correlation is for the GM ROI (R = 0.547, 6.246×10−24). Correlation of the

WM is high but negative (R = -0.857, 7.647×10−15). The correlation between sensitivity

and electric field is generally weaker with the many of the tissues having a negative

correlation. The tissue with the weakest correlation is the scalp (R = -0.133, p = 0.366)

and the tissue with highest correlation is the CSF (R = 0.982, p = 3.392×10−35). See

tables 6.3 and 6.4.

We thus have generally confirmed that there is a high linear correlation between the

sensitivity and dose frequency response. We must mention though that the magnitude

relationship is non-linear as shown by eq. 6.2. In addition some of the tissues show a weak

correlation.

260



11.1.3 Objective 3 Results

We now wish to examine how electrode montage, frequency, and tissue type affect the

impedance measurement of the head. we expect that as electrode gap is increased, the

contribution of the brain tissues to the total impedance will increase.We expect that the

high impedance skull tissue will have a large contribution to the total impedance of the

head since skull conductivity is low. We also expect that the scalp and the CSF will have

large contributions to the total impedance. Other tissues will contribute less than 1% of

the impedance. Like sensitivity we also expect that the contribution of CSF on impedance

will decrease and conversely the brain contribution to impedance will increase as frequency

is increased.

First we see that for both bipolar and tetrapolar montages, as electrode gap is increased,

impedance of the brain increases as shown in a series of log-log plots (for impedance of

bipolar montages see Figs. 7.1, 7.2, 7.3, 7.4; for tetrapolar montages see Figs. 7.5, 7.6, 7.7).

For the bipolar montages, we see that the scalp, CSF and skull have the greatest

impedance. The impedance of the brain tissues is ≈< 1% as shown in the graphs above.

The impedance of the brain tissues does increase as electrode gap is increased with the

largest increase occurring from montage CZ-C1 to CZ-C3.

The tetrapolar montage results in the heighest impedance being in the CSF, skull and

CSF. We see clearly the effect of increasing the angle between the voltage and current

electrodes and thus generating a negative sensitive field. This is shown as a large reduction

of scalp impedance to the extent that the GM impedance is greater than that of the scalp

for the low frequencies of the T7-C3-C4-T8 montage.

In general our research objective was met as we showed the impedance measurement of the

head is dominated by 2 or 3 tissues. This simplifies the problem of decomposition of the

impedance signal as it is mainly generated by only a few tissues. We do note the difficulty

of directing measuring the impedance of the brain tissues (this may be the reason for the
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development of classifying methods for measuring brains of stroke victims instead of

relying on direct measurements [133]. In the context of estimation of dose, our basic

approach is to measure shifts in impedance parameters of the head rather than isolating

the impedance of the head directly. One exception would be the T7-C3-C4-T8 montage

where the the scalp impedance is greatly reduced, even in this case however the CSF

impedance is ≈ 10 times greater than the impedance of the brain tissues (GM and WM).

11.1.4 Objective 4 Results

Objective 4 was to extract Cole model and PCA parameters from simulated data and

compare the results across bipolar and tetrapolar montages.

As described in section 4.7, 5% Gaussian noise is added to the simulations to mimic

experimental noise. For the Cole parameters we expected that there will be significant

differences ((p-value below α =.05) between the Cole parameters of generated from the

impedance of each montage.

Results are shown for Cole parameters from the α, β and γ dispersion of the bipolar (see

Figs. 8.10, 8.11 and 8.12) and tetrapolar (see Figs. 8.28, 8.29 and 8.30) montages.

Overall, results are positive,showing statistically significant differences between Cole

parameters over all the frequency dispersions. In addition we see clear trends in the

variations of the Cole parameters, for instance a slight increases in R0 as electrode gap is

increased. The implications of this are that our measurement is sensitive enough (with our

simulated level of noise) to extract Cole parameters of statistically significant differences.

We showed earlier that sensitivity (related to dose) in the brain tissues increases

monotonically as electrode gap is increased. Results here show that simulated FEM Cole

parameters in many cases also change monotonically (increasing or decreasing) as function

of inter-electrode gap. The changes in the Cole parameters correspond to shifts in

sensitivity distribution and thus can be be related to changes to dose in the brain.
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We also wished to investigate the applicability of the linear superposition approximation

for bioimpedance spectra. We expect that the total Cole system is composed of the Cole

systems of each tissue added in series. Error between the total Cole plot measured across

all tissues simultaneously is expected to be below 1%.

Results show indeed that for the bipolar (see Fig. 8.1) and tetrapolar (see Fig. 8.19) the

total and added Cole plots are almost identical. The bipolar montage had an error of .1 Ω

corresponding to an error of about .04% for the highest impedance of the spectrum. The

tetrapolar montage had an error ≈ 1 Ω corresponding to an error of about 3.5% for the

highest impedance of the spectrum. Overall results show that the approximation of linear

superposition is valid for impedance spectra. Thus tDCS optimization techniques using

multiple electrodes following a beam forming principle which are based on linear

superposition [255] can also be applied to the entire impedance spectra.

Another objective is to compare the PCA of bioimpedance spectra pairs (of different

electrode montages). We expect a high degree of correlation between 2 bioimpedance

spectra, this will be shown if the most of the variance (> 99%) between the spectra is

described on a single component. We also expect that as the inter electrode distance is

increased the non-linearity of the relation between the bioimpedance spectra will also

increase. This will be shown by an increase in the variance of the second principal

components.

Results of the bipolar (See Fig. 8.13, 8.14, 8.15, 8.16, 8.17, 8.18) and the tetrapolar

montages (See Fig. 10.9, 8.32,10.10, 8.32) show indeed that ≈ 100% of the variance

between the bioimpedance spectra are described along a single principal component. We

also see as inter electrode angle is increased the percentage of variance of the second

principal component increases.

Thus overall we see that the relationship between bioimpedance is approximately linear

(multiplication by a constact). The linear properties of the impedance spectra have
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important implications since we may now consider linear operations such subtraction to

remove the impedance of tissues external to the brain such as the scalp.

11.1.5 Objective 5 Results

We are looking here to see if the experimental data will be consistent across all montages

and that a clear trend of statistically significant differences can be observed across all

subjects. We expect that there will be a very high degree of variability between results for

different subjects due to measurement error and natural physiological differences.

Overall we do see great variability between subjects as shown in the graphs of Cole

parameter comparisons in chapter 9. When looking at the mean of all subject data (Figs.

10.7 and 10.8) we do observe some statistically significant differences between parameters

(for example a decrease in α in the β dispersion. Significance for subject mean was

measured by an unpaired t-test will be used to measure significance at α = 0.05.

Results shows that there are certain patterns and characteristics in the impedance spectra

that are not canceled out by inter-subject variability. These patterns and characteristics

can then be compared to the FEM.

11.1.6 Objective 6 Results

Our final goal is to compare various impedance characteristics (Nyquist plots, Cole and

PCA) of the FEM and the mean experimental data. Similarities can be used to infer

relationships between impedance spectra and dose as calculated by the FEM.

Shape of the FEM and experimental impedance plots are shown in Figs. 10.1 and 10.2.

Nyquist plots are shown in Figs. 10.3 and 10.5. FEM and Cole parameter comparison is

shown in Figs. 10.5, 10.6. 10.7 and 10.8. FEM and experimental PCA plots are shown in

Figs. 10.9, 10.10. 10.11 and 10.12.

We see that the real impedance of the FEM and experimental data follow are a similar
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pattern and are closely correlated (see table 10.1). The imaginary impedance is also

generally highly correlated across the FEM and experimental impedance. The weakest

correlation is for the montage T7-C3-C4-T8 (negatively correlation).

Shape of the Nyquist plots are different, some general similarities are that C3-C1-CZ-C2

and T7-C3-CZ-C2 have a large imaginary impedance slope and T7-C3-C4-T8 has a

reduced impedance magnitude (real and imaginary). Cole parameters variations were

different for the FEM and experimental impedance. Many of the differences in

experimental Cole parameters were not significant due to a high level of variability.

Experimental and FEM PCA plots showed overall good agreement. Differences between

spectra were composed of 2 scores distributed around the first principal component. As

electrode gap was increased the variation described by the second principal component

increased for both the FEM and experimental data.

11.2 Conclusions and Future Work

Our motivation for this research was the development of a new method for improving

control of tDCS dose. One of the major challenges of tDCS is the variability of individual

subject response to the stimulation. Lack of standardization of tDCS dose is one of the key

problems inhibiting successful widespread adoption of this technology [37]. Some critics

consider tDCS has having no statistically significant effect beyond temporarily altering

motor evoked potential (MEP) which raises questions concerning the efficacy of the current

treatment system [32].

Our approach was to analysis the frequency response of the head tissues as method of

interpretation of dose in the brain. We showed for bipolar and tetrapolar montages that

sensitivity distribution in the brain increases as electrodes are moved apart. We also

showed how the increase in sensitivity translated into a change in the measured impedance.

Changes of impedance parameters (Cole and PCA) for different electrode montages are
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then linked to changes in dose.

The simulated data showed expected dispersion regions (characterized by a series of

semi-circles in the nyquist plane). The experimental data overall also showed distinct

dispersion zones. The α dispersion zone was within range of the Solartron, however the β

dispersion was generally only captured when measuring the T7-C3-C4-T8 montage.

Although spectral data can be analyzed by Fourier analysis of a broadband excitation or

step signal [257], we chose to directly measure and analyze spectroscopy data acquired

from a frequency sweep. This was in part due to the limitations of our instrument which is

designed only for frequency sweep measurements. We also did not consider double

dispersion Cole model fitting approaches [157] since this requires a priori knowledge of the

exact nature of the dispersion of the system under study. In some cases one dispersion may

overlap with a second dispersion, thus using a double dispersion methodology might not

yield accurate results.

Our method provides a way of quantifying dose by measuring tissue impedance parameters

directly related to the spread of current. In the context of neurostimulation, dose is defined

by all elements of stimulation controlled by the operator [258]. Traditionally, this has been

limited to electrode montage placement based on EEG coordinates, electrode size and

amplitude and other characteristics of the injected current [1]. The novelty of our approach

is that we also consider the impedance head tissues as another parameter related to control

of dose. Although tDCS is our primary focus, we also consider a wide frequency range for

analyzing the head impedance. Thus our approach may be applied to other forms of

frequency based neurostimulation such as tASC or tRNS [259]. Other applications include

optimization of bioimpedance spectroscopy [48] [260].

11.2.1 Limitations and Future Work

It is important to mention some of the limitations of our findings. Firstly we have not

addressed the problem of calculation of dose in absolute terms. Our approach is to relate
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shifts in impedance spectra to variation of dose. We have however not shown the

possibility of directly separating the impedance spectra into components representing each

tissue type. Part of our motivation for using PCA was to investigate if change of

impedance of each tissue resulting from varying electrode montage, could be interpreted as

a separate score along an uncorrelated principal component. We showed that the variance

between spectra can almost entirely be described by a single principal component. This

shows the linearity of the problem but it also shows the difficulty in separating the global

impedance into the impedance of constituent tissues.

In fact a logical continuation of our work would be the use of ICA (independent component

analysis) [261] as a method of separating independent contributions of each tissue to the

overall impedance. The linear properties of the spectral data suggest that ICA is a suitable

technique for separation of the sources [261].

Another limitation of our work is that we only considered changing one variable in our

model at a time. For instance all head tissues material properties were kept constant while

electrode configuration is changed. This limits our ability to compare the FEM results to

experimental data since impedance acquired from subjects may be influenced by changes to

multiple variables simultaneously (i.e. change to skin impedance during measurement). In

future work, more sophisticated statistical models may be used to analyze the effect of

changing multiple variables simultaneously [228].

We used 5% random Gaussian noise to mimic experimental error. For our impedance

analysis we used the mean of 6 measurements. Overall we did see statistically significant

changes to Cole parameters resulting from varying electrode position. Many of these

parameters changes were monotonic (increasing or decreasing) and fit the pattern of change

in dose. This was true even for the bipolar electrode measurement which we showed to be

dominated by scalp.

Unfortunately we did not find the same trend of Cole parameter change in our
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experimental study. Instead we observed a large degree of variability with the some of the

patterns close to what we observed with the FEM.

One possible cause of inconsistent experimental results may be due to large variability in

the electric properties of subject tissues. In our experimental work we have indeed shown

large inter-subject variability which has been discussed in the context of FEM modeling of

tDCS [246,262]. Our results indicate that relying on a single FEM model (for example

see [263]) for guiding tDCS placement is over simplistic and does not take into account the

wide range of inter-individual parameters.

Another potential source of variability is measurement error and noise. Our model may

have indeed understated the level of noise inherent in the measurement. The limitations of

our instrument include increasing stray capacitance at high frequencies, current shunting

for closely spaced electrodes, high skin-electrode contact impedance and voltage mismatch

at the pickup electrodes. A further limitation is the fact that gain used by the Solartron

instrument was auto adjusted during measurement which may have introduced some

artifacts and non-linearities in the experimental data. Furthermore the calibration results

show some measurement error above 500 KHz see section 9.2.2. It is also apparent that

our instrument range did not capture the characteristic frequency for some of the electrode

montages (see for instance nyquist plots of C3-CZ-C1-C2 and T7-C3-CZ-C2). We would

expect that a higher frequency range would capture the β and possibly γ dispersion

represented as a semi-circle in the nyquist plane. Future work may consider using

instrumentation with frequency measurement capabilities at least until 10 MHz. This

would allow more direct comparison of the modelling and experimental work.

As discussed in chapter 9, our use of saline to reduce impedance may have altered the

uniformity of skin conditions. In addition electrode attachment pressure was not

standardized and instead simply relied on the bond created by the adhesive properties of

the EEG paste we used.
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We note some limitations in regards to our head FEM. Firstly we used the simplifying

assumption of regarding tissue domains as isotropic. In reality biological tissue can be

highly anistropic and impedance measurements are sensitive to the orientation of

electrodes with respect to tissue structure [252]. In addition we did not incorporate in our

model the stratum corneum high impedance layer which has been shown to have a large

impact on the dielectric response of tissue [249]. In addition we did incorporate dynamic

elements in the model which affect impedance measurements such as vascular flow

throughout the head and cerebral blood flow associated with brain activity [135].

The high variability of the Cole parameters shows the difficulty of using Cole analysis on

raw impedance data [237]. We therefore considered PCA as a method of extracting

inherent structure in the bioimpedance spectral data, while discarding uncorrelated noise.

We indeed saw a good overall agreement between PCA analysis of FEM and experimental

data. First of all the first principal component contained close to all of the variance

between 2 bioimpedance spectra. Secondly as the gap between electrodes are increased we

saw that the variance described by the second principal component increased. The use of

PCA for quantifying dose change is interesting especially since the technique reduces much

of the impedance spectra dimensionality by removing redundant information. This is a

very compact and efficient method of characterizing variation of tissue impedance even for

a very large frequency range.

Our relative success comparing FEM and experimental PCA results indicate that this is a

logical method of extension of this research. Future work can be comprised of utilization of

both the traditional Cole model and PCA or other multivariate analysis techniques. Using

the method described in [237] we can use a multivariate analysis technique (PCA or SVD)

to remove uncorrelated noise by only considering signal described by the first several

eigenvectors. After this preprocessing or denoising step the signal can then be restored and

then Cole parameters can be extracted. As shown in [237,264], reduction of signal

dimensionality using SVD has performed well in a classification task despite the inherent
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inter subject variability.

Other work that can be done to improve our results (especially in regards to inter subject

variability) involves reducing measurement error. Better standardized methods of locating

measurement sites as well as ensuring stable low impedance electrode-skin electrode

coupling will lower error and the presence of outlier measurements in our data. We should

consider improving cable shielding and other factors that affect stray capacitance. We are

also interested in extending the experimental frequency range. This is important since

many of the Nyquist plots in the β dispersion did not contain the full characteristic semi

circle due to limitations on measurement frequency. This caused some difficulty in fitting

impedance spectra to the Cole model.

The highest level of model validation of dose distribution in the brain is only available via

invasive measurements, however this is suitable only for animal models which differ in

significant ways from human physiology and where data may be difficult to obtain. It is

therefore important to consider phantom testing as a critical component of validating our

results. In future work we would use a phantom that mimics tissue dielectric properties

(for example see [265]) since we are interested in analysis of the impedance spectrum.

After reduction of error by improvement of measurement standardization, instrumentation

and de-noising processes, we can consider more accurate methods of relating simulated and

experimental impedance spectra to dose distribution in the brain. Classifier [243,264] and

artifical intelligence algorithms [266] are powerful techniques that can potentially be used

to interpret and infer dose from impedance characteristics.

Despite the sources of variability and error, we are overall confident of the quality of the

tissue impedance data acquired by use of the Solartron. This is suggested by the good

calibration results, low error for repeated measurements, impedance patters emerging for

mean measurements across subjects as well as certain similarities to model data.
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11.3 Summary of Contributions

We summarize here the novel contributions of this thesis:

• Our main contribution is that we develop a new simulation and experimental

approach of relating bioimpedance spectra of head tissues to dose. The following are

a list of sub-contributions that comprise the main contribution

1. We simulate the dependence of sensitivity, focality and impedance on tissue

type, frequency and electrode configuration

2. We show through simulation the tissue types that provide the largest

contribution to sensitivity and impedance

3. We demonstrate the linear properties of bioimpedance spectra, including the

superposition approximation, by showing the total Cole semi-circle of the head

is comprised of a sum in series of tissue Cole semi-circles

4. We further demonstrate the linearity of biompedance spectra by showing the

variance between spectra can be approximately described a single principal

component

5. We use the Cole model and multivariate analysis to describe and compare

changes to the impedance spectra for different electrode montages as well as to

relate these changes to variation in dose. Thus we show how experimental and

Cole parameters change for different montages with different dose distributions

(p < .05)

6. We show the agreement and high correlation between experimental data and the

model in regards to real and imaginary impedance

7. We demonstrate agreement between the experimental data and the model in

regards to trends in the PCA results
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8. We demonstrate a new method to fit impedance spectra that are not fully

semi-circular in shape to the Cole model
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D. F. Stegeman, and T. F. Oostendorp, “Simulating transcranial direct current stimu-

lation with a detailed anisotropic human head model,” IEEE Transactions on Neural

Systems and Rehabilitation Engineering, vol. 22, no. 3, pp. 441–452, 2014.

[97] M. Bikson, A. Rahman, and A. Datta, “Computational models of transcranial direct

current stimulation,” Clinical EEG and Neuroscience, vol. 43, no. 3, pp. 176–183, 2012.

[98] T. A. Wagner, M. Zahn, A. J. Grodzinsky, and A. Pascual-Leone, “Three-dimensional

head model simulation of transcranial magnetic stimulation,” IEEE Transactions on

Biomedical Engineering, vol. 51, no. 9, pp. 1586–1598, 2004.

[99] M. E. Mendonca, M. B. Santana, A. F. Baptista, A. Datta, M. Bikson, F. Fregni, and

C. P. Araujo, “Transcranial dc stimulation in fibromyalgia: optimized cortical target

supported by high-resolution computational models,” The Journal of Pain, vol. 12,

no. 5, pp. 610–617, 2011.

[100] W. H. Lee, Z.-D. Deng, T.-S. Kim, A. F. Laine, S. H. Lisanby, and A. V. Peterchev,

“Regional electric field induced by electroconvulsive therapy in a realistic finite element

290



head model: influence of white matter anisotropic conductivity,” Neuroimage, vol. 59,

no. 3, pp. 2110–2123, 2012.

[101] H. S. Suh, W. H. Lee, Y. S. Cho, J.-H. Kim, and T.-S. Kim, “Reduced spatial focality

of electrical field in tdcs with ring electrodes due to tissue anisotropy,” in 2010 Annual

International Conference of the IEEE Engineering in Medicine and Biology. IEEE,

2010, pp. 2053–2056.

[102] H. S. Suh, W. H. Lee, and T.-S. Kim, “Influence of anisotropic conductivity in the

skull and white matter on transcranial direct current stimulation via an anatomically

realistic finite element head model,” Physics in medicine and biology, vol. 57, no. 21,

2012.

[103] D. Q. Truong, G. Magerowski, G. L. Blackburn, M. Bikson, and M. Alonso-Alonso,

“Computational modeling of transcranial direct current stimulation (tdcs) in obesity:

impact of head fat and dose guidelines,” NeuroImage: Clinical, vol. 2, pp. 759–766,

2013.

[104] A. Datta, M. Bikson, and F. Fregni, “Transcranial direct current stimulation in patients

with skull defects and skull plates: high-resolution computational fem study of factors

altering cortical current flow,” Neuroimage, vol. 52, no. 4, pp. 1268–1278, 2010.

[105] P. Faria, M. Hallett, and P. C. Miranda, “A finite element analysis of the effect of

electrode area and inter-electrode distance on the spatial distribution of the current

density in tdcs,” Journal of neural engineering, vol. 8, no. 6, pp. 1–24, 2011.

[106] M. Bikson, A. Rahman, A. Datta, F. Fregni, and L. Merabet, “High-resolution model-

ing assisted design of customized and individualized transcranial direct current stimu-

lation protocols,” Neuromodulation: Technology at the Neural Interface, vol. 15, no. 4,

pp. 306–315, 2012.

291



[107] A. Datta, “Inter-individual variation during transcranial direct current stimulation and

normalization of dose using mri-derived computational models,” Frontiers in psychia-

try, vol. 3, pp. 1–8, 2012.

[108] M. Windhoff, A. Opitz, and A. Thielscher, “Electric field calculations in brain stim-

ulation based on finite elements: an optimized processing pipeline for the generation

and usage of accurate individual head models,” Human brain mapping, vol. 34, no. 4,

pp. 923–935, 2013.

[109] C.-H. Im, H.-H. Jung, J.-D. Choi, S. Y. Lee, and K.-Y. Jung, “Determination of

optimal electrode positions for transcranial direct current stimulation (tdcs),” Physics

in medicine and biology, vol. 53, no. 11, pp. 219–225, 2008.

[110] C.-H. Im, H.-K. Jung, J. Y. Han, H. R. Lee, and S. Y. Lee, “Fast and robust localiza-

tion of brain electrical sources using evolution strategies: Monte-carlo simulation and

phantom experiment studies,” International Journal of Applied Electromagnetics and

Mechanics, vol. 20, no. 3, 4, pp. 197–203, 2004.

[111] G. Ruffini, M. D. Fox, O. Ripolles, P. C. Miranda, and A. Pascual-Leone, “Opti-

mization of multifocal transcranial current stimulation for weighted cortical pattern

targeting from realistic modeling of electric fields,” Neuroimage, vol. 89, pp. 216–225,

2014.

[112] P. C. Miranda, A. Mekonnen, R. Salvador, and G. Ruffini, “The electric field in the

cortex during transcranial current stimulation,” Neuroimage, vol. 70, pp. 48–58, 2013.

[113] B. D. Van Veen and K. M. Buckley, “Beamforming: A versatile approach to spatial

filtering,” IEEE assp magazine, vol. 5, no. 2, pp. 4–24, 1988.

[114] R. Sadleir, T. D. Vannorsdall, D. J. Schretlen, and B. Gordon, “Target optimization in

transcranial direct current stimulation,” frontiers in psychiatry, vol. 3, pp. 1–13, 2012.

292



[115] R. A. Waltz, J. L. Morales, J. Nocedal, and D. Orban, “An interior algorithm for

nonlinear optimization that combines line search and trust region steps,” Mathematical

programming, vol. 107, no. 3, pp. 391–408, 2006.

[116] A. Dutta, “Using electromagnetic reciprocity and magnetic resonance current density

imaging to fit multi-electrode montage for non-invasive brain stimulation,” in Neural

Engineering (NER), 2013 6th International IEEE/EMBS Conference on. IEEE, 2013,

pp. 447–451.

[117] G. Ruffini, “Application of the reciprocity to eeg inversion and optimization of eeg-

driven transcranial current stimulation (tcs, including tdcs, tacs, trns),” arXiv preprint

arXiv:1506.04835, 2015.

[118] M. Fernandez Corazza, S. Turovets, P. Luu, E. Anderson, and D. Tucker, “Transcranial

electrical neuromodulation based on the reciprocity principle,” Frontiers in Psychiatry,

vol. 7, p. 87, 2016.

[119] P. Luu, E. M. E. Arumugam, E. Anderson, A. Gunn, D. Rech, S. Turovets, and D. M.

Tucker, “Slow-frequency pulsed transcranial electrical stimulation for modulation of

cortical plasticity based on reciprocity targeting with precision electrical head model-

ing,” Frontiers in Human Neuroscience, vol. 10, 2016.

[120] J. P. Dmochowski, L. Koessler, L. C. Parra, M. Bikson, and A. M. Norcia, “Targeted

electrical stimulation of active brain sources using reciprocity,” bioRxiv, pp. 1–13, 2016.

[121] M. L. Joy, “Mr current density and conductivity imaging: the state of the art,” in Engi-

neering in Medicine and Biology Society, 2004. IEMBS’04. 26th Annual International

Conference of the IEEE, vol. 2. IEEE, 2004, pp. 5315–5319.

[122] G. Ruffini, J. Marco, and C. Grau, “Spherical harmonics interpolation, computation

of laplacians and gauge theory,” arXiv preprint physics/0206007, 2002.

293



[123] C.-T. Tai, “Complementary reciprocity theorems in electromagnetic theory,” IEEE

Transactions on Antennas and Propagation, vol. 40, no. 6, pp. 675–681, 1992.

[124] P. C. Miranda, A. Mekonnen, R. Salvador, and P. J. Basser, “Predicting the electric

field distribution in the brain for the treatment of glioblastoma,” Physics in medicine

and biology, vol. 59, no. 15, p. 4137, 2014.
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